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Introduction

Dirac operators on Riemannian manifolds, which were introduced in the arti-
cles of Atiyah and Singer [13] and Lichnerowicz [80], are of fundamental impor-
tance in differential geometry: they occur in situations such as Hodge theory,
gauge theory, and geometric quantization, to name just a few examples. Most
first-order linear differential operators of geometric origin are Dirac operators.

After Atiyah and Singer’s fundamental work on the index for general el-
liptic operators, methods based on the heat kernel were applied to prove the
Atiyah-Singer Index Theorem in the special case of Dirac operators, by Pa-
todi [89], Gilkey [64] and Atiyah-Bott-Patodi [8]. In recent years, new insights
into the local index theorem of Patodi and Gilkey have emerged, which have
simplified the proofs of their results, and permitted the extension of the lo-
cal index theorem to other situations. Thus, we felt it worthwhile to write
a book in which the Atiyah-Singer Index Theorem for Dirac operators on
compact Riemannian manifolds and its more recent generalizations would re-
ceive elementary proofs. Many of the theorems which we discuss are due
to J.M. Bismut, although we have replaced his use of probability theory by
classical asymptotic expansion methods.

Our book is based on a simple principle, which we learned from D. Quillen:
Dirac operators are a quantization of the theory of connections, and the super-
trace of the heat kernel of the square of a Dirac operator is the quantization
of the Chern character of the corresponding connection. From this point of
view, the index theorem for Dirac operators is a statement about the relation-
ship between the heat kernel of the square of a Dirac operator and the Chern
character of the associated connection. This relationship holds at the level of
differential forms and not just in cohomology, and leads us to think of index
theory and heat kernels as a quantization of Chern-Weil theory.

Following the approach suggested by Atiyah-Bott and McKean-Singer, and
pursued by Patodi and Gilkey, the main technique used in the book is an
explicit geometric construction of the kernel of the heat operator e~t0” asso-
ciated to the square of a Dirac operator D. The importance of the heat kernel
is that it interpolates between the identity operator, when t = 0, and the pro-
jection onto the kernel of the Dirac operator D, when t = co. However, we will
study the heat kernel, and more particularly its restriction to the diagonal, in
its own right, and not only as a tool in understanding the kernel of D.
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Lastly, we attempt to express all of our constructions in such a way that
they generalize easily to the equivariant setting, in which a compact Lie group
G acts on the manifold and leaves the Dirac operator invariant.

We will consider the most general type of Dirac operators, associated to a
Clifford module over a manifold, to avoid restricting ourselves to manifolds
with spin structures. We will also work within Quillen’s theory of supercon-
nections, since this is conceptually simple, and is needed for the formulation
of the local family index theorem of Bismut in Chapters9 and 10.

We will now give a rapid account of some of the main results discussed
in our book. Dirac operators on a compact Riemannian manifold M are
closely related to the Clifford algebra bundle. The Clifford algebra C;(M) at
the point z € M is the associative complex algebra generated by cotangent
vectors o € T, M with relations

a1-az+ o -a; = —2(a, ),
where (o, a2) is the Riemannijan metric on T* M. If e; is an orthonormal
basis of T,;M with dual basis €', then this amounts to saying that C;(M) is
generated by elements ¢* subject to the relations
()2 = -1, and ¢’/ +7ct = 0 for i # j.

The Clifford algebra C,(M) is a deformation of the exterior algebra AT*; M,
and there is a canonical bijection o : Cp(M) — AT*; M, the symbol map,
defined by the formula

op(c...c) =€ A... AeY.

The inverse of this map is denoted by ¢, : AT* M — C,(M).

Let £ be a complex Zj-graded bundle on M, that is, £ = £t @ E~. We
say that £ is a bundle of Clifford modules, or just a Clifford module, if there
is a bundle map ¢ : T*M — End(£) such that

(1) c(a1)e(az) + c(az)e(ar) = —2(ay, o), and
(2) c(a) swaps the bundles £t and £~.

That is, & is a Zp-graded module for the algebra Cp(M). If M is even-
dimensional, the Clifford algebra Cy (M) is simple, and we obtain the decom-
position

End()2C(M)® Ende(ar) €).

From now on, most of our considerations only apply to even-dimensional
oriented manifolds. If M is a spin manifold, that is, a Riemannian manifold
satisfying a certain topological condition, there is a Clifford module S, known
as the spinor bundle, such that End(S) & C(M). On such a manifold, any
Clifford module may be written as a twisted spinor bundle W ® S, with
W = Home(a)(S,€). Let Ty € I'(M,C(M)) be the chirality operator in
C (M), given by the formula

dim(M)/2 .1
Tar = dimM)/201 - on

so that T, = 1.
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If £ is a vector bundle on M, let I'(M, £) be the space of smooth sections
of £, and let A(M,€) =T'(M,AT*M ® £) be the space of differential forms
on M with values in £. We make the obvious, but crucial, remark that if £
is a Clifford module, then by the symbol map, the space of sections

['(M,End(€)) 2 T'(M,C(M) ® Endc(ar (£))
is isomorphic to the space of bundle-valued differential forms
A(M,Endc(p)(€)) = T(M,AT*M ® Endc(ar)(€))-

Thus, a section k& € I'(M,End(£)) corresponds to a differential form o(k)
with values in Endgp)(€). If M is a spin manifold and € = W S is a
twisted spinor bundle, o (k) is a differential form with values in End(W).

A Clifford connection on a Clifford module £ is a connection V¢ on £
satisfying the formula

[V, c(0)] = ¢(Vxa),

where « is a one-form on M, X is a vector field, and V x« is the Levi-Civita
derivative of c.

The Dirac operator D associated to the Clifford connection V¢ is the com-
position of arrows

T'(M,€) Y5 T(M, T"M ® €) S T(M, £).

With respect to a local frame e of T*M, D may be written
D= Z c"V‘i.
i

A number of classical first-order elliptic differential operators are Dirac
operators associated to a Clifford connection. Let us list three examples:

(1) The exterior bundle AT*M is a Clifford bundle with Clifford action by
the one-fom a € I'(M, T*M) defined by the formula

c(a) = (@) — e()”;

here £(a) : T'(M, A*T*M) — I'(M, A*T1T*M) is the operation of exterior
multiplication by a. The Levi-Civita connection on AT*M is a Clifford
connection. The associated Dirac operator is d+d*, where d is the exterior
differential operator. . The kernel of this operator is just the space of
harmonic forms on M, which by Hodge’s Theorem is isomorphic to the
de Rham cohomology H*(M) of M.

(2) If M is a complex manifold and W is a Hermitian bundle over M, the
bundle A(T%*M)* ® W is a Clifford module, with o = a0+ a1 €
AMO(M) @ A% (M) acting by

o(@) = V2(e(ao,) - e(@ro))-

The Levi-Civita connection on AT*M preserves A(T%*M)* and defines
a Clifford connection if M is Kahler, and the Dirac operator associated
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to this connection is v/2(8 + 8*). If W is a holomorphic vector bundle
with its canonical connection, the tensor product of this connection with
the Levi-Civita connection on A(T%!M)* is a Clifford connection with
associated Dirac operator v/2(8 + 8*). The kernel of this operator is the
space of harmonic forms on M lying in A%*(M, W), which by Dolbeault’s
theorem is isomorphic to the sheaf cohomology H* (M, W).

(3) If M is a spin manifold, its spinor bundle S is a Clifford module, the
Levi-Civita connection is a Clifford connection, and the associated Dirac
operator is known simply as the Dirac operator. Its kernel is the space
of harmonic spinors.

Thus, we see from these examples that the kernel of a Dirac operator often

has a topological, or at least geometric, significance.

The heat kernel (z | ¢~ to? | y) € Hom(€y, ;) of the square of the Dirac
operator D is the kernel of the heat semigroup e“Dz, that is,

8@ = [ (o] e |y)sti) dy] for ol s € T,

where |dy| is the Riemannian measure on M. The following properties of the

heat kernel are proved in Chapter 2:

(1) it is smooth;

(2) the fact that smooth kernels are trace-class, from which we see that the
kernel of D is finite-dimensional;

(3) the uniform convergence of (z | ¢~ tD? | ¥) to the kernel of the projection
onto ker(D) as t — oo;

(4) the existence of an asymptotic expansion for (z | ¢~tD? | y) at small t,
(where dim(M) = n = 2¢),

o0
(z | e tA’ | y) ~ (47rt)"ee—d(xiy)2/4t Ztifi(x,y),

=0

where f; is a sequence of smooth kernels for the bundle £ given by local
functions of the curvature of V¢ and the Riemannian curvature of M, and
d(z,y) is the geodesic distance between z and y.

Note that the restriction to the diagonal z — (z | e~ tD’? | z) is a section of

End(€). The central object of our study will be the behaviour at small time
of the differential form

o((z | e | z)) € A(M,Endc i (£)),

obtained by taking the image under the symbol map ¢ of (z | e~tD? | z).
Let us describe the differezntial forms which enter in the study of the asymp-
totic expansion of (z | e7*0" | z). If g is a unimodular Lie algebra, let jg(X)
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be the analytic function on g defined by the formula

ja(X) = det (siniéai/)éﬂ))

3

it is the Jacobian of the exponential map exp : g — G. We define jgl/ ina
neighbourhood of 0 € g to be the square-root of jg such that j;/ 2(0) =1

Let R € A%(M,s0(TM)) be the Riemannian curvature of M. Choose a
local orthonormal frame e; of 7'M, and consider the matrix R with two-form
coefficients,

Rij = (Re;, ;) € A*(M).

Then (s—i’%%—/z—)) is a matrix with even degree differential form coefficients,
and since the determinant is invariant under conjugation by invertible matri-
ces, "

) sinh(R/2)

R) =det | ——=

3(R) = det (224
is an element of A(M) independent of the frame of TM used in its definition.
Note that the zero-form component of j(R) equals 1. Thus, we can define the
A-genus A(M) of the manifold M by

R/2
sinh(R/2)
it is a closed differential form whose cohomology class is independent of the
metric on M. It is a fascinating puzzle that the function jg 2 oecurs in a
basic formula of representation theory for Lie groups, the Kirillov character
formula, while its cousin, the /i-genus, plays a similar role in a basic formula
of differential geometry, the index theorem for Dirac operators. Understanding
the relationship between these two objects is one of the aims of this book.

Note that our normalization of the fl—genus, and of other characteristic
classes, is not the same as that preferred by topologists, who multiply the
2k-degree component by (—2mi)¥, so that it lies in H?*(M, Q). We prefer to
leave out these powers of —27ri, since it is in this form that they will arise in
the proof of the local index theorem.

Let € be a Clifford module on M, with Clifford connection £ and curvature
F€. The twisting curvature F€/S of £ is defined by the formula

F&/S = F& — R® € A*(M,Endcury(€)),

AM) = j(R)"V2 = det1/2( ) e A(M);

where
R£<e~i,€j) = %Z(R(ei,ej)ek,el)ckcl.
k<l
If M is a spin manifold with spinor bundle S and £ = W ® S, F&/5 is the
curvature of the bundle W.
For a € T'(M,C(M)) = I'(M,AT*M), we denote the k-form component of
o(a) by ok(a).
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The first four chapters lead up to the proof of the following theorem, which
calculates the leading order term, in a certain sense, of the heat kernel of a
Dirac operator restricted to the diagonal.

Theorem 0.1. Consider the asymptotic expansion of ( | e~tb’ | z) at small
times t,

[o o]
(m | o~ tD? | x) ~ (47rt)_eztiki(x)
1=0
with coefficients k; € T'(M,C(M) ® Endc(ar)(£)). Then
(1) ij(ki) =0 forj>2

(2) Let o(k) = Yty 02i(ki) € A(M,Endgoy(€)). Then

_ 3.41/2 R/2 £/S
o(k) = det (m) exp(—F¢/9).

In Chapter4, we give a proof of Theorem 0.1 which relies on an approx-
imation of D% by a harmonic oscillator, which is easily derived from Lich-
nerowicz’s formula for the square of the Dirac operator, and properties of the
normal coordinate system.

Since the zero-form piece of the A-genus equals 1, we recover Weyl’s for-
mula

lim (47t)%(z | e’ | z) = 1k(€);
£—0

in this sense, Theorem 0.1 is a refinement of Weyl’s formula for the square of
a Dirac operator.
Define the index of D to be the integer

ind(D) = dim(ker(D*)) — dim(ker(D ™)),

where D¥ is the restriction of D to I'(M,E*). For example, ind(d+d*) is the
Euler characteristic
Eul(M) = ) (-1)* dim(H*(M))
i=0
of the manifold M, while ind(d + §*) is the Euler characteristic of the sheaf
of holomorphic sections

¢
Bul(M, W) = Y _(~1)" dim(H'(M, W)).
=0

These indexes are particular cases of the Atiyah-Singer Index Theorem, and
are given by well-known formulas, respectively the Gauss-Bonnet-Chern the-
orem and the Riemann-Roch-Hirzebruch theorem; we will show in Section 4.1
how these formulas follow from Theorem0.1.

In Chapter 3, we establish some well-known properties of the index, such
as its homotopy invariance, using the formula of McKean and Singer. If F
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is a Zo-graded vector space and A is an endomorphism on E, we define the
supertrace Str(A) of A to be the trace of the operator ' 4, where I’ € End(F)
is the chirality operator, which equals &1 on E*. The McKean-Singer formula
says that for each ¢t > 0, the index of D equals

ind(D) = Str(e‘toz) = f Str(z | =0’ | z) |dx].
M

This formula shows that the index of D is given in terms of the restriction to
the diagonal of the heat kernel of D? at arbitrarily small times, which we know
by the asymptotic expansion of the heat kernel to be given by local formulas
in the curvature of the connection V¢ and the Riemannian curvature of M.
Using the McKean-Singer formula, we see that

ind(D) = (4m)~"/2 / Str (kya(2)) de.
M
From Theorem 0.1, we see that
0 (knj2(z))m) € A™(M,Ende(ar(€)) = T(M,Ender(€))

equals the n-form component of

det?/? (5‘1111112(/—;/7)) exp(—F*/5) € A™(M, Endc(a (£)).

The differential form
ch(£/8) = 272 Str(Tp - exp(—F¢/9))

is a generalization of the Chern character for Clifford modules, called the
relative Chern character; when M is a spin manifold and £ = W ® S, the
form ch(€/S5) equals the Chern character ch(W) of the twisting bundle W.
In this way, we obtain the formula

ind(D) = (2mi)~"™/? /M A(M) ch(€/S).

This is the Atiyah-Singer index theorem for the Dirac operator D. Thus,
we see that our main theorem is at the same time a generalization of Weyl’s
formula for the leading term of the heat kernel, and of the Atiyah-Singer index
theorem. As conjectured by McKean-Singer, we establish that '

lim Str(z l e tD? l )
t—0

exists and is given by the above integrand. This result, due to Patodi[89]
and Gilkey [64], is known as the local index theorem. It is very important,
since it generalizes to certain situations inaccessible to the global index theo-
rem of Atiyah and Singer, such as when the manifold M is no longer closed.
On important example is the signature theorem for manifolds with bound-
ary of Atiyah-Patodi-Singer [11]. As another example, it is possible in the
case of infinite covering spaces to prove a local index theorem which gives
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the “index per unit volume” of the Dirac operator in question (Connes and
Moscovici [50]).

Note that the proofs of Patodi and Gilkey of the local index theorem re-
quired the calculation of the index of certain Dirac operators on homogeneous
spaces. In the proof which we present, we are able to calculate the index den-
sity by analysis of Lichnerowicz’s formula for the square of the Dirac operator,
which was proved in [80].

In Chapter 5, we give another proof of Theorem 0.1. This proof, while
similar in some respects to the first, uses an integral expression for the heat
kernel of D? in terms of the scalar heat kernel of the orthonormal frame
bundle SO(M); the Jacobian of the exponential map on SO (M) leads to the
appearance of the A-genus. Once more, Lichnerowicz’s formula is fundamental
to the proof.

The second topic of this book is an equivariant version of the results of
Chapter4. Suppose that a compact Lie group G acts on the manifold M
and on the bundle £, and that the operator D is invariant under this action
(for this to be possible, G must act on M by isometries). In this situation,
the action of the group G leaves the kernel of D invariant; in other words,
ker(D) is a representation of G. Thus, the index of D may be generalized to
a character-valued index, defined by the formula

il'ldG(’)’, D) = T‘r(7, ker(D+)) - ’Ii'(fy,ker(D_)).
The analogue of the McKean-Singer formula holds here:

indg(y,D) = /M Str(z | ve - ¢tD? | z) |dz|,

where ¢ is the action of ¥ € G on the space of sections of the vector bundle
. In Chapter 6, we prove a formula, due to Gilkey [65], for the distribution

lim Str(z | ¢ .e~tP* | z).
t—0 -

It is a product of the delta-function along the fixed point set M of the action
of v on M and a function involving the curvature of M7, the curvature of
€, and the curvature of the normal bundle N of M. Integrating over M,
we obtain an expression for indg (7, D) as an integral over M7, which is a
theorem due to Atiyah, Segal and Singer [12], [15]. The proof that we give is
modelled on that of Chapter 5, and is hardly more difficult.

The Weyl character formula for representations of compact Lie groups is
a special case of the equivariant index theorem for Dirac operators. By the
Borel-Weil-Bott theorem, a finite-dimensional representation of G may be
realized as the kernel of a Dirac operator on the flag variety G/T of G, where
T is a maximal torus of G. If g is a regular element of G, then the fixed-point
set (G/T)9 is in one-to-one correspondence with the Weyl group, and the
fixed point formula for the index may be identified with the Weyl character
formula, as is explained by Atiyah-Bott [6].
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Generalizing ideas of Bott [42] and Baum-Cheeger [18], we will show how
the fixed point formula for the equivariant index indg (e, D) may be rewritten
as an integral over the whole manifold. To do this, we introduce the notion
of equivariant differential forms in Chapter 7; this is of independent interest.
Let M be a manifold with an action of a compact Lie group G; if X is in the
Lie algebra g of G, let X)s be the corresponding vector field on M. Let C[g]
denote the algebra of complex valued polynomial functions on g. Let Ag(M)
be the algebra of G-invariant elements of C[g] ® A(M), graded by

deg(P ® ) = 2deg(P) + deg(c)

for P € Clg] and @ € A(M). We define the equivariant exterior differential
dg on Clg] ® A(M) by

(dg)(X) = d(e(X)) — o(X) (X)),

where +(X) denotes contraction by the vector field Xjs. Thus, dy increases
by one the total degree on Clg] ® A(M), and preserves Ag(M). Cartan’s
homotopy formula implies that dg vanishes on elements of Ag(M); thus
(Ag(M),dgy) is a complex, called the complex of equivariant differential forms;
of course, if G = {1}, this is the de Rham complex. Its cohomology Hg (M)
is called the equivariant cohomology of the manifold with coefficients in R; it
was proved by H. Cartan [45] that this is the real cohomology of the homotopy
quotient M X g EG. The Chern-Weil construction of differential forms associ-
ated to a vector bundle with connection may be generalized to this equivariant
setting.
Integration over M defines a map

/ . Ag(M) — C[g]®
M

by the formula (f,, @)(X) = [,; @(X); this map vanishes on equivariantly
exact forms dg, and hence defines a homomorphism from Hg(M) to C[g]®.
An important property of equivariant differential forms is the localization
formula, a generalization of a formula of Bott, which expresses the integral
of an equivariantly closed differential form evaluated at X € g as an integral
over the zero set of the vector field Xs. This formula has many applications,
especially when the vector field X, has discrete zeroes.

Using the localization theorem, we can rewrite the formula for the equivari-
ant index as an integral over the entire manifold, at least in a neighbourhood
of the identity in G.

Theorem 0.2. The equivariant index is given by the formula, for X € g
sufficiently small,

indg(e~*,D) = (2ni)~"/? / Ay(X, M) ch(X,£/S),
y .
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where chy(X,€/8S) € Ag(M) is a closed equivariant differential form which
specializes to the relative Chern character at X =0, and Ag(X, M) € Ag(M)
similarly specializes at X = 0 to the A-genus.

Thus, the integrand is a dg-closed equivariant differential form depending
analytically on X for X near 0 € g, and which coincides with A(M) ch(E/S)
at X =0.

Let G be a compact Lie group, and let T" be a finite dimensional irreducible
representation of G. As we will see in Chapter 8, Kirillov’s formula for the
characters of the representation T of G is a special case of the above equivari-
ant index theorem: this formula says that there is an orbit M of the coadjoint
representation of G on g* such that

Te(T(eX)) = 57 /2(X) /M SUX) ap( ),

where dB(f) is the Liouville measure on M.

This formula, which unlike the Weyl character formula has a generalization
to any Lie group, inspired our expression for the equivariant index in terms of
equivariant differential forms. Note the similarity with the equivariant index
theorem: the equivariant A-genus corresponds to the factor Jg Y 2(X ), while
the equivariant Chern character corresponds to the measure e*f>X) dg(f).

The final major topic of the book is the local index theorem for families of
Dirac operators. This theorem, which is due to Bismut, is a relative version
of the local index theorem, in which we consider a fibre bundle 7 : M — B
and a smooth family of Dirac operators D?, one for each fibre M, = 7~1(2),
(z € B). The kernels of the Dirac operators D* now fit together to form
a vector bundle, if they are of constant dimension. The index of a single
operator D, ind(D) = dim(ker(D")) — dim(ker(D™)), is now replaced by the
notion of the index bundle, which is the difference bundle

ind(D) = [ker(D*)] — [ker(D7)];

following Atiyah-Singer, we define in Chapter 9 a smooth index bundle even if
the dimension of the kernel ker(D?) is not constant, but it is no longer canon-
ical. The index theorem of Atiyah-Singer [16] for a family gives a formula for
the Chern character of this index bundle.

It turns out that the formulation of a local version of this family index the-
orem requires the introduction of generalization of connections due to Quillen,
known as superconnections. Let H = HT®H ™ be a Z,-graded vector bundle.
A superconnection on A is an operator acting on A(M,H) of the form

A=A +Ay +Ag+...,

where A[;) is a connection preserving the Z,-grading on H, and Ay for 4 # 1
are i-form valued sections of End(H) which exchange H* and H~ for i even
and preserves them for 4 odd; usually, Ajg) € I'(M,End(H)) is supposed to be
self-adjoint as well. The curvature of a superconnection A? is its square, which
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is an element of A(M,End(H)) of the form A? = A% +.... Quillen showed
that as a de Rham cohomology class, the Chern character of the difference
bundle [H*] — [H7] is equal to the Chern character of A, defined by the
supertrace
ch(A) = Str(e™* ) = Str(e—A[°l+"‘),

which is a closed even degree differential form whose cohomology class is
independent of A. Superconnections play a role in two situations: to define the
Chern character on non-compact manifolds, where A[g) grows at infinity, thus
allowing ch(A) to represent an integrable cohomology class, and for infinite
dimensional vector bundles, where Ay is such that e"’“lﬁf’l is trace-class. We
explain the extension of the Chern-Weil construction of characteristic forms
to the case of superconnections in Chapter 1.

Let D be an odd endomorphism of a finite-dimensional superbundle H with
components D¥ : H* — HF, such that ker(D) has constant rank, and let A

be a superconnection on H with zero-degree term Ajg equal to D. At the
level of cohomology,

ch(A) = ch(ker(D")) — ch(ker(D7)).
In Chapter 9, we prove a refinement of this equation which holds at the level
of differential forms.
If ¢t > 0, we may define the rescaled superconnection on H, by the formula
A, =tY2D + A+ t_1/2A[2] +...,
with Chern character
ch(A4) = Str(e” )
We define a connection on the bundle ker(D) by the formula
=Py Ay R,
where P, is the projection from H onto its sub-bundle ker(D); thus,
ch(Vo) = ch(ker(D%)) — ch(ker(D™)).
Intuitively speaking, as t tends to infinity, the supertrace
ch(A;) = Str(e“Af) = Str(e't02+o(t1/2))

is pushed onto the sub-bundle ker(D). In fact, we can prove the following
formula,

lim ch(A;) = ch(Vo).
t—o0

Let M — B be a fibre bundle with compact Riemannian fibres of dimen-
sion n, and let £ be a bundle of modules for the vertical Clifford algebras
C;(M/B) associated to the vertical tangent spaces of M — B. Bismut
showed that the above picture can be extended to an infinite-dimensional set-
ting when D is a smooth family of Dirac operators on the fibres £, — M,,
where £, and M, are the fibres over z € B of £ and M. He introduced the
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infinite-dimensional bundle 7.£€ whose fibre at z € B is the space of sections
of &€ over the fibre M,,

(1e€)z = T(M:, E2).

Given a connection on the fibre bundle M — B, that is, a choice of horizontal
tangent bundle in TM transverse to the vertical tangent bundle, we may
define a unitary connection on 7.€, whose formula involves the connection on
£ and the mean curvature of the fibres M,. If we form the superconnection
A; = t/2D+ V™€ then the heat kernel of A2 has a supertrace in A(B), since

A2 = ¢D? + 1/2y™ED 4 (Y™£)?

is a perturbation of the operator tD2. In this way, we may define ch(A;) €
A(B).

Assume that ker(D) has constant rank. The projection Py- V™€ . Py of
the connection V7+¢ defines a connection Vg on the finite dimensional bundle
ker(D). We obtain the following transgression formula:

ch(A,) — ch(Vo) = d ( /t Str (dj; -4 ) ds)

In general, it is impossible to take the limit ¢ — 0 in this formula. However,
Bismut showed that this limit exists if a certain term Apy) is added to A,
proportional to Clifford multiplication by the curvature of the fibre bundle
M — B; the curvature of this superconnection satisfies a formula very similar
to the Lichnerowicz formula for the square of a Dirac operator. By methods

almost identical to those of Chapter4, we prove the following theorem in
Chapter 10.

Theorem 0.3. Let RM/B € A%(M,s0(T(M/B))) be the curvature of the
vertical tangent bundle of M/B, with A-genus A(M/B). Then, if A is the
Bismut superconnection,

lim ch(Ay) = (2mi)="/2 / A(M/B)ch(£/S) € A(B).
t—0 M/B

This result has turned out to be of interest to mathematicians working in
such varied areas as string theory, Arakelov theory, and the theory of moduli
spaces of Yang-Mills fields. Interestingly, when the fibre bundle M — B has
a compact structure group G and all of the data are compatible with G, the
above theorem is equivalent to the Kirillov formula for the equivariant index.

"The book is not necessarily meant to be read sequentially, and consists of
four groups of chapters:

(1) Chapters1, which gives various preliminary results in differential geom-
etry, and Chapter 7, on equivariant differential forms, do not depend on
any other chapters.
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(2) Chapters2, 3 and 4 introduce the main ideas of the book, and take the
reader through the main properties of Dirac operators, culminating in
the local] index theorem.

(3) Chapters5, 6 and 8 are on the equivariant index theorem, and may be
read after the first four chapters, although Chapter 7 is needed in Chap-
ter 8.

(4) Chapters9 and 10 are on the family index theorem, and can be read
after the first four chapters, except for Sections 9.4 and 10.7, which have
Chapter 8 as a prerequisite.

In the second printing, we have added some additional remarks at the
ends of Chapters4 and 7, in order to give an idea of how the book would
have changed if we were writing it now. We have also made a number of
small corrections throughout.
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Chapter 1. Background on Differential Geometry

In this chapter, we will survey some of the notions of differential geometry
that are used in this book: principal bundles and their associated vector
bundles, connections and superconnections, and characteristic classes. For
further details about these topics, we refer the reader to the bibliographic
references at the end of the chapter.

1.1. Fibre Bundles and Connections

Definition 1.1. Let 7 : £ — M be a smooth map from a manifold £ to
a manifold M. We say that (£,7) is a fibre bundle with typical fibre E
over M if there is a covering of M by open sets U; and diffeomorphisms
¢; : m=H(U;) — U; x E, such that 7 : #=1(U;) — U is the composition of ¢;
with projection onto the first factor U; in U; x E. The space £ is called the
total space of the fibre bundle, and M is called the base.

It follows from this definition that 7—1(z) is diffeomorphic to E for all
z € M; we will call E “the” fibre of £. In this book, we will often make use
of the convenient convention that the bundles denoted £, V, W, and so on,
have typical fibres E, V, W, etc.

Consider the diffeomorphism ¢; o ¢;* of (U; N U;) x E which we.obtain
from the definition of a fibre bundle. It is a map from U; N U; to the group
of diffeomorphisms Diff (F) of the fibre E.

Definition 1.2. A fibre bundle 7 : £ — M is a vector bundle if its typical
fibre is a vector space F, and if the diffeomorphisms ¢; may be chosen in such
a way that the diffeomorphisms ¢; o ¢;! : {2} x E — {z} x E are invertible
linear maps of E for all z € U; N Uj;.

A section s of a vector bundle £ over M is a map s: M — &£ such that
ws(x) = z for all z € M. In this book, we will use the word smooth to
mean infinitely differentiable. The space of all smooth sections is denoted by
(M, &), while the space of all compactly supported smooth sections (those
equal to 0 outside a compact subset of M) is denoted by I'.(M, E).

If ¢ : M7 — M, is a smooth map of manifolds and £ is a vector bundle on
M3, we denote by ¢*E€ the vector bundle over M; obtained by pulling back £:
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it is the smooth vector bundle given by restricting the vector bundle M; x £
over My x M to the graph I'(¢) = {(z1, ¢(z1)) € My x Mz} of ¢, so that

¢*E = {(z,v) e My x E |v e &y}
There is induced a pull-back map ¢* : I'( My, E) — T'(My, ¢*E).

Definition 1.3. A principal bundle P with structure group G is a fibre
bundle P with a right action of a Lie group G on the fibres, that is, (p-g) -h =
p-(gh) for p € P, g,h € G such that

w(pg) =n(p) forallpe P and g€ G,

and such that the action of G is free and transitive on the fibres. The fibres
of the bundle P are diffeomorphic to G itself, and so the base M may be
identified with the quotient manifold P/G.

A vertical vector on a fibre bundle £ with base M is a tangent vector on
£ which is tangential to the fibres: that is, X (7*f) = 0 for any f € C*°(M),
where 7* f = f o m. We denote the bundle of vertical tangent vectors by V&;
it is a subbundle of the tangent bundle TE. The space of vertical tangent
vectors to a point p in a principal bundle can be canonically identified with
g, the Lie algebra of G, by using the derivative of the right action of G on P.
If X € g, we denote by Xp the vector field such that if f € C®(P),

d
X = — .
Xehp) = g |,_fpoxpeX).
Thus, we obtain a map from P x g to T'P, whose image at p is just the vertical
subspace V, P. The vector field Xp will often be simply denoted by X.
If P is a principal bundle with structure group G and F is a left G-space,
with action of G on it given by the homomorphism

p: G — Diff(E),

we can form a fibre bundle over M with E as fibre, called the associated
bundle, by forming the fibred product P X E, defined by taking the product
P x E and dividing it by the equivalence relation

(p-9,f) ~ (p, p(9)f),

forallpe P, g € G and f € E. In particular, if we take for E a vector space
which carries a linear representation of G, we obtain a vector bundle on M.
Every vector bundle with N-dimensional fibres on M is an associated bun-
dle for a principal bundle on M with structure group GL(N), called the bundle
of frames. In this book, we will use vector spaces over both R and C, and
when it is clear from the context, we will not explicitly mention which field
we take homomorphisms or tensor products over. Thus, when we write here
GL(N), we mean either GL(N,R) or GL(N, C), depending on the context.
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Proposition 1.4. If £ is a vector bundle over M with fibre RN, let GL(E)
be the bundle whose fibre over the point € M is the space of all invertible
linear maps from RN to the fibre £,. Then GL(E) is a principal bundle for
the group GL(N,R), under the action

(p-9)(v) = p(g-v),

wherep : RY — &, g € GL(N,R) andv € RY, and £ is naturally isomorphic
to GL(€) XgL(N,R) RYN. The same result holds when R is replaced by C. We
call GL(E) the frame bundle of £.

Proof. Since locally, £ has the form U x R, it follows that locally, GL(&)
has the form U x GL(N,R), proving that P is a principal bundle.

The isomorphism from GL(£) Xgr(v R) RN to £ is given by mapping the
equivalence class of (p,v) € GL(£)s x RY to p(v) € &; it is easily seen that
this map is equivariant under the action of GL(N,R), that is, (p-g,v) maps
to the same point as (p,g-v). O

The formation of an associated bundle is functorial with respect to mor-
phisms between G-spaces; in other words, we could consider it as a map from
the category of G-spaces to the category of fibre bundles on the base. Indeed,
if Kk : By — Ey is a G-map from one G-space to another, then it induces a
map from P Xg E; to P xg E5. This map is constructed by the commutative
diagram

PxE, 25, PxE,

! !

PxgEBy, —— P xg E,

Definition 1.5. Let 7: £ — M be a fibre bundle and let G be a Lie group.
We say that £ is an G-equivariant bundle if G acts smoothly on the left
of both £ and M in a compatible fashion, that is,

v-w=mx-v forallyed.

If £ is a vector bundle, we require in addition that the action v¢ : £, — &,
is linear.

The group G acts on the space of sections I'(M, ) of an G-equivariant
bundle by the formula

(1.1) (v-8)(z) =% -s(v71-2).

Let g be the Lie algebra of G. We denote by £&(X), X € g, the corresponding
infinitesimal action on I'(M, &),

(1.2) LE(X)s = d

e exp(eX)-s,
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which is called the Lie derivative. Clearly, £¢(X) is a first-order differential
operator on I'(M, ).

Let TM be the tangent bundle of M. A section X € I'(M,TM) is called
a vector field on M. If ¢ : M; — Ms is a smooth map, it induces a map
¢y : TMy; — T Mo, in such a way that

o® ('U) S Td)(a:)MZ ifveT, M.

In particular, diffeomorphisms ¢ of M induce a diffeomorphism ¢, of TM.
Informally, TM is a Diff (M)-equivariant vector bundle.

Let GL(M) = GL(T'M) be the frame bundle obtained by applying the con-
struction of Proposition 1.4 to the tangent bundle TM; it has structure group
GL(n) with n = dim(M). From this principal bundle, we can construct a vec-
tor bundle on M corresponding to any representation E of GL(n); these vector
bundles are called tensor bundles. We see from this that any tensor bun-
dle carries a natural action of Diff (M), making it into a Diff (M )-equivariant
vector bundle over M.

If V is a tensor bundle, the Lie derivative £Y(X) by a vector field X on M
is the first-order differential operator defined on I'(M, V) by the formula

d
v = — .
L (X)S - dt t=0¢t S,

where ¢; is the family of diffeomorphisms generated by X. For example, if
V = TM, then we obtain the Lie bracket £L(X)Y = [X,Y].

One example of a tensor bundle is obtained by taking the exterior algebra
A(R™)*; this leads to the bundle of exterior differentials AT*M. The space of
sections I'(M, AT*M) of the bundle of exterior differentials is called the space
of differential forms A(M); it is an algebra graded by

AY(M) = T(M, A'T*M).
Similarly, we denote by A.(M) the algebra I'.(M, AT*M) of compactly sup-
ported differential forms. If o is a differential form on M, we will denote
by o its component in A*(M). If a € A*(M), we will write || for the
degree i of o; such an o is called homogeneous. The space A(M) is a
super-commutative algebra (see Section 3 for the definition of this term), that
is,

aAB=(-1)e"1BlgAa.

We denote by d the exterior differential; it is the unique operator on
A(M) such that
(1) d: A*(M) — A*+1 (M) satisfies d2 = 0;
(2) if f € C®(M), then df € A'(M) is the one-form such that (df)(X) =
X(f) for a vector fleld X;

(3) (Leibniz’s rule) d is a derivation, that is, if @ and 8 are homogeneous
differential forms on M, then

d(e A B) = (da) A B+ (=1)1la A (dB).
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If a € AF(M) and Xo,..., Xk € ['(M,TM), then

(1.3) (da)(Xo,---,X Z( 1) X;(a(Xo, - - -, Xt - - > X&)
i=0

+ Y ()Xo X, Xoy - Kar o X X
0<i<j<k
Definition 1.6. If V is a vector space, the contraction operator ¢(v) :
AV* — AV*, (v € V), is the unique operator such that
(1) (w)a=av) ifa e V¥
2) v(v)(aAB) = (L)) AB+(~1)*laA(L(v)B) if o and B are homogeneous
elements of AV*.

The exterior operator £(a) : AV* — AV™*, is the operation of left exterior
multiplication by o € V*.

We will denote the operation of contraction with a vector field X by
uX): A (M) — A1 (M).

Similarly, on A(M, £), «(X) is defined in such a way that for elements of the
form as, a € A(M) and s € I'(M, £),

UX)(as) = ((X)a)s.
On differential forms, the Lie derivative satisfies the two properties,

L(X)d = dL(X),
L(X)(e(Y)er) = o([X, Y])a + (V) (L(X)a),

from which follows easily E. Cartan’s homotopy formula:
(1.4) LX)=d-(X)+«X)-d

Note that if « is an n-form, where n is the dimension of M, then this formula
implies that £(fX)a = L(X)(fa) for all f € C®°(M).

If ¢ : My — M, is a smooth map of manifolds, we denote by ¢* :
A*(Ma) — A*(M;) the pull-back of differential forms; it commutes with
exterior product and with d, and hence defines a homomorphism of differen-
tial graded algebras.

Since d? = 0, we can form the cohomology of the complex (A(M), d), which
is

H'(A(M),d) = ker(d| as(ar))/ im(d]| ai-1(ar))-

We denote H*(A(M),d) by H(M), and call H*(M) the de Rham coho-
mology groups of M. If da = 0, we say that «a is closed, and we write its
class in H*(M) as [a]. If @ = df for some (3, we say that « is exact; exact
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forms represent zero in H*(M). The graded vector space Y ;- H*(A(M), d)
is a graded algebra, with product defined by

[a1] A [og) = [a1 A ag]  for closed forms a; and as.

This definition depends on the fact that if &; and o are closed and one of
them is exact, then so is @) A ag; for example, if @; = dg, then

a1 Aag =d(B A as).

If M is a non-compact manifold, for example, a vector bundle, the defi-
nition of the de Rham cohomology may be repeated with A(M) replaced by
the differential forms of compact support A.(M). The cohomology of the
complex (A2(M),d) is denoted H2 (M) and called the de Rham cohomology
with compact supports.

Let P be a pricipal bundle with structure group G. There is a representa-
tion of the sections of an associated vector bundle P xg F as functions on the
corresponding principal bundle that is extremely useful in doing calculations
in a coordinate free way.

Proposition 1.7. Let C*°(P, E)€ denote the space of equivariant maps from
P to E, that is, those maps s : P — E that satisfy s(p-g) = p(97*)s(p).
There is a natural isomorphism between I'(M, PxgE) and C*°(P, E)®, given
by sending s € C®°(P, E)€ to sps defined by

sm(z) = [p, s(p)];

here p is any element of m=1(z) and [p, s(p)] is the element of P xg E cor-
responding to (p,s(p)) € P x E.

Proof. We first note that the definition of sps is unambiguous; if, for some
point z € M, we had chosen some lifting p- g instead of p € ©~!(z), then
[p, s(p)] would have been replaced by

[p-9,5(p-9)] = [p-9,0(g7")s(p)] = [p, s(p)]-

To complete the proof, we only have to show that any section of P xg F is
of the form sz for some s € C®°(P, E)€. To do this, we merely define s(p)
to equal the unique v € E such that (p,v) is a representative of sps(z). O

Observe the following infinitesimal version of equivariance: a function s in
C>™(P,E)C satisfies the formula

(1.5) (Xp-s)(z)+ p(X)s(z) =0, for X €g,

where we also denote by p the differential of the representation p.
If € is a vector bundle on M, let A(M,E) denote the space of differential
forms on M with values in &, in other words,

A*(M,E) =T(M,A*T*"M Q £).
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The differential forms will be taken over the field of real numbers unless either
they take values in a complex bundle or unless explicitly stated otherwise. If £
is the trivial bundle £ = M x E, we may write A*(M, E) instead of A¥(M, £).
When P x ¢ FE is an associated bundle on M, we will describe A(M, P xg E)
as a subspace of the space of differential forms on P with values in E.

The group G acts on A(P,E) = A(P) ® E by the formula

g-(BRe)=g-f®g-e.

We denote by A(P, E)¢ C A(P) ® E the space of invariant forms. Elements
of A(P, E)C satisfy the following infinitesimal form of invariance:

L(X)a+p(X)a =0,
for all X € g and o € A(P,E)°.

Definition 1.8. A horizontal differential form on a fibre bundle € is a
differential form o such that «(X)a = 0 for all vertical vector fields X.

A basic differential form on a principal bundle P with structure group
G, taking values in the representation (E, p) of G, is an invariant and hori-
zontal differential form, that is, a form o € A(P, E) which satisfies

(1) gra=a,geG;
(2) «(X)o = 0 for any vertical vector field X on P.
The space of all basic forms with values in F is denoted A(P, E)pas.

We will not prove the following proposition, since its proof is similar to
that of Proposition1.7.

Proposition 1.9. If o € AY(P, E)bas, define anr € AY(M, P xg E) by

op(me Xy, .., Xg)(2) = [pa(X1, ..., Xg)(D)],

where p € P is any point such that w(p) = z, and X; € T,P. Then ap s
well-defined, and the map o — apr from A(P, E)pas to A(M,P x¢ E) is an
isomorphism.

Let £ be a fibre bundle with base M. The quotient of the tangent bundle
TE by its subbundle V& is isomorphic to the pull-back 7*T'M of the tangent
bundle of the base to £; that is, we have a short exact sequence of vector
bundles

0—-VE—-TE — 7*TM — 0.
There is no canonical choice of splitting of this short exact sequence, but

it is important to have such a splitting in many situations. Such a splitting is
called a connection. '
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Definition 1.10. Let 7 : £ — M be a fibre bundle. A connection one-
form is a one-form w € AY(E,VE) such that +(X)w = X for any vertical
vector field on £. The kernel of the one-form w is called the horizontal
bundle, and written HE&; it is isomorphic to 7*T M.

If X is a vector field on the base M, we denote by X¢ the section of HE
such that m.Xg = X; we call X¢ the horizontal lift of X with respect to
the connection determined by w.

Note that we can equally well specify a connection by the horizontal sub-
bundle HE or by the connection form w. In many situations, however, the
connection form is more convenient.

An important object associated to a connection on a fibre bundle £ is its
curvature 2, which is a section of the bundle A?7*T*M ® VE: if X and
Y are vector fields on M and if Xz and Y¢ are their horizontal lifts, then
Q(X,Y) is the vertical vector field on £ defined by the formula

(1.6) QX,Y)=[X,Y]e — [Xe, Y]
Note that this tensor is local on M, in the sense that for any f € C*°(M)
QX Y) = (7" ) UX, Y);

this follows immediately from the fact that X¢(n* f) = 7*(X f).

If P is a principal bundle, we only consider connections on it which are
stable under the action of the structure group G by multiplication on the right.
This condition is most conveniently characterized in terms of the connection
form. Observe that, by the identification of V P with the trivial bundle P x g,
a connection form on P will be an element of A!(P, g).

Definition 1.11. A connection one-form on a principal bundle P is an
invariant g-valued one-form w € A*(P, g)€ such that «(Xp)w = X if X € g.

A differential form o € A(P, g)€ satisfies the formula
(1.7) L(X)a+[X,a]=0 forall X €g.

Proposition 1.12. The space of connection one-forms on a principal bundle
P is an affine space modelled on the space of one-forms A*(M,P x¢g g).

Proof. Once a connection form wy is chosen, all others are described uniquely
in the form wy + « for some & € A'(P, g)bas- The result now follows from
Proposition1.9. O

The curvature ) of the connection associated to w is the element of
A2 (P, g)pas defined by

Q(X,Y)p = Pyp[X,Y] — [PupX, PgpY],
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where Pyp is the projection onto the horizontal sub-bundle of TP, and X
and Y are two vector fields on P. In stating the following proposition, we use
the Lie bracket on A(P,g) defined by

[a®'A1’ﬂ®A2] = (a /\ﬁ) ® [A11A2],

for o and B in A(P), and A; and Ay in g. This makes A(P,g) into a Lie
superalgebra, as we will see in the Section 1.3. If « is a g-valued one-form and
X, and X, are two tangent vectors, then [, @](X1, X2) = 2[a(X1), a(X32)].

Proposition 1.13. The curvature form Q satisfies the formula
Q= dw + 3w, w].
Proof. If X € g, then
UX)(dw + 3w, w]) = L(X)w — d((X)w) + [X,w] =0

by (1.7), since d(s(X)w) = dX = 0. Thus, the differential form dw + 3 [w,w]
is seen to be horizontal; as it is clearly invariant, it is seen to be basic. To
complete the proof, we need only evaluate the two-form dw + §[w,w] on the
horizontal vectors Y and Z; it is easy to see that we obtain —¢([Y, Z])w, which
is exactly equal to Q(Y; Z).

The choice of a connection on a principal bundle P determines connections
on all associated bundles £ = P xg E, by defining HE to be the image of
H P under the projection P x E — £. We will be especially interested in this
construction for associated vector bundles, since it provides an analogue of
the exterior differential on spaces of twisted differential forms A(M, £), called
a covariant derivative.

Definition 1.14. If £ is a vector bundle over a manifold M, a covariant
derivative on £ is a differential operator

V:IM,E) - T (M, T"M Q £)
which satisfies Leibniz’s rule; that is, if s € I'(M,£) and f € C*®°(M), then
V(fs)=df ® s+ fVs.
Note that a covariant derivative extends in a unique way to a map
V:A (M, E) — AT (M,E)
that satisfies Leibniz’s rule: if o € A*¥(M) and 6 € A(M, ), then
V(eA8) =danb+ (—1)ka A VS.

This formula is the starting point for the definition of a superconnection,
which generalizes the notion of a covariant derivative and forms the topic of
Section 3.

If X is a vector field on M, we will denote by V x the differential operator
,(X)V, which is called the covariant derivative by the vector field X. It
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depends linearly on X, Vyx = fVx, while the commutator [Vx, f] of Vx
and the operator of multiplication by a smooth function f is multiplication by
X-f.

We see from the definition of a connection that if @ € A*(M,€) and
Xo,...,Xr € (M, TM), then

(1.8) (Va)(Xo,.--, X Z( 1)iVx, (0(Xo,-- -, X, -+, Xk))
i=0
+ Z (—1)i+ja([Xi,Xj],Xo,...,E,...,E,...,X}c).
0<i<j<k

Two covariant derivatives Vo and V; on a vector bundle £ differ by a
one-form w € A (M, End(€)):

Vis=Vos+w-s for seT(M,E).

If £ = M x E is a trivial vector bundle, then the exterior differential d is
a covariant denvatlve on &, so any covariant derivative on M x E may be
written

(1.9) Vs=ds+w-s,

for some w € AY(M,End(€)) = A'(M) ® End(F). We say that w is the
connection one-form of V in the given trivialization of £.

The curvature of a covariant derivative V is the End(€)-valued two-form
on M defined by

F(X,Y)=[Vx,Vy] - Vixy)

for two vector fields X and Y. It is easy to check, using Leibniz’s rule, that
F(X,Y) really is a local operator, in other words, that it commutes with
multiplication by a smooth function f:

[F(X,Y), f]=[Vx,Yfl+[Xf, Vy] - [X,Y]f = 0.

Proposition 1.15. The operator V2 : A*(M,E) — A**t2(M, €) is given by
the action of F' € A%(M,End(€)) on A(M,E).

Proof. If £ is a trivial bundle and V = d + w, then F is the End(E)-valued
two-form on M given by the formula

F=dv+wAw.

On the other hand, the square of the operator d+w is also given by the action
ofdw+wAw. O

We will study the curvature thoroughly later, in the more general context
of superconnections.
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If £ is an associated bundle £ = P x¢ E, then a covariant derivative V
may be formed from a connection one-form w on P, by means of the diagram

co(P,E)6 L9, AP, B)pas

! l

O(M,E) ——— AYM,E)

To show this, we must check that if s is an equivariant map from P to E,
then ds + p(w)s is basic. But choosing X € g, we see that

U(X)(ds + p(w)s) = X - s + p(X)s = 0

since s € C®°(P,E)®. Similarly, the form ds + p(w)s € A(P, E)C, since
s € C®(P, E)C. It is easy to verify that V is indeed a covariant derivative.
There is another formula for the covariant derivative when written on the
principal bundle in terms of the projection onto the horizontal subspaces of
TP:
Vs = Pygpods for s € C®(P, E)G.

Indeed, if X is a horizontal tangent vector, then
UX#)(d + pw))s = U Xz)ds
since X is horizontal, while if Xy is a vertical tangent vector,
UXv)(d+ p(w))s =0,

since s € C®(P,E)¢. Thus, if sp € C®(P, E)® corresponds to the section
s € I(M,E), and X € I'(M,TM) is a vector field with horizontal lift Xp,
then for any p € P above z,

(Vxs)(z) = [p,(Xpsp)(p)].

Proposition 1.16. There is a one-to-one correspondence between connec-
tions on the frame bundle GL(E) and covariant derivatives on the wector
bundle £.

Proof. If V is a covariant derivative on £, we may construct a one-form
w € AY(P,End(E))¢ by

w(X)s(p) = (Va.x3)(p) = (X -5)(p) for s € C®(P,E)°, X € T,P.

This defines w uniquely, since for any (p,v) € P X E, there exists an s €
C*®(P, E)% such that s(p) = v. The one-form w satisfies

U(X)w=p(X) forall X € g,
and hence is a connection form. [

As an example of this result, let £ = M x E be a trivial vector bundle
on M with connection V = d 4+ w. The frame bundle GL(£) of £ is equal
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to 7 : M x GL(E) — M. Let g~'dg be the Maurer-Cartan one-form in
AY(GL(E),End(F)) defined using the tautological map

g € C*°(GL(F),End(E)),

which sends an element of the group GL(E) to the corresponding linear map
in End(F). Then the connection one-form on GL(E) associated to V is

weLE) =g~ mw-g+ g dg.

In this way, we see that the two different notions of connections, as a
connection on a principal bundle and as a covariant derivative on sections of
a vector bundle, are two faces of a single object.

If the covariant derivative has been defined in terms of a connection w on
a principal bundle P, then we obtain a representation of its curvature as a
basic two-form € on P with values in g: F = p(Q), with @ = dw + 3w, w],
since for s € C°(P, E)°,

F(X,Y)s = ([Xp,Yp] — [X,Y]p)s = —Q(X,Y)s
= p(UX,Y))s.

The advantage of constructing a covariant derivative from a connection
on a principal bundle is that this provides a compatible family of covariant
derivatives on all vector bundles associated to P simultaneously, in a way
which is compatible with the natural linear maps between these bundles, and
with the tensor product of bundles. Thus, if we are given a G-equivariant
map £: V — W and s € I'(M, P xg V), then we may form the bundle maps
K:PxgV 2> PxgWand1®k:T"M QP xgV - T*M ® P xg W, and
then

Vk(s) = (1 ® k)(Vs) € AY(M, P xg W).

‘We now give some ways of contructing new covariant derivatives out of old.
If V is a covariant derivative on £, we obtain a covariant derivative on the
dual bundle £*, by the following formula, for s € I'(M, €) and t € ['(M, £*):

d(s,t) = (Vs,t) + (s, Vi),
that is, if X € I'(M,TM) is a vector field on M,
X(s,t) = (Vxs,t)+ (s, Vxt).

Here, we use the notation (s,t) to denote the pairing between £ and £*.
If V& is a covariant derivative on &; for i = 1, 2, we obtain a covariant
derivative V€1®€2 on the tensor product by

VE®E (51 @ s55) = Vs, @ 55 + 51 ® Vs,

for s; € T'(M, ;). We refer to VE1®€2 as the tensor product covariant deriva-
tive, and write
Vaeé = v g1 4+1@ Ve,
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Let M be a manifold on which a compact Lie group G acts smoothly, and
let £ be an equivariant bundle over M. We say that a covariant derivative
V¢ is invariant if it commutes with the action of G,

TMBE g — . g¢

for all g € G. If G is compact, there will exist such connections, since we may
average with respect to the Haar measure on G,

(1.10) /G (6TM®E) 1. v g dg

is an invariant covariant derivative.
Let ¢ : N — M be a smooth map, and let £ be a vector bundle on M. If
V¢ is a covariant derivative on £, then the formula

VE(f4"s) = df ® ¢*s + f¢*(VEs)

for f € C®°(N) and s € T'(M, £), defines a covariant derivative V4'€ on the
bundle ¢*&, which we call the pull-back of the covariant derivative VE.

In particular, if (¢) : R — M is a smooth curve in M with tangent vector
¥(t) € TypyM, and if s : R — 4*€ is smooth, then Vﬁ(t)s(t) is defined to
be the covariant derivative VY €(s)(t). If £ is the trivial bundle M x E and
V¢ = d + w, we may write s(t) = (y(t), f(t)) with f : R — E, and

V0 = (100, L + w3017

The parallel transport map along (%),

T4(t) € Hom(S.y(o),E.y(t))
is defined by solving the ordinary differential equation
(1.11) C Vi) =0,

with initial condition 7, (0) = I.

Suppose U is an open ball in R™ and € is a vector bundle over U with
connection V. If x* are the coordinates on U and let 0; are the corresponding
partial derivatives, let

R = ina,-
i

be the radial vector field on U. The following result follows from the theory
of ordinary differential equations.

Proposition 1.17. Parallel transport along rays t — tv, v € U, gives a
smooth trivialization of € over U, by identifying the fibres &, with E = &,.
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In terms of this trivialization, the connection one-form on £ is the End(E)-
valued one-form w = 3, w;dx* such that V = d+w, and the curvature of £ is
the two-form F' with values in End(F) defined by the equation F' = dw+wAw.
By the definition of this frame of £, we have ((R)w = 0. Thus the following
formula for the radial derivative of the connection form w holds:

(1.12) LR)w = [(R),dlw = ((R)(dw + w Aw) = (R)F.

A useful property of this framing of £ is that all of the coefficients of the
Taylor expansion of w; at 0 are determined by the coefficients of the Taylor
expansion of F' at 0.

Proposition 1.18. The Taylor expansion of w; at zo = 0 has the following
form:

wi( ~—-—ZF (63, 05) mox + Z 8"‘%(11:0

la|>2

Proof. Expanding the Taylor’s series of both sides of (1.12), we obtain
> (o] + 1)0%we(zo)x* /ol =Y 8 F (g, O¢)ox"x* /al

[+ ak
By equating coefficients of x* on both sides, we see from this formula that
6jwi(zo) = —%F(B,-,@,-)zo.

Furthermore, it follows that the Taylor coefficients of w; at xg to order m only
depend on those of F'(9;,0;) to order m —1. O

A metric on a vector bundle is a smooth family of non-degenerate inner
products on the fibres of £. If £ is a real bundle of rank IV, then this amounts
to requiring that &€ is associated to a O(N)-bundle P with fibre the standard
representation RY. In fact, the principal bundle may be taken equal to O(£),
the sub-bundle of GL(€) consisting of orthonormal frames. (There are cor-
responding statements with R replaced by C and O(NN) replaced by U(N).)
A real vector bundle with metric will be called a Euclidean vector bundle,
while a complex vector bundle with metric will be called a Hermitian vector
bundle.

We say that a covariant derivative V preserves a metric if it satisfies the
formula

d($1,32) = (VS1, 82) + (51,V82) for s; € P(M, 8).

If V preserves a metric on &, it is easy to see that its curvature F;(X,Y) lies
in the Lie algebra so0(&,) of skew-adjoint endomorphisms of &;.

The covariant derivative V preserves a metric on £ if and only if the parallel
transport map also preserves this metric, since if s € £,(0), we have

%I‘Fy(t)sP =2 (T,y(t)s, Vf’;(t)ﬂ,(t)s) =0.



28 1. Background on Differential Geometry

This shows that the trivialization of Proposition1.17 is compatible with the
metrics on the fibres of £. Thus, if e, is an orthonormal basis of E = &), we
obtain smooth sections, which we also denote by eq, which are orthonormal
at each point of U; these sections make up an orthonormal frame.

Let 7 : £ — M be a vector bundle on M. A covariant derivative V€ on &
determines a connection on GL(€), and hence a connection on the total space
£, that is, a splitting

TE=VEDHE.

The bundle V& is isomorphic to 7*£. We denote by § € AME,VE) the
connection one-form of this connection.

Definition 1.19. If £ is a vector bundle, its tautological section x €

['(€,7€) is the smooth section which to a point v € £ assigns the point
(v,v) € T*E.

Prop9sition 1.20. Let £ be a vector bundle with covariant derivative VE.
If V™€ denotes the pull-back of the covariant derivative on € to m*E, then
0, thought of as an element of A (E,7*E), equals V™ ¢x.

Proof. Locally, £ may be trivialized; thus, we assume that £ = M x E, with
covariant derivative V = d + w. Denote a point of £ by (z,v) € M x E; then
x(zr,v) = v, and V™ €x = dv + wv. Thus

Vzr;fv)x =V +w(X)v.

The frame bundle GL(E) has tangent vectors (X,A) € T(;4) GL(E) =
T.M x gl(E) at the point (z,g) € GL(£) = M x GL(E). The horizontal
tangent space at (z, g) is

Hz.g) GL(E) = {(X, ~w(X)) | X € T,M}.

Under the map ((z,g),v) — (z,g9v) from GL(E) x E to &, the image of
Hi ey GL(E) is

H(w’v)f: = {(X, ~w(X)v) | X e TmM}.
Since V™ €x vanishes on this space and satisfies
Vonx=V,
we see that it equals 6. O

We will now study connections on the tangent bundle TM: these are often
called affine connections.

Definitionn 1.21. The fundamental one-form @ on M is the element of
AY (M, T'M) such that ¢«(X)8 = X for X € TM. If V is a connection on
T'M, then the torsion of V is the differential form T = V4 € A*(M, TM).
It ' = (), we say that the connection V is torsion-free.
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If X and Y are two vector fields on M, then T'(X,Y) € ['(M,TM) is given
by the explicit formula

T(X,Y) = VxY — VyX — [X,Y].

A connection on T'M gives rise to a covariant derivative on any vector
bundle which is associated to GL(M), in particular the exterior bundle AT*M;
by naturality, this connection satisfies

Vx(@AB)=VxaABf+aAVxs

for any homogeneous differential forms « and 8, and vector field X. If o is a
k-form and X, Y3, ..., Y are vector fields, we see that

k
X'a(Ylv--- )Y;C) = (an)(yh aYk)+Za(Yh-“ 7VXYi)"~ aYk)'
i=1

In statement of the following proposition, we use the exterior product map
e:T*M @ A°*T*M — A*T1T*M.
Proposition 1.22. If V is a torsion-free connection on T M, the exterior
differential is equal to the composition
D(M,AT*M) -5 T(M, T*M ® AT*M) 5 T'(M, A*1T*M).
Proof. Let us denote the operator defined above by D. Using the fact that V
satisfies Leibniz’s rule, we see that D does too:
D(af) = DaAB+(-1)a A DB.

(Note that this part of the proof is independent of whether V is torsion-free
or not.)

Given Leibniz’s rule, it clearly suffices to show that D agrees with d on
functions (which is clear), and one-forms. The proof now rests upon the
following formula: for any f € C*°(M),

Df = D(df) = ~(T, df) € A*(M),

where T € A%(M,TM) is the torsion of the affine connection V. In partic-
ular, if T vanishes, then D agrees with d on one-forms. To prove this, we
choose a local coordinate system on M, and let dz? and X; = 8/8z" be the
corresponding frames of the cotangent and tangent bundles. If we denote the
covariant derivative in the direction X; by V;, D is given by the formula

D= Z g(dz*)V;.
Thus, D(df) equals
> e(da?)Vi(8;f dzt) =Y e(dat)d; fVida'.

iJ i
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But by Leibniz’s rule,
0 = Vi(dz?, X)) = (Vidz?, Xi) + (d2?, Vi Xk)

so that
D(df) = - Y _ e(dz*dz*)8; f(dx?, ViXk)
ijk
==Y e(dz’dz?)(df, T(Xi, Xi)). O
i<k

Let M be a manifold of dimension n. Another example of a vector bundle
associated to the principal bundle GL(M) is the bundle, denoted |Aas|®, of
s-densities on M, where s is any real number. (If the manifold M is clear
from the context, we will write simply |A|®.) This is the bundle associated to
the character A — |det(A)|~* of GL(n,R). An element of the fibre |A[] is a
function % : AT, M — {0} — R such that p(AX) = [A]*¥(X) for A # 0. If U
is an open subset of R™, we denote by |dx|® the s-density such that

dx|*(B1 A ... 8,) = 1,

where 0; is the vector field 8/0x* corresponding to differentiation in the ith
coordinate direction. Using a partition of unity, we see that we can always
construct a nowhere-vanishing section of |A|%, so that |A|® is a trivializable
bundle.

The importance of the one-density bundle, or density bundle as it is
usually known, comes from the following result, which follows immediately
from the change of variables formula for integrals in several variables.

Proposition 1.23. Let M be a manifold of dimension n. There is a unique
linear form, the integral, denoted by

/ . T.(M,|A]) — R
M

which is invariant under diffeomorphisms, and agrees in local coordinates
with the Lebesgue integral:

/ f(m)ldxl==J/ £(z) day ... dow.
M Rn

For any vector field X on M and a any compactly supported C! density,
we see that

(1.13) /ML(X)a=O.

Since L(fX)a = fL(X)a+ X(f)a if a € T'(M, |A]), it is easy to see that
if 8 € T'(M,|A|*/?) is a half-density on M,

(1.14) L(fX)B = FL(X)B+ $X(f)B.
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The bundle of densities |A| is very closely related to the bundle of volume
forms A™T*M; the first corresponds to the character | det(A4)|™! of GL(n)
and the second to the character det(A)~!. Unlike |A|, the line-bundle A™T*M
is trivializable if and only if M is orientable. If M is a connected orientable
manifold, its frame bundle GL(M) has two components; an orientation of
M is the choice of one component, which is a principal bundle for the group
GL*(n) of matrices with positive determinant. We say that frames in the
chosen component GL* (M) are oriented. An orientation of a manifold M is
equivalent to the choice of an isomorphism between the bundles A®T*M and
|An]. If v € A%(M) is a volume form on M, the corresponding density |v]| is
such that |v|(X) = v(X) if X € A"T; M is oriented.

If M is an n-dimensional oriented manifold, we define the integral of a
compactly supported differential form o € A.(M) to be the integral of the
density corresponding to oy

/a=/ [a[n”
M M

There is a fibred version of this integral. Let 7 : M — B be a fibre bundle
with n-dimensional fibre, such that both M and B are oriented. If o € A¥(M)
is a compactly-supported differential form on M, its integral over the fibres
of M — B is the differential form [,, o € A*="(B) such that

(1.15) /B(/M/Ba)/\ﬂ=/Ma/\7r*ﬁ,

for all differential forms § on the base B. We sometimes write .o instead
of [ /g @ It follows easily from (1.15) that

(1.16) (@ AT*B) = T A B

for all & € A,(M) and B € A(B).
The integral over the fibres commutes with the exterior differential, in the
sense that

(1.17) dp [\4/3&: (—1)"/M/B dpa.

This formula shows that the integral over the fibres induces a map
[ smian — B @)
M/B

on de Rham cohomology.

The following result is an example of a transgression formula: it says that
the cohomology class of the integral over the fibres does not change if the map
7 is deformed smoothly.
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Proposition 1.24. Let 7 : M x R — B be a smooth map such that n* =
Tlmx(ty : M — B is a fibre bundle for each t. Then there is a smooth
t-dependent map 7t : A¥(M) — AE~""1(B) such that

d i

% = (=1)"7!(do) — d(7ta).

Proof. Think of 7 as a fibre bundle map M x R — B x R which preserves
the t-coordinate. Let g : M x R — M be the projection which forgets the
t-coordinate. Given o € A*¥(M), the differential form m.g*a € A*~"(B x R)
may be decomposed as follows:

g e = mia + o Adt,

where this formula serves as the definition of 7ta. Applying this formula to
do, we see that on the one hand,

Teq*da = wido + dt A Tlda,
while on the other hand,
meq do = m,dg*c
= (-1)"d (rho + FLo A dt)

t
— (~1)"dgnta+ (~1)" (d”*"‘

dt
Equating coefficients of dt, the proposition follows. O

+ dBfrﬁa) A dt.

Corollary 1.25. The map induced by 7t on de Rham cohomology with com-
pact support is independent of t.

1.2. Riemannian Manifolds

If M is an n-dimensional manifold, then a Riemannian structure on M is
a metric on the tangent bundle 7M. Using the Riemannian structure, we can
construct the orthonormal frame bundle, which is denoted by O(M):

O(M) = {(z,(e1,... ,en)) | &; form an orthonormal frame of T, M }

An orthonormal frame p € O(M) over z € M may be considered to be an
isometry u = (u1,...,un) € R® — > use; € T, M from R™ to T, M. We
will denote by 7 : O(M) — M the projection map. The bundle O(M) is an
O(n)-principal bundle, and the tangent bundle of M is an associated bundle
of O(M), corresponding to the standard representation R™ of O(n):

TM = 0O(M) Xo(n) R™.

If, in addition, M is oriented, then the bundle of oriented orthonormal frames
is a SO(n)-principal bundle which we denote by SO(M).
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The tangent bundle TM of a Riemannian manifold M has a canonical
covariant derivative V, called the Levi-Civita connection. This is the
unique covariant derivative which preserves the Riemannian metric,

d(X,Y)=(VX,Y) + (X, VY),
for all vector fields X and Y on M, and which is torsion-free,
VxY - VyX =[X,Y].

It is easily verified from the above two formulas that the Levi-Civita derivative
VxY is given by the formula

(1.18) 2(VxY, 2) = ((X,Y],2) - ([, 2], X) + (2, X],Y)
+XY,2)+Y(Z,X) - Z(X,Y).

Denote by so(T'M) the bundle O(M) X o(n) 50(n), whose fibre at € M is
the Lie algebra consisting of antisymmetric endomorphisms of the inner prod-
uct space T M. The curvature of the Levi-Civita connection is an so(T'M)-
valued two-form on M, called the Riemannian curvature, which we will
denote by R € A%(M,s0(TM)), that is, if X, Y and Z are vector fields on
M,

R(X,Y)Z =VxVyZ - VyVxZ — Vixy| 2.
If X and Y are two vector fields on M, we will write R(X,Y’) for the section
of so(T'M) given by contracting the two-form R with X and Y, and (RX,Y)
for the two-form obtained by contracting the curvature in its so(TM) part.

For future reference, we list some well-known properties of the Riemannian
curvature.

Proposition 1.26. Let X,Y, Z and W be vector fields on M.

(1) R(X,Y) = —R(Y, X)

(2) (R(W,X)Y,2) + (Y,R(W,X)Z) =0

(3) R(X,Y)Z+R(Y,Z)X + R(Z,X)Y =0

(4) (R(W,X)Y,2) = (R(Y, Z2)W, X)

Proof. (1) says that R is a two-form, and (2) that Ry(W, X) € so(T,M).

Let us prove (3), which holds for the curvature of any torsion-free connec-
tion V on TM. If R is the curvature tensor of V,

VxVyZ - VxVzY =Vx[Y, Z],

and similarly if we cycle the three vectors X, Y and Z. In this way, we obtain
three equations which, when added together, give

VxVyZ +VyVzX +VzVxY —VyVxZ -VzVyX —VxVzY
= Vx[Y, Z] + Vy[Z, X] + Vz[X,Y].
Clearly, this is equivalent to (3).
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The last property is a purely algebraic consequence of the first three, which
we leave as an exercise. [

When we are given a frame X; for the tangent bundle with dual frame
X*, we can write the components of the curvature matrix in the form R; k=
(R(Xk, X1)X;, X?); here, the i and j indices refer to the fact that R takes
values in End(TM), and the k and [ indices are the two-form indices. Using
the metric, define

(1.19) Rijii = (R(Xk, X1) X, X;)-

The components R;;xi _satisfy Rijki = Rkisj- If e; is an orthonormal frame of
TM with dual frame e*, the two-form (Re;, e;) is given by the formula

(1.20) (Rei, 6_7') = - Z R,;jklek Ael.
k<l

From the curvature tensor, we may form a symmetric tensor

Rici; = ) Rikjk € T(M, S*(TM)),
k

called the Ricci curvature, and its trace the scalar rps = Zlm Rimim called
the scalar curvature of M.

We denote by |dz| € I'(M,|A]) the Riemannian density associated to
the Riemannian metric on M, which is such that

ldzl(ex A ... Aep) =1

when e; is an orthonormal frame of TM. The existence of |dz| corresponds to
the fact that the character | det| of GL(n) used to define the line bundle |A| is
trivial on the structure group O(n), so that the density bundle is canonically
isomorphic to M x R. It follows that |dz| is covariant constant under the
Levi-Civita derivative. We will often write dz instead of |dz|, although this
notation should be restricted to oriented manifolds.

If f is a smooth function on a Riemannian manifold M, the gradient of
M, denoted grad f, is the vector field on M dual to df, that is, for every
vector field X on M,

(grad f, X) = X - f.

By a smooth path z; : [0,1] — M on a Riemannian manifold, we mean the
restriction to [0,1] of a smooth map z; : (—&,1 + &) — M for some € > 0. If
x¢ is such a path, we define its length by the formula

L(.’I:) = /(; \% (itait) dt,

where by & we mean the tangent vector in T}, to the path x; at time ¢. Define
the Riemannian distance between two points d(zg,z;) to be the infimum of
L(z) over all smooth paths between them.
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A smooth path z; is called a geodesic if it satisfies the ordinary differential
equation

Vi Zt =0.

Like any second-order ordinary differential equation, the equation for a geode-
sic has a unique solution for ¢ small, given the starting point zo, and the
derivative x = %o € Ty, M at the starting point. The end point z;, of the
resulting curve is called the exponential of the vector x at z¢ and is written
exp,, X. It is defined if x is small enough. (This terminology arises because
on a compact Lie group with the left and right invariant metric, the geodesics
turn out to be the same as the one-parameter subgroups and we recover the
exponential map of the Lie group.)

The derivative d exp,, of the exponential map at x itself is just the identity
map of T, M, so that by the inverse-function theorem, the exponential map is
a diffeomorphism from a small ball around zero in T, M to a neighbourhood
of g in M. (The radius of the largest ball in T,,M for which this is true
is called the injectivity radius at zo.) Thus the exponential map defines a
system of coordinates around g, called the normal coordinate system (this
is also known as the canonical coordinate system). The important property of
this coordinate system is that the rays emanating from the origin in T;;, M map
onto geodesics in M. We will use letters of the form x to denote coordinates
in the normal coordinate system: thus, x € T, M represents the coordinates
of the point exp,, x.

We will now collect some formulas for the pull-back of the metric and
covariant derivatives by the exponential map. In particular we will see that

. the ray from 0 to x is the curve of shortest length between zo and exp, x
when x is small.

If we apply the construction of Proposition 1.17 to the tangent bundle with
its Levi-Civita connection, we obtain a smooth trivialization of T'M over a
normal coordinate chart centred at a point g € M. Choose an orthonor-
mal frame of the tangent space T, M, with respect to which the coordinate
functions are x*, and the corresponding partial derivatives are 8;; thus, the
vectors ; are orthonormal at zg, although not in general elsewhere. In this
coordinate system, the point z has coordinates x = 0. The radial vector field
R is the vector field defined by the formula R = Y | x*8;. Let e; be the
orthonormal frame of T'M obtained from the smooth trivialization of T M in
this coordinate patch; thus, e; = 8; + O(|x|) and Vxe; = 0.

Proposition 1.27. In the normal coordinate system, the following formulas
hold:

(1) VRR=R

(2) R =13, x",;, and thus (R, R) = |x|?

3) (R,0;)=x"

(4) d(zo, exp,, ) = [x]
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Proof. (1) In the normal coordinate system, the curve x; = tx is a geodesic.
Since R(x;) = t%;, the geodesic equation gives

VR = tVx, (tks) = tks = R.

(2) If we differentiate the function (R, e;) with respect to the vector field
R, we obtain

R(R,e;) = (VrR, &)+ (R,Vze:) = (R,e;).

In other words, (R, e;) is homogeneous of order one. Since

(R7 ei) = ZXJ (aja ei) = xi + O(|X|2),
J

the result follows from these two equations. .
(3) The function (R, 0;) is equal to 3, x7(8;,85), so it must equal x* +
O(|x|?). On the other hand,

R(R, 61,) = (VRR, 3,) -+ (R, V'Ra,)

Since the Levi-Civita connection is torsion-free and [R, 8;] = —0;, it follows
that

(R,Vr08;) = (R,V5,R) + (R, [R,8i])
= 15;|R|? - (R, d;).

If we assemble all of the terms that we have obtained, we see that
R(R,8;) = 18;|R|? =,

from which the result follows.
" (4) The equation (3) shows that R is orthogonal for the Riemannian metric

to the vector fields x%9; — x78;. If x4, 0 < t < 1, is any curve from 0 to x,

decompose its tangent vector x; into the sum of a multiple of R and a vector

lying in the span of the vector fields x?9; — x78; tangent to the sphere. It

follows that

d|xt|
dt

thus the length of the curve x; is greater than or equal to |x|. Since the length
of the curve x; = tx is equal to |x|, the formula follows. [

bl

I%¢| >

A property of the normal coordinate system is that near the origin, the
coefficients of the metric (8;,0;)x agree with the Kronecker delta §;; up to
second order. Although we will not use the full force of the next proposition
in the rest of this book, we give its proof because of its applications to the
theory of the heat kernel.
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Proposition 1.28. The Taylor ezpansion of the functions gi;(x), defined by
(8;,05)x, in normal coordinates at xo has the following form:

9i5(X) ~ bij — ZRM(% )xExt ) (8%g:5)( wo)——-

|| >3

Proof. To prove this result, we will make use of two distinct frames of the
tangent bundle TM in a normal coordinate chart around a point g, the
first being given by the vectors 9; (which is not an orthonormal frame in
general), and the second by the orthonormal frame e; obtained by radial
parallel transport of the orthonormal frame (0;);, of Ty, M. The matrix
relating these two frames is the matrix BJ such that

8= ble;
J
With respect to the frame e;, the fundamental one-form

6=> dx'd; € A'(M,TM)

equals 5 67e;, where 87 = 3, 67dx?. Thus the R"-valued one-form 6 = (67)
satisfies the structure equation

dfd+wNnb =0,

where w is the End(R™)-valued one-form of the Levi-Civita connection in the
frame e;. Observe that

1Rl =R =(x},...,x"),

since R = Y x’e;, as follows from Proposition 1.27(2).

Let Q = dw + w A w be the curvature of M in this coordinate system; as
in Proposition 1.18, we see that L(R)w = «(R)Q2. Substituting the formulas
trw =0 and (L(R) —1)x = 0, into the identity ¢ (df + w A 8) = 0, we obtain

(L(R) ~1)L(R)8 = (L(R)w)x = ((R)Q)x,

where we think of the curvature Q as a matrix of two-forms, so that Qx is a
vector of two-forms. Using the formula R =} x"e; once more gives

(1.21) UBK)(L(R) — 1)L(R)E* =Y x'x7 (Q(8s, 8k)D;, €a)-
i
Now e; is expressed as a function of the d; by the inverse of the matrix 0},

and 67(zo) = 6;;. Thus this equation determines the Taylor expansion of
6¢ to order m in terms of the Taylor expansion of the curvature coefficients
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Riji = (Q(8k, 01)8;, 8;)x to order m — 2. In particular, the linear term is
zero, and the quadratic piece may be calculated from (1.21)

1 o
% = oo = § 2 X' Ry + O(P)

Since the metric on M is expressed in terms of the one-form 8 by the formula
gis(x) =Y _ 0F6%,
k

the Taylor coefficients of g;; may be expressed in terms of those of 6. [

The differential dx exp,, of the exponential map exp, : TeeM — M at
the point x € Ty, M is a map from Tz, M to T M, where z = exp,, x. Since
T, M and T;M are metric spaces, the J acobian

J(x) = | det(dx expg, )|

is well defined. By definition, if e; is an orthonormal frame of T, M and
8; =Y, 6! ej, then j(x) = | det(6})], so that

(1.22) 4(x) = | det(gi; (x))| /2.

The frames 8; and e; of the tangent bundle M that were introduced at
the start of the above proof will be used constantly throughout this book,
and the reader must be very careful to distinguish them. The first frame is
frequently useful because it satisfies the formula [8;, ;] = 0, while the frame
e; possesses the advantage of being orthonormal at each point in the normal
coordinate chart. In fact, we will only use the following two consequences of
Propositions 1.18 and 1.28 in the rest of this book:

(1.23) wi(x) = —3 ZF(az', 8;)a0 X7 + O(|x[?);
3
(1.24) 9ii(x) = 14+ O(jx|?).

1.3. Superspaces

Although this is not a book on supergeometry, we will constantly use the
terminology of super-objects. Recall that a superspace F is a Zj-graded
vector space

E=E*®E",
and that a superalgebra is an algebra A whose underlying vector space is

a superspace, and whose product respects the Zs-grading; in other words,
At 47 C A, (We will denote the two elements of Z; by + and —, although
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we should really denote them by 0 mod 2 and 1 mod 2.) An exterior algebra
is an example of a superalgebra, with the Zy-grading

A*E = Z AE.
(-1)i=#1

An ungraded vector space E is implicitly Z,-graded with E+ = E and B~ =
0. The algebra of endomorphisms End(E) of a superspace is a superalgebra,
when graded in the usual way:

End*(E) = Hom(E*, E*) @ Hom(E~,E™),
End~(E) = Hom(E*,E~) @Hom(E~,E™).

Definition 1.29. A superbundle on a manifold M is a bundle £ = ET@E,
where £t and £~ are two vector bundles on M. Thus, the fibres of £ are
superspaces.

If £ is a vector bundle, we will identify it with the superbundle such that
Et=Eand £~ =0.

There is a general principle in dealing with elements of a superspace, that
whenever a formula involves commuting an element a past another b, one
must insert a sign (—1)!%l" ¥l where |a| is the parity of a, which equals 0 or
1 according to whether the degree of a is even or odd. Thus, the supercom-
mutator of a pair of odd parity elements of a superalgebra is actually their
anticommutator, due to the extra minus sign. We will use the same bracket
notation for this supercommutator as is usually used for the commutator:

[a,b] = ab — (—1)lel Plpg
This bracket satisfies the axioms of a Lie superalgebra:
(1) fa,b] + (1)l Pl[b,a] = 0,
(2) [a,8,¢l] = [[a,8], & + (~1)lel" PI[p, [a, ]).
We say that a superalgebra is super-commutative if its superbracket
vanishes identically: an example is the exterior algebra AFE. The following

definition gives the extension of the notion of a trace to the superalgebra
setting.

Definition 1.30. A supertrace on a superalgebra A is a linear form ¢ on
A satisfying ¢([a,b]) = 0.
On the superalgebra End(E), there is a canonical linear form given by the
formula
Str(a) = Trg+(a) — Trg-(a) Tf a TS even,
if a is odd.

Proposition 1.31. The linear form Str defined above is a supertrace on
End(E).
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Proof. We must verify that Str[a,b] = 0. If a and b have opposite parity, this
is clear, since [a,b] is then odd in parity and hence Stra,b] = 0.

Ifa= (“; ao_) and b= (bg bo_) are both even, then

= (7 )

has vanishing supertrace, since
Trg+[a®,b%] = Trp-[a™,b7] =0.
Ifa= (% ") and b= (b‘l b ) are both odd, then
l0,b] = <a‘b+-(§)—b"a+ o 0 N _)
atb” +bTa
has supertrace
Str[a,b] = Trg+ (a™b" +b7a™) — Trg- (a*b™ +bTa™) =0. O

IfE=Et®E™ and F = F+ @ F~ are two superspaces, then their tensor
product E ® F is the superspace with underlying vector space E ® F' and
grading

(EQF)*=E*@Ft®E QF",
(EQF)"=E*®F @E~ @F".

If A and B are superalgebras, then their tensor product A ® B is the
superalgebra whose underlying space is the Z,-graded tensor product of A
and B, and whose product is defined by the rule

(a1 ®b1) (a2 ®b2) = (—1)[b1| ’ [“2|a1a2 ® b1ba.

(This product is imposed by the sign rule.) Note that this Z,-graded product
is not the same as the usual product on A ® B, so is this algebra is some-
times denoted A® B; however, we will never make use of the ungraded tensor
product, so there is no ambiguity.

Definition 1.32. If A is a supercommutative algebra and F is a superspace,
we extend the supertrace on End(E) to a map

Str : AQ End(E) — A,
by the formula Str(a ® M) = a Str(M) for a € A and M € End(E).

This extension of the supertrace still vanishes on supercommutators in
A ® End(FE), since

(1.25) [a® M,b® N] = (—1)IMIPlgp @ [M, N

when A is supercommutative.
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If £y and E> are two superspaces, we may identify End(E; ® E2) with
End(E;) ® End(E3), the action being as follows:

(a1 ® az)(e1 ® e2) = (=1)12!" It} (a,e1) @ (aze2),

where a; € End(E;) and e; € E;.
If E is a superspace, such that dim(E*) = m.., we define its determinant
line to be the one-dimensional vector space

det(E) = (A™ E+)~1 @ A™-E-.

Here, we make use of the commonly-used notation L=! for L* when L is a
one-dimensional vector space. The vector space det(F) is one-dimensional,
and if E¥ = E~, then det(E) is canonically isomorphic to R.

Definition 1.33. If £ = £t @ £~ is a superbundle, then its determinant
line bundle det(€) is the bundle

det(€) = (A™ £+)1 g (A™-£-),
where my. = rk(E%).

For example, if M is an n-dimensional manifold, det(TM) is the volume-
form bundle A™T*M.

Definition 1.34. A Hermitian superspace is a superspace F such that
both £t and E~ are complex vector spaces with Hermitian structures.

If E is a Hermitian superspace, we say that u € End ™ (F) is odd self-adjoint
if it has the form
. ( 0 u')
“\ut 0)’

where ut : Et — E~, and u~ is the adjoint of u™.

Let V be a real vector space with basis e;. We will denote ¢ = ¢(ex) and
ek = g(e¥). We will identify A¥V* with (A¥V)* by setting (el,es) = 63,
where

I={1<i<...<if <dim(V)} and
J={1<j < - <jr <dim(V)}

are multi-indices, that is, subsets of {1,...,dim V'}, and ef = e ... e, e; =
ej, - .- ;.. (Here, as occasionally in the rest of this book, we write v w instead
of v Aw for the product in an exterior algebra.) Using this identification, it is
easy to see that e(a)* = ¢(c) € End(AV) and that +(v)* = &(v) € End(AV).
If A € End(V), we denote by A\(A) the unique derivation of the superalgebra
AV which coincides with A on V' C AV; it is given by the explicit formula

(1.26) AA) =3 (€7, Aex)e;ik.
jk
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A non-zero linear map T : AV — R which vanishes on A*V for k < dim(V')
is called a Berezin integral. Let us explain why such a linear map is called
an integral. If V is a real vector space, the superalgebra AV* is the algebra
of polynomial functions on the purely odd superspace with E+ =0,E-=V.
If e; is a basis for V with dual basis €*, the elements €' € AV* play the
role of coordinate function on V. From this point of view, the contraction
u(v) : AV* — AV*, (v € V), is the operation of differentiation in the direction
v. We now see that a Berezin integral is an analogue of the Lebesgue integral:
a Berezin integral T : AV* — R is a linear form on the function space AV*
which vanishes on “partial derivatives”:

(1.27) T-lv)a=0 forallveVand a€ AV*.

If V is an oriented Euclidean vector space, there is a canonical Berezin
integral, defined by projecting o € AV onto the component of the monomial
e1A...Aey; here n is the dimension of V', and e; form an oriented orthonormal
basis of V. We will denote this Berezin integral by T*:

(1.28) ‘ T(e1)={1’ [l =mn,

0, otherwise.

If o € AV, we will often denote T'(x) by a, 4 although strictly speaking oy
is an element of A"V and not of R If A € A*V, its exponential in the algebra
AV will be denoted by exp, A.

Definition 1.35. The Pfaffian of an element A € A%V is the number
PfA(A) = T(expy A)
The Pfafian of an element A € so(V') is the number
Pf(A) = T(epr Z(Ae,-, ejle; A ej).
i<j

If V = R? with orthonormal basis {e;, ez}, and if

0 -6
=( 7)
then the Pfaffian of A is 6.
The Pfaffian vanishes if the dimension of V' is odd, while if it is even,
Pf(A) is a polynomial of homogeneous order n/2 in the components of A. If
the orientation of V is reversed, it changes sign.

Proposition 1.36. The Pfaffian of an antisymmetric linear map is a square
root of the determinant:

Pf(A)?% = det(A).
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Proof. By the spectral theorem, we can choose an oriented basis e; of V' such
that there are real numbers c;, 1 < j < n/2 for which

Aegj_l = Cj €25
Aezj = —Cj €2j-1.

In this way, we reduce the proof to the case in which V is the vector space R?,
and Ae; = fez, Aey = —fe;. In this case, Pf(A) = 6, while the determinant
of A=(97F)is6% O

We will frequently use the notation
(1.29) det/2(A) = Pf(A).

The choice of sign in the square root det'/ 2(A) depends on the choice of
orientation of E.

1.4. Superconnections

In this section, we describe Quillen’s concept of a superconnection. If M is a
manifold and £ = £T @ £~ is a superbundle on M, let A(M, ) be the space
of £-valued differential forms on M. This space has a Z-grading given by the
degree of a differential form, and we will denote the component of exterior
degree i of o € A(M, &) by o). In addition, we have the total Z,-grading,
which we will denote by

AM,€) = A*(M,£) ® A~ (M, €),
and which is defined by

AE(M,E) =) A¥(M,E%) @Y A¥H (M, EF);

for example, the space of sections of £¥ is contained in A% (M, £).
If g is a bundle of Lie superalgebras on M, then A(M,g) is a Lie superal-
gebra with respect to the Lie superbracket defined by

[ ® X1, 00 ® Xo] = (=1)X1l 12l () A 03) ® [X7, X

Likewise, if £ is a superbundle of modules for g with respect to an action p,
then A(M, €) is a supermodule for A(M, g), with respect to the action

p(e® X) (B®v) = (-1)*"Pl(a A pg) ® (o(X)v).

In pafticular, this construction may be applied to the bundle of Lie superal-
gebras End(€), where £ is a superbundle on M, since AT*M ® £ is a bundle
of modules for the superalgebra AT*M ® End(€); we see that A(M,End())
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is a Lie superalgebra, which has A(M, ) as a supermodule. We will fre-
quently use the fact that any differential operator on A(M,€) which super-
commutes with the action of .A(M) is given by the action of an element of
A(M,End(€)); such an operator will be called local. (This is consistent with
the “super” point of view, that A(M) is the algebra of functions on a super-
manifold fibred over M, and that elements of A(M, End(€)) are the zeroth
order differential operators on this supermanifold.)

In defining a superconnection, Quillen abstracted the main properties of
a covariant derivative, namely, that it is an odd operator satisfying Leibniz’s
rule. It turns out that many of the results which hold for ordinary connections
continue to hold for superconnections.

Definition 1.37. (1) If £ is a bundle of superspaces over a manifold M,
then a superconnection on £ is an odd-parity first-order differential
operator

A: AT (M, E) — AT(M,E)

which satisfies Leibniz’s rule in the Z,-graded sense: if @ € A(M) and
0 € A(M,E), then
AlaN) =danb+ (-1)a A As.

(2) If A is a superconnection on £, then A is extended to act on the space
A(M,End(€)) in a way consistent with Leibniz’s rule:

Aa=[A,o] for o € A(M,End(£)).

In order to check that Aa, as defined by this formula, is an element of
A(M,End(£)), we need only observe that the operator [A,a] commutes
with exterior multiplication by any differential form § € A(M).

Define the curvature of a superconnection A to be the operator A? on
A(M,E).

Proposition 1.38. The curvature F' is a local operator, and hence is given
by the action of a differential form F € A(M,End(€)), which has total degree
even, and satisfies the Bianchi identity AF = 0.

Proof. The operator A2 is local because it supercommutes with exterior mul-
tiplication by any a € A(M):

A%, ()] = [A, [A, ()] = e(d®a) = 0.

Thus, the curvature A? is given by the action of a differential form F €
A(M,End(€)). The Bianchi identity is just another way of writing the obvious
identity [A,A%]=0. O

It is clear that in the case when the superconnection £ is a connection, the
above definition of curvature coincides with that of Section 1.
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A superconnection is entirely determined by its restriction to I'(M,€),
which may be any operator A : I'(M, £%) — AF(M, E) that satisfies

A(fs) =df -s+ fAs for all f € C°(M), s € (M, E).

Indeed, if we define A(a ® s) = das + (=1)1*laAs for o« € A(M) and s €
['(M,E), this gives the extension of A to all of A(M,E).

In order to better understand what a superconnection consists of, we can
break it up into its homogeneous components Af;, which map I'(M, &) to
AY M, E):

A=A +Ay +Apg +...

Proposition 1.39. (1) The operator Ay is a covariant derivative on the
bundle £ which preserves the sub-bundles £ET and £~.

(2) The operators A for i # 1 are given by the action of differential forms
wpi € AY(M,End(€)) on A(M,E), where wy lies in A*(M,End™ (£)) if
i is even, and in A*(M,End*(£)) if i is odd.

Proof. Let us decompose Leibniz’s rule for A acting on I'(M, £) according to
degree:

n n
A(fs) = Ay(fs)=df®@s+fY Ays.
1=0 =0
It follows immediately from this that the operator A[;; is a covariant derivative
on the bundle £; it preserves the Zj-grading of £, since A(;) has odd total
degree, so that it is the direct sum of covariant derivatives on the bundles £%.
On the other hand, for i # 1, we see that Aj;(fs) = f(A}s), in other
words, that Ay : T(M,E) — A'(M, ) is given by the action of a differential
form wyy in Ap) (M, End(€)); from the fact that A is an odd operator it follows
that wy; is of odd total degree.
The actions of the operators A and wj) + Ay +wpg + ... on A(M,E)
must agree, since any two operators that agree when restricted to I'(M, &) =
A%(M, €) and satisfy Leibniz’s rule are equal. O

Corollary 1.40. The space of superconnections on £ is an affine space mod-
elled on the vector space A~ (M,End(£)). Thus, if A; is a smooth one-
parameter family of superconnections, then dA,/ds lies in A~ (M,End(£))
for each s.

We will call A;j) the covariant derivative component of the supercon-
nection A.

As an example of a superconnection, let us take a trivial bundle on M
with fibre a complex superspace E. If L € C*°(M,End™(E)), we may form
a superconnection by adding L to the trivial connection d. The curvature of
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the superconnection d + L is then F = dL + L2 Relative to the splitting
E = E* & E~, we may decompose L as

0 IL-
L=(L+ 0)

where L+t € C*®(M,Hom(E*,E~)) and L~ € C*(M,Hom(E~,E")). In
terms of this decomposition, the curvature of d + L may be written

o (LTLT dL-
=\drt LtL-)

If £ and F are superbundles, then £ ® F is the superbundle graded by
ERPR)T=ETQRFT@0E QF,
(ERF) " =Et@F @& @ FT.

If A and B are superconnections respectively on £ and F, there is a tensor
product superconnection A® 1+ 1® B on £ ® F defined by the formula

(AQ1+10B)(aAB) =AaAB+(-1)*aBg,

for € A(M,E) and B € AM,F).

If  : M — N is a smooth map and £ is a superbundle on N with
superconnnection A, there is a unique superconnection ¢*A on ¢*£ such that
P*A(P*a) = ¢*(Aa) for a € A(N,E), called the pull-back of A by ¢.

1.5. Characteristic Classes

Let £ be a superbundle, either real or complex, with superconnection A, on
a manifold M. Following Quillen, we will associate to this superconnection
certain closed differential forms, called the characteristic forms of A. These
give invariants of the superbundle £ in the de Rham cohomology H*(M) of M;
the cohomology classes thus obtained are called the characteristic classes of
£. We will only dealt with the special case of characteristic forms associated
to invariant polynomials of the type Str(4*). In Chapter?7, we will give a
generalization of the theory of characteristic classes to the equivariant context,
where a Lie group acts on the data.

In order to define the characteristic forms, we need the supertrace map on
the space of differential forms .A(M,End(£)). This is defined by means of the
supertrace Stry : End(£),; — C, defined in each fibre of End(€) by

c d

Applying the construction of Definition 1.32 with auxiliary supercommutative
algebra AT™; M, we obtain a bundle map

Str: AT*M ® End(€) — AT*M

Str (“ b) = T¥(a) — Tr(d).
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which, applied to the sections of these bundles, gives the desired supertrace:
Str : A(M,End(£)) — A(M),

characterized by the formula Str(a ® A) = oStr(A4) for « € A(M) and
A € T(M,End(€)). The algebra A(M) is supercommutative, so by (1.25),
this extension behaves like a supertrace from a superalgebra to C, in that it
vanishes on supercommutators. It is clear that the supertrace map preserves
the Zo-gradings of these spaces, that is, it maps A% (M,End(£)) to A*(M).

Suppose f(z) is a polynomial in z. If A2 € AT (M, End(£)) is the curvature
of the superconnection A on £, then f(A?) is the element of A1 (M, End(£)),
defined by

0
f(A‘Z Z f ( ) (A2)k
If we apply the supertrace map
Str: AT(M,End(€)) — AT (M)

to f(A2), we obtain a differential form on M denoted by Str f(A?). We will
call this differential form the characteristic form, or Chern-Weil form, of
A corresponding to the polynomial f(z).

Proposition 1.41. (1) The characteristic form Str(f(A2%)) is a closed diff-
erential form of even degree.

(2) (Transgression formula) If Ay is a differentiable one-parameter family of
superconnections on &, then

dAt

% Str(f(A2)) = d Str ( (A2))

where dA;/dt € A(M,End(£)) is the derivative of A, with respect to t.

(3) If Ay and A; are two superconnections on &£, then the differential forms
Str(f(A2)) and Str(f(A?)) lie in the same de Rham cohomology class.

Proof. The proof makes use of the following lemma.
Lemma 1.42. For any o € A(M,End(€)), d(Stra) = Str([A, o).

Proof. In local coordinates on a subset U C M and with respect to a triv-
ialization of £ over U, A = d + w, where w € A(U,End(€)) is the super-
connection form of A in this coordinate system, and hence Str([A,a]) =
Str([d, a]) + Str([w, @]). The second term Str([w, @]) vanishes, while the first
equals Str(de)). O

Using this lemma, we see that
dStr(f(A%)) = Str([A, f(A?)]) = 0.

This proves that Str(f(A?)) is closed; the fact that it has even degree is clear,
since f(A?) is even, and Str preserves degree.
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Let A; be a differentiable one-parameter family of superconnections on &,
with curvatures AZ. We see that

(where the bracket is, of course, an anticommutator, since both A; and dA./dt
are odd operators). We now use the following formula: if o; : [0,1] —
At (M,End(€)) is a family of differential forms on M with values in End(€)
of even total degree, then

% Str(f(cw)) = Str(Gef(an)),

where ¢; is the derivative of a; with respect to t. To prove this, it suffices to
consider the case f(z) = z™:

n—1
gt_ Str(af) = Str(z aidta?—id)
i=0

= nStr(ézof™?)
where the last step uses the fact that Str(-) is a supertrace in order to replace
Str(aiasal 1) by Str(d:af~!). Applying this with a; = A2, we obtain
d dA?
& su(ra2) = sur(LErad)

= Str( [At, %ﬁf’(.&f)]) since [At,Af] =0
dA; ,
= dStr(—d—t‘ f (A.f)).

If Ag and A; are two superconnections and w = A; — Ay, then we may

integrate the transgression formula applied to the family
Ay = (1—t)Ag +tA; = Ay +tw.
We see that
1
Str(F(AD) ~ Stu(f(A3) = | Stu(wr(a2)de
0

which shows explicitly that Str(f(A2)) and Str(f(A?)) differ by an exact
form. O

There is another way to obtain the transgression formula, which is similar
to Proposition 1.24. Introduce the space M x R, with projectiong: M xR —
M. Using the family A; of superconnections, we may define a superconnection
A on the superbundle ¢*€, by the formula

(BB)(z,5) = (AB(, 9))(@) +ds n L2



1.5. Characteristic Classes 49

The curvature FofAis

~ dA,
F=F- ds

Ads,

where F, = A2 is the curvature of A,; thus,

~ dA,
fF) =f(F -5

/\ds).

S

Since ds A ds = 0, we see as in the preceding proof that underneath the
supertrace,

Stx(£(F)) = Stx(/(7)) - St (2 /(7)) .

Since Str(f(F)) is closed in A(M x R), we infer that

dStr(f(Fs))
ds

dhy

=dStr( —

(7))

A special case of the above construction of characteristic forms is that
in which the bundle £ is ungraded and the.superconnection A is a covari-
ant derivative V with curvature F € A%(M,End(£)); then Str(V?)* is just
the differential form Tr(F*) € A%(M). In this case we can allow f(2)
to be a power series in z, since the curvature F' is a nilpotent element in
A(M,End(€)). The differential form Tr(f(F)) is usually called the Chern-
Weil form associated to the invariant power series A — Tr(f(A)) on gl(N),
(where N is the rank of £). If A is a superconnection, we can allow f to be
any power series with infinite radius of convergence.

It should be clear that any differential form which is a polynomial

P(Str(f1(A%),...,Str(fr(A?)))

is a closed even differential form. Since the ring of invariant polynomials
on gl(N) is generated by the polynomials Tr(a*), the ring of all forms thus
obtained coincides with the classical ring of Chern-Weil forms, in the case of
an ungraded bundle.

The reader is warned that topologists prefer to consider the characteristic
forms defined by the formula Str f(—F/27i), where F is the curvature of
a covariant derivative V, because the Chern class, the cohomology class of
c(F) = det(1 — F/2mi), defines an element of the integral cohomology of M
only if these negative powers of 274 are included. However, from the point of
view of the local index theorem, this is not as natural, which is why we have
preferred to give our less conventional definition.

Three cases of the construction given above are of special importance for
us.
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(1) If € = ET @ £~ is a complex Za-graded vector bundle and f(z) =
exp(—z), the characteristic form obtained is called the Chern character
form of the superconnection,

(1.30) ch(A) = Str(e™4").

The Chern character form is additive with respect to taking the direct sum
of superbundles with superconnections:

(1.31) ch(A ® B) = ch(A) + ch(B).

Furthermore, it is multiplicative with respect to taking the tensor product of
superbundles with superconnections:

(1.32) ch(A®1+1®B) = ch(A) A ch(B).

These two formulas explain why the differential form ch(A) is called a char-
acter.

The transgression formula for the Chern character of a family of supercon-

nections gives
ich(m) = —d Str (dzt "A’>,

which implies that

(1.33) ch(Ao) — ch(A;) = f 1 Str(dﬁt A2 )dt.

This proves the following proposition.

Proposition 1.43. The cohomology class of ch(A) 1s independent of the
superconnection A on E; we will denote it by ch(&).

In particular, we see that replacing A by its covariant derivative component
V = A[y) does not change the cohomology class of the Chern character:

[ch(4)] = [ch(V)].

However, the connection V preserves the bundles £%, and if we denote by
Vvt and V-~ the restrictions of V to £ and £, we have

ch(A) = ch(V) +da = ch(V*) — ch(V™) + da

for some differential form «. In particular, if we take the corresponding
cohomology classes, we obtain

(1.34) ch(€) = [ch(V+)] = [ch(V™)] = ch(E*) — ch(E).

(2) If € is a real vector bundle with covariant derivative V of curvature F,
we associate to it its A-genus form,

(1.35) A(V) =d t1/2( = rfl/; /2) € A% (M,R).
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Using the formula det(A) = exp Tr(log A), we see that A(V) may be under-
stood as the exponential of the characteristic form associated to the power
series 3 log((z/2)/ sinh(z/2)), that is,

A(V) = expTr (—;— log(ﬁ;)) .

The A-genus is multiplicative, in the sense that
A(V18V3) = A(V1) A A(V)).

The reason that A(V) only has non-vanishing terms in dimensions divisible
by 4 is that the function f(z) is an even function of z, so f(V?) only involves
even powers of the curvature V2. In fact, the coefficients of the A-genus of £
are polynomials in what are called the Pontryagin classes of M, but we will
not need to know how these are defined; the first few terms of the expansion
of A(V) in terms of the classes Tr(F*) are as follows:
(1.36)

- 1

AE.V)=1- 22 12 24.360 24.288
The cohomology class of A(V) will be denoted A(E).h In particular, the A-
genus A(M) of a manifold M is defined to be the A-genus of its tangent
bundle TM.

(3) If € is an ungraded complex vector bundle with a covariant derivative

V with curvature F, we define its Todd genus form by the formula

Td(V) = expTr(log(;f_—l))

Tx(F?) + Tr(F*) + Tr(F?)? +

Thus

F
Td(V) = det(eF ~ 1) € A2*(M,C).
Like A(V), the Todd genus is multiplicative. The cohomology class of Td(V)
will be denoted Td(€). In particular, the Todd genus Td(M) of a complex
manifold M is the Todd genus of its tangent bundle TM.
As we will see, the A-genus and its cousin the Todd genus arise quite
naturally in a number of situations in mathematics, for example, in the Atiyah-
Singer index theorem and in the Weyl and Kirillov character formulas.

1.6. The Euler and Thom Classes

In this section, we will define a characteristic class, the Euler class, which
differs from the characteristic classes defined in the last section, in that it is
only defined for oriented bundles. However, we will see that it has a definition
quite analogous to that of the Chern character. This section is a prerequisite
only to reading Section 7.7.
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We start by describing the Thom form of an oriented vector bundle. Let
M be a compact oriented manifold and let p : V — M be a real oriented
vector bundle over M of rank N. Let 7 : M — V be the inclusion of M into
V as the zero section.

Definition 1.44. A Thom form for the bundle V is a closed differential
form U € AY (V) such that

(2m)~ /2 . U=1¢eAM).

We will show that a Thom form exists, following a method of Mathai-
Quillen.

The following lemma is a fibred version of the homotopy used to prove the
Poincaré lemma.

Lemma 1.45. Let R be the vertical Euler vector field on V, and let hy(v) =
tv. With H : A*(V) — A*~Y(V) defined by the formula

1
HB = / R} (L(R)B) t™dt.
0
we have the homotopy formula

B —p*(5*B) = (dH + Hd)B for all B € A(V).

Proof. First, note that the integral converges in the definition of H because
R vanishes at 0. If 8 € A(V), let B; = h; [, and observe that fy = p*5*5 and
that B; = . Differentiating by ¢ and using integrating the Cartan homotopy
formula

L(R)B = d(«(R)B) + «(R)(dB),

we obtain the lemma.

Corollary 1.46. The maps

Br— §*B: H (V) — H*(M) and
a—p*a: H*(M) — H*(V)

are inverses to each other.
We need another lemma, which is a consequence of Proposition 1.24.

Lemma 1.47. Letp:V — M be a real oriented vector bundle over a mani-
fold M. There is a smooth bilinear map m(a, 8) from AL (V) x AL(V) to
ASFITRI=1 )y such that

(0*Ps0) A B~ a A (p"puf) = dm(a, B) — (m(da, B) + (=1)1*Im(a, dB)).
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Proof. Consider the one-parameter family k? of submersions from the Whit-
ney sum V X,V to V given by the formula

(v,w) € Ve X Vgr—r tv+ (1 —t)w € V,.

If @ and 3 are differential forms, we may form their external product a &, 3,
which is a differential form on V x, V. We easily see that

k2 (@B, B) = (p"pac) A B,
k(@B B) = a A (p°ps ).
Thus, it suffices to take m(a, ) equal to

1
m(a, B) = / (R, B)dt. O
0
The following result explains the importance of Thom classes.

Proposition 1.48. Let M be a compact oriented manifold and letp : YV —
M be a real oriented vector bundle over M of rank N, with Thom form
Ue AN (V).

(1) The maps
Br— (2m)"N2p,8: Hy (V) — H*"N(M) and
ar— UAp*a: H (M) — HN (V)
are inverses to each other.

(2) For every closed differential form 8 in A(V)

(27r)‘N/2/U/\ﬂ /

Proof. By (1.16), (2)~N/2p, (U Ap*a) = a for all o € A(M).
The other direction of (1) follows from the homotopy formula

B — (2m)~N2U A (p*puB) = (2m) N 2dm(U, B) — (-1)N (27) "N *m(U, dB),

which follows from Lemma 1.47 on setting o = (2m)~N/2U.
To prove (2), we use the homotopy H of Lemma1.45. It follows that if
B e AWV),

n) 2 [[Unp=n) 2 [ Unpip)
v \%
+(27r)—N/2/ U/\dHﬁ+(27r)‘N/2/ U A Hdg.
v A%

The first term on the right-hand side equals f e J* B, the second term vanishes
by Stokes’s theorem, since U is closed, and the third term vanishes since 3 is
closed. [
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In this section, we will construct a Thom form using the Berezin integral.
Let us start with a model problem, the construction of a volume form U on
an oriented Euclidean vector space V with integral [[, U = (2m)N/?; this is a
Thom class for V considered as a vector bundle over a point. If x*,...,x"V
is an orthonormal coordinate system on V', we define U by

U(x) = e P *2axt A ... A dx.

We will show later how to remedy the fact that U does not have compact
support.

Now, consider the identity map V — V to be an element of .A°(V, V), with
exterior differential dx € A!(V,V). The exponential e~%* lies in A(V, AV).
We extend the Berezin integral T : AV — R to amap T : A(V,AV) — A(V)
by

Ta®ft)=al'(§) forae A(V)and £ € AV.

Lemma 1.49. (1) The form U equals
U(x) = E(N)T(e"[x|2/2_idx),
where e(N) =1 if N is even and i if N is odd.
(2) The integral of U over V equals (2m)N/2.

Proof. Let ey be an orthonormal basis of V dual to the basis x*¥ of V*. We
have

N
T (e‘id") = T(H(l —idx* ® ek))
k=1
= (—)NT((dx! ®e1)... (dxN ®en))
= (=)V(=1)NWV-D/24x; A ... Adxy,

and (1) follows, since (—i)N(—=1)N(N=1)/2 equals 1 if N is even and —i if N
is odd. The integral of U is calculated using the Gaussian integral

o0
/ e /24y = 21. O
—-—00

We will define a Thom form on an oriented Euclidean vector bundle p :
VY — M of rank N by modification of the formula of Lemma1.49. Choosing
a Buclidean connection VY on V, we may replace dx by VVx € A}(V,p*V),
where x is the tautological section of p*V. However, because the connection
VY need not be flat, we will see that some modification to the definition of U
is necessary.

Suppose £ is an oriented Euclidean vector bundle of rank N over B. The
Berezin integral T' defines a map

T : A(B,AE) — A(B).
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If V is a covariant derivative on £, we obtain a canonical covariant derivative
on AE.

Proposition 1.50. If V is a covariant derivative on £ compatible with the
metric on &, then for any a € A(B,AE), we have

dT(a) =T (Va).

Proof. Let N be the dimension of the fibres of £. The Berezin integral is
given by pairing a section of ANE with the section T € I'(B, AN E*) given
with respect to a local orthonormal oriented frame e’ of £* by the formula
e! A...Ael. Since VT = 0, the result follows by Leibniz’s rule. [J

We apply this proposition with B =V and € = p*V, and with connection
VPV = p*VV. The space of sections A = A(V, A(p*V)) is a bigraded algebra,
since it may be decomposed as a direct sum of subspaces

AW = ANV, Np*V).

The covariant derivative VPV defines a map V : A% — AtLi If s €
['(V,p*V), the contraction a(s) is defined by the formula

a(s)(a® (s1A...Nsj)) = i(—l)lc"'*k'l(s, SE)a® (S1A...ASEA...As)
k=1

for a € A(V) homogeneous and s € I'(V,p*V), (1 < k < j). The contraction
a(s) defines a map a(s) : A% — A»~1. We will identify so(V) with A2V by
the map
A€so(V)— Z(Aei, ejle; Aej.
i<j

For any s € A%! =T (V,p*V) and a € A, T(a(s)a) = 0, since a(s)a has
no component in A*. It follows that the Berezin integral T' : A(V, Ap*V) —
A(V) also satisfies the formula

dT(a) =T((V + a(s))a)

Let us list some elements of the algebra .A:
(1) the tautological section x € A%! = T'(V, p*V);
(2) the elements |x|?> € A% and Vx € AM!, formed from x;

(3) the curvature F = (VY)? € A%(M,s0(V)) gives an element of A%? =
A?(V, A%p*V) by identifying it with an element of A?(M, A%V), and pulling
it back to V by the projection p : ¥V — M ; abusing notation, we will write
this pull-back as F' also.

Lemma 1.51. (1) Let Q = |x|?/2+iVx+ F € A. Then
(V —ia(x))2 = 0.
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(2) If p € C®(R), define p(Q2) € A by the formula

N k) (1x)2
o0) = 3 D (i py,
k=0 ’

Then (V —ia(x))p(Q) =0.

Proof. By Leibniz’s rule, we have V(|x|?) = —2a(x)Vx. By the definition of
curvature, we have V(Vx) = a(x)F, while by the Bianchi identity, we have
VF = 0. Combining all of this with the obvious facts that a(x)x = |x|? and
a(x)|x|? = 0, we see that (V — ia(x))Q = 0.

The formula (V —ia(x))p(2) = 0 now follows from the fact that V —ia(x)
is a derivation of the algebra A. [

Note that Q € 3 ock<a AFE 5o that p(Q) € D 0<k<N Akk. We see that
T(p()) € AN(V), and the above lemma shows that

dT(p(Q)) = T((V - ia(x))p(Q)) =0,

so that T'(p(f2)) is a closed N-form on V.
We now define the form U on V by choosing p to be the function p(z) =
e(N)e™®, where e(N) = 1 if N is even and 7 if N is odd:

(1.37) U=¢g(N)T(e™®) = e(N)T(e—(|x|2/2+iVx+F))'

We will study in greater detail the analogies between this formula and that of
the Chern character in Section 7.7. Observe that the Thom form depends on
the orientation of V (through T'), on its metric, and on its connection.

Proposition 1.52. The form (27r)‘N/ 2U has integral 1 over each fibre.

Proof. To calculate fv M U, it suffices to consider the the case in which M is
a point, so that V is a vector space; this is just Lemma1.49. [J

The Thom form U constructed above has rapid decay at infinity instead
of being compactly supported. However, using the diffeomorphism from the
interior of the unit ball bundle of V to V given by the formula

Y
ENCED R,
we can pull back the Thom form U to obtain a Thom form with support in
the unit ball bundle of V.

Just as for the Chern character, there are transgression formulas for the
Thom form which show how it changes when the metric is rescaled and when
the connection changes. Let us first consider the effect of rescaling the metric:
this is equivalent to replacing Q by

Q = t2|x|2/2 + itVx + F.
Let U; denote the Thom form corresponding to ;.
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Proposition 1.53. We have the transgression formula

v, _a,
_dt—t = —ig(N) dT (xe~%).

Proof. Observe that

fl% = t|x|2 + iVx = i(V — ita(x))x.

Since (V — ita(x))2: = 0, we see that

_i —-Q _ _th —Q __ . . —-Q:
e el —i(V — ita(x)) (xe™*),

and hence that

% — —ia(N)T((V - ita(x))(xe'a‘))
= —ie(N)dT(xe~%). O

By a very similar proof, we obtain a transgression formula for the Thom
form under a change of connection. Let U, be the Thom form corresponding
to a smooth family of connections V on V compatible with its inner product.

The derivative of this family dV,/ds is an element of A(M, A?V); we
also denote by dV/ds the element of A2 = A}(V, A%V) obtained by pulling
back dV,/ds to V, and let Q, = |x|2/2 + iV,x + F; be the element of A
corresponding to the connection V.

Proposition 1.54. We have the transgression formula

v, _ dVs _q.
Fr e(N)dT( 7€ )

Proof. 1t is easy to see that

aQ, : A
T = (Vs —ia(x)) 5

Using the formula (Vs — ia(x))$2s = 0, we see that

Fort = Lt (9, i) (T2 e),

ds ds ds
and hence that
aUs _ . ﬂi —q,
s = e(N)T ((Vs ia(x)) ( 7 € ))

— @_ "Qs
= e(N)dT(dse > )

We now restrict attention to even-dimensional V. Let j : M — V be
the inclusion of M in V as the zero-section. The pull-back j*U is a closed
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differential form on M called the Euler form of V, and denoted x(VV).
Thus, if F is the curvature of V¥, we have

(1.38) U = x(VY) = P£(~F).

Proposition 1.55. The Euler form x(VY) is a closed differential form of
degree N on M whose cohomology class depends only on the bundle V and
its orientation and not on the metric and covariant derivative on V.

Proof. Choose a metric on V. If V is a one-parameter family of Euclidean
connections on V with corresponding Thom class Us, the transgression for-
mula (1.54) for U, implies that

(Vo) - x(V2) = d / (L5 nexeat- R)) d

which is the analogue of the trangression formula (1.33) for the Chern char-
acter. This shows that the cohomology class of x(V) is independent of the
connection used in its definition.

We can also show that the cohomology class of x(V) is independent of the
metric used in its definition. If (-,-)o and (,-)1 are two metrics on V, then
we can find an invertible orientation preserving section of End(V) such that

(v,9)1 = (gv, gv)o-

If Vy is a Euclidean covariant derivative for the metric (-,)o, then it is easy
to see that V; = ¢~ !-Vj- g is a Euclidean covariant derivative with respect
to the metric (-,-);. If we now construct the Euler forms of the two covariant
derivatives V; with respect to the metrics (-, -);, we see that they are equal. [J

A case of special importance is that in which the bundle V is the tangent
bundle TM of an oriented even-dimensional Riemannian manifold. In this
case, the differential form x(V), where V is the Levi-Civita connection, is
called the Euler form x(M) of the manifold, and lies in .A™(M), where n
is the dimension of M. For example, if M is a two-dimensional Riemannian
manifold, and if {e1, e2} is an orthonormal basis of T, M for which R(e;,eq) =

__0)\ é), then x(M)z = Ae' A €2.

Let v € I'(M, V) be a section of the vector bundle V. The pull-back v*U

is a closed differential form of degree N on M, given by the formula

VU = T(e—(lv|2/2+ivvv+F))_

The transgression formula Proposition 1.53 implies that v*U is cohomologous
to the Euler class for any v € I'(M, V):

1
X(VY) —=v*U = —id / T(v A e~ @I /2489 04 )y gy
0
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The above results imply a form of the Gauss-Bonnet-Chern theorem, which
is a formula for the Euler number of a manifold in terms of the integral of its
Euler class. This is the simplest example of an index theorem.

Let v € ['(M,TM) be a vector field on M. At a zero p of v, the Lie bracket

X — [X,v]

induces an endomorphism Ly(v) of T,M; in a coordinate system in which
p=0and v =Y v%8; Ly(v) is given by the formula

n

Z 'L'UJ p)

A zero p of v is called non-degenerate if L,(v) is invertible. We denote by
v(p,v) € {£1} the sign of the determinant of L,(v).

If all of the zeros of v are non-degenerate, we say that v is non-degenerate.
If M is compact, such a vector field has only a finite number of zeroes.

A non-degenerate vector field may be constructed with the help of a Morse
function f, that is, a real smooth function on M such that at each critical
point p of f, there is a coordinate system in which

f=flp)+ Z/\L;l,where i € {£1}.
i=1

If we choose a Riemannian metric on M which is equal to ), dx; ® dx;
in each of these coordinate neighbourhoods, we see that the vector field
grad f equals 3 i, \;x'0; around the critical point p of f, and hence that
v(p,grad f) = [[;=, Xi- The following theorem is Chern’s generalization of
the Gauss-Bonnet theorem to arbitrary orientable compact manifolds. The
form in which we derive it here is not the usual statement of the Gauss-
Bonnet-Theorem, because it is phrased in terms of a definition of the Euler
number in terms of the zeroes of a non-degenerate vector field on M; however,
this agrees with the definition of the Euler number as alternating sum of the
Betti numbers of M, as we will prove in Theorem 4.6.

Theorem 1.56 (Poincare-Hopf). If v is a non-degenerate vector field on
an orientable compact manifold M, then

S u(p,) = (2m) "2 / x(M).
{plv(p)=0} M
In particular, the sum
Eul(M) = Z v(p,v)
{plv(p)=0}

is independent of the non-degenerate vector field; it is called the Euler num-
ber of the manifold.
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Proof. Choose a coordinate chart in a neighbourhood U? of each zero p of v.
In this coordinate chart, the tangent bundle is trivialized, TUP = UP x R™.
The vector field v defines a smooth map from U? to R™ such that v(p) = 0,
with invertible derivative Lp(v) at p. It follows that v maps an open subset
V? of UP diffeomorphically to a small ball B C R™. The orientations on V?
induced by M and by the diffeomorphism v to R™ differ by the sign v(p,v).
‘We may assume the open sets V? to be disjoint. Choose a Riemannian metric
on M which on VP equals the metric induced by the diffeomorphism into R™.
Since M is compact, we see that there is a positive constant € > 0 such that
lv]l > € on the set M\ U, VP.

Let U be the Thom form of T'M, with respect to the given Riemannian
metric and its associated Levi-Civita connection. For each ¢t > 0, we have the

formula
/ v;‘U=/ x(M).
M M

Let ¥ : Ry — [0,1] be any smooth function such that

Y(s) =1 ifs<e?/4
P(s) =0 if s> e,
Then
(1.39) / WU = / (1= p((lol)uU + / (]2 0.
M M ) M
Since v;U is of the form
n
WU = et IvI*/2 Zt"ai,

=0

where o; are differential forms on M, it is rapidly decreasing as a function
of t as t — oo when ||v]|?2 > €2/4. We see that the first integral in (1.39) is
a rapidly decreasing function of t. The second integral is a sum of integrals
over the neighbourhoods V.

On VP, the metric and connection are trivial and v = ELI x'0;, so that

v} Ulys = t"u(p,v)e~ X" /25 A . A dx™.
Thus

[ o =ewp) [ (P a0 o d

v R

Making the change of variables x — t~!x, we see that
lim ¢ / B(|Ix]|2)e P 2dxt A L. A dx™ = (2m)24(0) = (21)™/2.
t—ro00 R~

Taking the sum over the zeroes p of v, the result follows. O
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There is a generalization of this result, to the case where we only assume
that the zeroes of v are isolated.

Definition 1.57. The index v(p,v) of a vector field v on a manifold M at
an isolated zero v(p) = 0 is defined by choosing a coordinate system around
p, in which case v(p,v) is the degree of the map from the sphere S, = {x €
R™ | ||x|| = u} to the unit sphere defined by

X € Sy — |Jv(x)|| " v(x).

The index v(p, v) is an integer which is independent of the coordinate chart
used in its definition, as well as the small parameter u.

‘We can again choose small balls V? around the zeroes of v such that ||v| > €
on the complement of U,V?. The map sending x € VP to v(x) is a covering
map over the set of regular values, and using Sard’s theorem, we see that

/ P(|lv|*)orU = t"V(p,v)f (|lo)2)e® I/ 2dx AL A dx
Ve R™
This is the outline of the proof of the following extension of Theorem 1.56.

Theorem 1.58 (Poincare-Hopf). Ifv is a vector field with isolated zeroes
on a compact oriented even dimensional manifold M, then

S vpw)=@r)2 | x(M).
{plv(p)=0} / M
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Section 5. We have presented the theory of characteristic forms in the con-
text of superconnections, following Quillen. The construction of characteristic
forms for connections is due to Chern and Weil; see Kobayashi-Nomizu. Our
interest is more in the characteristic forms themselves than in their cohomol-
ogy classes. The reader interested in the topological point of view may consult
Bott-Tu [44] and Milnor [85]. This section is also an introduction to Chap-
ter 7, where we define equivariant characteristic forms; thus, the bibliographic
notes of that chapter are relevant here.

Section 6. The results on the Thom form and the Euler form presented here
are due to Mathai and Quillen [81], although we give more direct proofs which
use the Berezin integral. The proof of Theorem 1.56 is close to Chern’s proof
of the Gauss-Bonnet-Chern theorem [47]; we have presented it in such a way
as to show the analogy with the theorems of later chapters. For more on the
proof of the Poincaré-Hopf Theorem 1.58, see Bott and Tu [44].



Chapter 2. Asymptotic Expansion of the Heat Kernel

Given a Riemannian structure on a manifold M, one may construct the scalar
Laplacian A = d*d, which is the operator on the space of functions on M
corresponding to the quadratic form

(F,Af) = fM(df, df)z |da

This operator can be used to study the geometry of the manifold, and is also
important because it arises frequently in physics problems, such as quantum
mechanics and diffusion in curved spaces. All of the eigenfunctions of A are
smooth functions and, if the manifold M is compact, A has a unique self-
adjoint extension. The Laplacian has a heat kernel, which is the function
ki(z,y) on Ry x M x M which solves the equation

Otki(z,y) + Azki(z,y) =0,

subject to the initial condition that lim,_,, k:(x,y) is the Dirac distribution
along the diagonal 6(z,y). It turns out that the heat kernel k;(z,y) is a smooth
function whose behaviour when ¢ becomes small reflects the local geometry
of the manifold M. In particular, there is an approximation to k:(z,y) near
the diagonal, of the form

o
ke(z,y) ~ (4mt) /2= d@0 /8N i (2 ),
1=0

where d(z,y) is the geodesic distance between x and y, the integer n is the
dimension of M, and the functions f;(z,y) are given by explicit formulas when
restricted to the diagonal.

In this chapter, we will construct the heat kernel of a more general class
of operators which generalizes the scalar Laplacian to vector bundles. The
construction is extremely intuitive geometrically, being based on the explicit
formula involving a Gaussian for the heat kernel of the Laplacian on Eu-
clidean space. Since the manifold on which we work is compact, we require
no estimates more sophisticated than the summation of geometric series.

These generalized Laplacians are introduced in Section 1, while the con-
struction of the heat kernel, when M is compact, occupies Sections2-4. In
Section 5, we give some applications, such as the smoothness of eigenfunctions
of generalized Laplacians and the Weyl formula for the asymptotic number
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of eigenfunctions in terms of the volume of the manifold and its dimension.
In Section 6, we discuss the dependence of the heat kernel on the Laplacian if
the coefficients of the Laplacian are varied smoothly.

2.1. Differential Operators

Let M be a manifold, and let £ be a vector bundle over M. The alge-
bra of differential operators on £, denoted by D(M, ), is the subalgebra of
End('(M, £)) generated by elements of I'(M,End(€)) acting by multiplica-
tion on T'(M, £), and the covariant derivatives Vx, where V is any covariant
derivative on £ and X ranges over all vector fields on M. The algebra D(M, £)
has a natural filtration, defined by letting

Di(M,E) =T(M,End(€)) -span{Vx, ... Vx; | j < i}.

We call an element of D;(M, ) an i-th differential order operator. Note that
if D is an i-th order operator and f is a smooth function, then (ad f)*D is a
zeroth order operator.

If A is any filtered algebra, that is, A = |Joy 4; with 4; C A4y and
A;-A; C Aiyj, we may define the associated graded algebra

[oe] o0
grA=> gr, A=) Ai/Ai1

1=0 =0

where the component in degree 4 is gr; A. The projection from the graded
algebra Z;ﬁo A; to grA is called the symbol map, and written o; its com-
ponent in degree i is the projection A; — gr A with kernel A;_;.

We will now apply this formalism to the algebra of differential operators
D(M,E). Let S(TM) be the infinite dimensional graded vector bundle over
M whose fibre at z is the symmetric algebra on T, M.

Proposition 2.1. The associated graded algebra

grD(M,E) = Y Dx(M, €)/Dy-1(M,€)
k=0

to the filtered algebra of differential operators is isomorphic to the space of sec-
tions of the bundle S(TM) ® End(E). The isomorphism oy : gry, D(M,E) —
['(M, S¥(T M) ®End(€)) is given by the following formula: if D € Dy(M, E),
then forx € M and £ € T, M,

(2.1) or(D)(z,€) = lim t~*(e~® . D-e®f)(z) € End(E,),

t— 00

where f is any smooth function on M such that df (x) =&.
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Proof. Let D be the differential operator aVx, ... Vx,, where Xj, ..., X} are
vector fields on M and a € I'(M,End(£)). By Leibniz’s rule, the operator
e~f . D.e"f is a differential operator depending polynomially on t, of the
form
(it)*a(z)(X1(2),€) - . . (Xk(x),£) + OtFY).

It follows that the leading order is a zeroth-order operator, and that the
limit lim, , _t~*(e~® - D-e™f)(z) is independent of which function f with
df (x) = € we choose, and defines a linear isomorphism from gr, D(M, End(£))
to T'(M, S*(TM) ® End(€)). O

By differentiation of (2.1), we see that
\k
—1
ox(D)z.6) = S aa .
If D; € Dy, (M, E), i =1, 2, then

Oky+ka (D1D2)(m’ é) =0k, (Dl)(x’g) *Okg (Dz)(.’l:,f).

We will often write o (D) instead of ok (D), if k is the degree of D.

We may identify I'(M, S(TM) @ End(€)) with the subspace of sections
in I'(T*M,7*End(€)) which are polynomial along the fibres of T*M. A
differential operator D of order k is called elliptic if the section ox(D) €
I'(T*M,n* End(€)) over the cotangent space is invertible over the open set
{(=,€) | £ #0}.

Definition 2.2. Let £ be a vector bundle over a Riemannian manifold M. A

generalized Laplacian on £ is a second-order differential operator H such
that

o2(H)(z,€) = [¢[*.

Clearly, such an operator is elliptic. An equivalent way of stating this
definition is that in any local coordinate system,

H=-— Z 9" (x)0;0; + first-order part,
ij
where g% (x) = (dx?, dx7)x is the metric on the cotangent bundle. By defini-
tion of the symbol, we can characterize a generalized Laplacian as follows:

Proposition 2.3. An operator H is a generalized Laplacian if and only for
any f € C*°(M), .
\ [[H, f]: f] = _2|df|2‘

Let £ be a vector bundle bundle on a Riemannian manifold M, with con-
nection V¢ : T'(M, £) — T'(M, T*M ®E). Since M is Riemannian, it possesses
a canonical connection, the Levi-Civita connection V, by means of which we

define the tensor product connection on the bundle 7*M ® £. In this way, we
obtain an operator

VIMBEGE . (M, E) — T(M, T*M @ T*M ® £)
as the composition of the two covariant derivatives.
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Definition 2.4. The Laplacian A¢ on'I'(M,£) (which we denote by A if
there is no ambiguity) is the second-order differential operator
Afs = — Ty (VT MeEGEy),
Here, we denote by Tr(S) € I'(M,E) the contraction of an element S €
(M, T*M @ T*M ® £) with the metric g € I'(M,TM @ TM).
If se I(M,€) and X and Y are two vector fields, then
(VIMBEVES)(X,Y) = (V& VT = VE,v)s.

If e; is a local orthonormal frame of 7'M, we have the following explicit formula

for A%:
A% = -3 (VEVE - V5....).

On the other hand, with respect to the framing 9/0z; defined by a coordinate
system around a point in M, the operator A® equals

Zg” )(V5.V5, - ZI‘ 5,)s

where I‘" are the components of the Levi-Civita connection, defined by V;0; =
ok I‘” 3k Thus, the Laplacian A€ is a generalized Laplacian.
In particular the scalar Laplacian is given for f € C®°(M) by the formula

Af = —Tx(Vdf) = ngx)(aa Zr{;ak)f.
k

If £ and &; are two bundles on M with connections V¢t and V&2, let A,
A% and A%®% be the Laplacians defined with respect to the connections
V&, V& and V&8 = V& @1 4+ 1 ® V&, The following formula is clear:
for s; € (M, &),

AB®%2(5) @ 55) = (Af151) ® 52 — 2TX(VEs1 ® VE255) + 51 ® A2,

As we will now show, any generalized Laplacian is of the form A® + F,
where A€ is the Laplacian associated to some connection V¢, and F is a
section of the bundle End(€).

Proposition 2.5. If H is a generalized Laplacian on a vector bundle £, there
exists a connection V€ on € such that for any f € C®°(M), [H, f] is the
differential operator whose action on I'(M, E) is given by the formula

(2:2) [H, f] = —2(grad £, V) + Af,

where A is the scalar Laplacian. Furthermore, F = H — Af is a zeroth-order
operator.
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Proof. Let us define an operator V¢ from I'(M, £) to A (M, £) by the formula
(fograd f1,V%s) = } fo(—H(f15) + f1(Hs) + (Af1)s),
for all fo and f; € C*°(M). The relation

A(f1f2) = (Af1)f2 = 2(dfr,df2) + f1(Af2)

and the formula [[H, f1], f2] = —2(df1, df2) implies that this definition is con-
sistent, in the sense that

(fograd(fif2), VEs) = (fofigrad fo + fof2 grad f1, VEs),

and that V¢ is a connection on the bundle &:
[(grad f V£>’ h‘] = [—‘%[H, f] + %A-f’ h] = —‘%[[H’ f]ah] = <gra'dfadh>'

It is now easy to show that F' = H — A€ is a zeroth-order operator: if f is
any smooth function on M, then

[H - Aga f] = Oa
since both [H, f] and [A¢, ] equal —2(grad f, V&) + Af. O

To summarize, a generalized Laplacian is constructed from the following
three pieces of geometric data:

(1) a metric g on M, which determines the second-order piece;

(2) a connection V¢ on the vector bundle £, which determines the first-order
piece;

(3) a section F of the bundle End(€), which determines the zeroth order
piece.

If £ is a vector bundle and £* is its dual vector bundle, then the space
Te(M,E) of compactly supported sections of £ is naturally paired with the
space of sections of £* ® |A|: if we take two sections s; € T'.(M,€) and
sp € I'(M,E* @ |A|), then their pointwise scalar product (s1,s2)4 is a section
of the density bundle |A|, so can be integrated, giving a number f[,,(s1,s2),
the pairing of the two sections. In particular, if £ is a Hermitian bundle, then
the space I's(M, £ ® |A|*/?) has a natural inner-product.

Definition 2.6. (1) If & and & are two vector bundles on M and D :
[(M, &) — I'(M, &) is a differential operator, the formal adjoint D* of D
is the differential operator

D*:T(M, & ® |A]) = T(M, EF @ |A))

/M(Ds, ) = /M(s, D*t)

for s € Tc(M,&1) and t € T'(M, €5 @ |A]).

such that
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(2) If € is a Hermitian vector bundle and D a differential operator acting
on (M, € ® |A|'/?), we say that D is symmetric if it is equal to its formal
adjoint, D = D*.

It is easy to see that the symbol of the formal adjoint D* is equal to
0i(D*) = 0i(D)" @ La]-

Although the bundle |A| has no canonical trivialization, in most of this
book, we will deal with Riemmanian manifolds, which have a canonical no-
where vanishing density |dz| € I'(M, |A]). Using the identification of I'(M, &)
with ['(M, EQ|A|) which results from multiplication by |dz|, the formal adjoint
of D:T'(M, &) — I'(M, &;) becomes an operator D* : I'(M, £5) — T'(M, £F).
However, by taking into account the density bundles, we get the most geo-
metrically invariant formulations of many theorems.

On a Riemannian manifold, the formal adjoint of the exterior differential
d: A*(M) — A*t}(M) is an operator from the bundle A**!TM @ |A| to
the bundle A*TM ® |A|. Using the identification of the bundles A*T*M and
A*TM ®|A| which comes from the Riemannian metric on M, we may identify
it with a map d* : A*t1(M) — A*(M). Thus, d* is defined by the formula

[ @8.a)lasl = [ (8, as),

M M

where o and 3 are compactly supported differential forms on M, and |dz| is
the Riemannian density.

If o is a one-form, then d*a is a function called the divergence of c.
Taking B = 1 in the preceding equation, we see that

(2.3) / d*a|dz| = 0
M

if a is a compactly supported one-form.
If a is a one-form, the function Tr(Ve) is given by the formula

Tx(Va) = Y eia(e;) — a(Ve,es),
i
where e; is a local orthongrmal frame.

Proposition 2.7. The divergence on one-forms is given by the formula
d*a=—-Tr(Va),

and hence for any compactly supported C* one-form o, we have

/ Tr(Va) |dz| = 0.
M
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Proof. If X is a vector field on M, then
VX e'(M, T*"M @ TM) =2 T'(M,End(TM))
is the endomorphism of TM which acts on Y € I'(M,TM) by the formula
(VX)-Y =VyX. Since V is torsion free, we see that
L(X)Y =[X,Y] =VxY - (VX)Y,
hence, using the fact that |dz| is preserved by the Levi-Civita connection, that
L(X)|dz| = Tx(VX)|dz|.
If f € C*°(M), it follows from the formula [, £(X)(f |dz|) = O that

/ X(f) |da| = — / Te(VX)f |da].
M M

If o is the one-form on M corresponding to X under the Riemannian metric
on M, so that X(f) = («, df), we see that

/M<a, df) |dz| = /M X(f)|dz] = — /M Ty(Va)fldz|. O

The following proposition extends the above formula for the divergence, by
giving a formula for d*a in any degree.

Proposition 2.8. Denote by ¢ : T'(M,T*M ® AT*M) — T'(M,AT*M) the
contraction operator on differential forms defined by means of the Rieman-
nian metric on M. Then

d* =—10 vAT‘M

Proof. Since the Levi-Civita covariant derivative is torsion free, we see from
Proposition 1.22 that d = €0 V. Let 8, € AP(M), Bpy1 € APTH(M), and
let o be the one-form given by the formula a(X) = (Bp, t(X)Bp+1). Using
Leibniz’s rule and the fact that at each point x € M, €* = «, we see that

(Evﬂpaﬁp+1)z = —(ﬁp, Lvﬁp+1):c +Tx(Va)g.
Integration over M kills Tr(Va), and we obtain the proposition. [

We will now calculate the formal adjoint of the Laplacian Af. Recall
that the bundle |A|® of s-densities on a Riemannian manifold has a natural
connection, which preserves the canonical section |dz|®. If A®IA" is the
Laplacian associated to the connection VE®IA" on the bundle £ ® |A|*, we
have

AP®IN’ (8]dz)|®) = (A®¢)|dz|°.
Because of the following result, it is often more natural to write formulas with
half-densities. Let f {81, 82) denote the natural pairing between a compactly
supported section s; of the bundle £ ® |A|}/2, and a section s; of the bundle
£* ® |A|Y/2. We consider on the bundle £* the connection V¢~ dual to the
connection V¢ on £.
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Proposition 2.9. If s1 is a compactly supported C2-section of EQ|A|M? and
so is a C2-section of £* ® |A|/2, then

1/2 * 1/2
[ @0 sy ) = [ (o1, 450
M M
1/2 . 1/2
=/ Tr(VEBIA 5| GETRIAIM g )
M

where the last inner product is defined using the natural pairing between
T*MQE and T*M Q@ £*.

Proof. If we apply the Levi-Civita covariant derivative V to the density
(V£®|Al” %51, 82)z, We obtain the continuous section of T*M ® T*M

1/2
V(VEBIA 51 89)0 =

- 1/2 1/2 1/2 . 1/2
<vT MRER|A| V£®|A| s1, 32)1: + <VE®|A] Sl,Vg ®|A| S2)

Z

so that
T‘[‘(V(Vé.@[All/zsl? 32)):” =

1/2 1/2 * 1/2
— (AEBINE ) 5p)p + Tr(VESIA g e 8IM gy .

|1/2

By Proposition 2.7, the term Tr(V(VE®IA

s1, sz))m vanishes after integra-
tion over M. [

If £ has a Hermitian metric, then the bundle £* is naturally identified with
£, and there is a natural inner product on the space I'(M, £ ® |A|*/2). In this
situation, the above proposition has the following consequence.

Corollary 2.10. If the connection V on & is compatible with the Hermi-
tian metric on &, then the Laplacian AEBIAM? 40 the bundle £ ® |A|1/ 2 is
symmetric with respect to the inner product on T'(M, € ® |A|*/?).

Applying Proposition 2.9 with £ = M x C the trivial line bundle, we see in
particular that the scalar Laplacian satisfies

[ @s.nal= [ @,d)ldal,
M M

or, in other words, Af = d*df.

In the following lemma, we collect some formulas for the Laplacian on the
bundle of half-densities in normal coordinates x ~ exp, x around a point
zo. These formulas involve the function j(x) on T, M defined in Chapter1
by the property that the pull-back of the volume form dz on M by the map
exp,, equals j(x) dx, or, in other words,

5(x) = | det(dx expg,)| = det/?(gi;(x)).
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The reader should beware the distinction between the symbol z, denoting any
coordinate system on the manifold M, and x, denoting coordinates on the
tangent space T, M, or normal coordinates on M.

Let R be the radial vector field R = " x%0,:. Denote the Laplacians on
functions and on half-densities by A.

Proposition 2.11. In normal coordinates x around zq, we have
(1) V(fldx|*/?) = (df — 3f - d(log))|dx|*/?, for f € C=(M).
(2) A(fldx|"?) = ((51/2 0 A o 5=1/2)f ) |dx|*/2.

(3) Allx|[? = ~2(n + R(log ))-

(4) If q4(x) is the time-dependent half-density on a normal coordinate chart
in M centred at zq given by the formula

g (x) = (47rt)‘“/2e—|IXI12/4t |dx|2,

then
(8 + A — §M2(A-j7H2))g = 0.

Proof. Parts (1) and (2) follow from the formula
V(j*?|dx|*?) = V|dz|*/? = 0.
To prove (3), we use integration by parts: if ¢ € C(T,, M), then
[ lxiP) i dx = [ (@0, dlxiP) i) ax = 2 [ (R#) i(x)
here we have used that (d||x||2,d¢)/2 = R¢, which is a consequence of Propo-

sition1.27 (3). Since the adjoint of the vector field R with respect to the
density |dx| is —n — R, we see that

J @Al i) dx = =2 [ 0+ (108 1) #(x) () dx.
As for (4), Leibniz’s rule shows that A(e~IXI*/4t|dx|1/2) equals
A(e—IIXII2/4t)|dx|1/2 + t—le—llxll’/4tvﬂldxll/2 + e—llXII2/4tA|dx|l/2
and that A(e~IIXI*/4t) equals
LI/ + R(log 1)) ~ ¢ x|?).

From these formulas, it is easy to show that (8; + A — jY/2(A-571/2))q,
vanishes. [
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2.2. The Heat Kernel on Euclidean Space

Let V = R be the standard Euclidean vector space of dimension one, and let
dZ
A=—Za
be its Laplacian. If
a(x,y) = (drt) Y/ 212,
it is easy to check that
é]
(5 +8x) txy) =0

where Ay denotes the Laplacian acting in the variable x. This equation is a
special case of Proposition2.11 (4), since j(x) =1 on R.
We will need the following lemma.

Lemma 2.12. The Gaussian integrals

a(k) = (4#)‘1/2/ e~ 14k dy
R

are given by the formula

B,
ak) = { (k21 ©
0, k odd.

Proof. Consider the generating function
o tk 2
At =3 Latk) = @m)~12 / e~V /4t gy,
R

1
= K

By the change of variables u = v — 2t, we see that this integral is equal to
A(t) = (4m)~1/2 / e gy = o
R
from which the lemma easily follows. [

Define the norm on C%-functions by
Jélle = sup sup| -2 ()|
¢ kgg xeg dxk ’
Let Q; be the operator on functions on R defined by
@) = [ a(xy)oy) dy

= (amt) /2 [ o9y dy.
R
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Proposition 2.13. Let £ be an even number. If ¢ is a function on R with
|¢]le+1 finite, then

HQ”S Z( t)¢ Ak¢||so(te/z+1)_

Proof. The change of ;rariables y = x + t*/2y shows that
(@B)x) = (am) ™/ [ &= g0+ /7).
R

If |||l e41 < o0, Taylor’s formula

£k 41 1
d(x+v) =Z%¢(k)(x) +%—/0 (1—t)8 ) (x 4 tw) dt

k=0
shows that

|v|£+1t(e+1)/2

¢ +£/20) - Zt 00 < e
k=0

Thus,
: th/2 () (e+1)/2
“Qt¢‘k§:“(k)_k1 #00)|| < 0@H/2).
=0

The proposition follows immediately from this estimate and the formula of
Lemma2.12 for a(k). O

In this chapter, we will show that there is an analogue of the function
g+(x,y) on any compact Riemannian manifold, and also that the analogue of
the above proposition holds.

In Section 5.2, we will use the fact that on any Euclidean vector space V,
if ¢ € C°(V), there is an asymptotic expansion in powers of t1/2,

/ e~11*/48 84 da ~ (4mt)dim(V)/2 i(_t)’“(A%)(O)
v

k=0

which we will denote by

asymp 2
/ el /4t () 4
14

This is proved by the same change of variables as was used in the proof of
the Proposition 2.13.
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2.3. Heat Kernels

In this section, we will define the heat kernel of a generalized Laplacian on a
bundle £ ® |A|}/2 over a compact Riemannian manifold M. As background to
this definition, let us recall the kernel theorem of Schwartz. If £ is a bundle on
a compact manifold M, the space I'~>°(M, £) of generalized sections of a
vector bundle £ is defined as the topological dual space of the space of smooth
sections I'(M, £*®|A|). There is a natural embedding T'(M, £) C I'~°(M, €).
We will denote by || - ||¢ @ C*-norm on the space I'*(M, €) of C*-sections of a
vector bundle £ on M or on M x M.

Let £ and &; be vector bundles on M, and let pr; and pry be the pro-
jections from M x M onto the first and second factor M respectively. We
denote by &; X & the vector bundle

pri& ®@pry &
over M x M.

We will call a section p € I'(M x M, (F®|A|Y/?) R (£* ®|A['/?)) a kernel.
Using p, we may define an operator

P:T~%(M,E ® |AIY?) — T(M, F ® |A[Y?)
by
(Ps)(z) = / p(z,9) s(u)-
yEM

By this, we mean that (Ps)(z) is the pairing of the distribution s(-) in
I'-°(M, € @ |A|*/?) with the smooth function p(z,-) € (M, E* ® |A[/2).
An operator with a smooth kernel will be called a smoothing operator.
Clearly, the composition of two operators P;, P» with smooth kernels p;, p2
is the operator with smooth kernel

p(z,y) = / @m0

p1(z, 2)p2(2, ) is a density in z, so can be integrated.
The following form of the Schwartz kernel theorem gives a characteri-
zation of operators with smooth kernels.

Proposition 2.14. The map which assigns to the kernel p(z,y) the corre-
sponding operator s — Ps is an isomorphism between the space of kernels
D(M x M,(F® |AIY?) R (£* ® |A]*/?)) and the space of bounded linear op-
erators from T=°(M, € ® |A|*?) to T'(M,F ® |A|*?).

We will sometimes use Dirac’s notation for the kernel of an operator P:
if z and y lie in M, then the kernel of an operator P at (z,y) € M x M is
written (z | P | y), so that

(2.4) (P4)(z) = /y (=Pl
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There are two quite different ways to investigate the heat kernel of H, that
is, the kernel attached to the operator e~*¥ (t > 0) by the kernel theorem:

(1) If H is symmetric, if we can show that the operator H has a self-
adjoint extension_I:I that is bounded below, then by the spectral theorem,
the operator e~t¥ which we will simply denote by e tH  is well defined
as a bounded operator on the Hilbert space of square integrable sections of
£ ® |A]2. If, in addition, we can show that e~*# extends to an operator
which maps distributional sections to smooth sections, then it follows by the
kernel theorem that the kernel of e~t¥ is smooth.

(2) The other method, which we will follow, starts by proving the existence
of a smooth kernel p;(z,y) which possesses the properties that the kernel
of the operator e~*# should possess, without first constructing the operator
H. The advantage of this method is that it gives more information about the
operator e ~*H than the first method, is more closely related to the geometry of
H, is technically more elementary, and does not require that H be symmetric.

The following definition summarizes the properties that the kernel of an
operator e~ *¥ must have.

Definition 2.15. Let H be a generalized Laplacian on £ ® |A|'/2. A heat
kernel for H is a continuous section p;(z,y) of the bundle (£® |A|*/?)R(£*®
|A|2/2) over Ry x M x M, satisfying the following properties:
(1) ps(z,y) is C* with respect to ¢, that is, dps(x,y)/dt is continuous in

(t, z,y);
(2) pe(z,vy) is C? with respect to x, that is, the partial derivatives

8%py(x,y)
OxioxI

are continuous in (¢, x,y) for any coordinate system x;

(3) pi(z,y) satisfies the heat equation

(8 + Hy) pe(z,9) = 0;
(4) pi(z,y) satisfies the boundary condition at ¢t = 0: if s is a smooth section
of £ ® |A|}/2, then
lim P;s = s.

t—0
Here we denote by P; the operator defined by the kernel p;, and the limit

is meant in the uniform norm ||s||o = sup,exs [|s(z)||, for any metric on
E.

Our first task is to prove that the heat kernel is unique. We consider the
formal adjoint H* of H, which is a generalized Laplacian on £* ® |A[*/2.

Lemma 2.16. Assume that the operator H* has a heat kernel, which we
denote by p¥. If s(t, ) is a map from R, to the space of sections of £ ®|A|*/?



76 2. Asymptotic Expansion of the Heat Kernel

which is C! in t and C? in z, such that lim, ,,s: = 0 and which satisfies
the heat equation (0, + H)s; =0, then sy = 0.

Proof. Tf s1(t,-) and sy(t,-) are C? sections of £ ® |A|*/2 for each t > 0, we
have

/ (Hs(t, ), 52(t,)) = / (516, ), H*sa(t, ))-
M M

For any w in I'(M, £* @ |A|*/?), consider the function
s6)= [ (5(6,2), 3oz, 3)u(v))
(zy)EMXM

where 0 < 8 < t. Differentiating with respect to § and using the heat equation
Definition 2.15 (3), we see that f(#) is constant. By considering the limits
when 6 tends to t and to 0, we obtain

/ (s(t,z),u(z)) =0
zEM

for every u € T'(M,£* @ |A|*/?), so that s, =0 for all ¢ > 0. O

Using this lemma, we obtain the following result.

Proposition 2.17. (1) Suppose there exists a heat kernel p; for the operator
H*. Then there is at most one heat kernel p, for H.

(2) Suppose there exist heat kernels p; for H*, and p; for H. Then pi(z,y) =
(Pt (y, )"

(3) Suppose there exist heat kernels p} for H*, and p; for H. Then the
operators Pys(z) = [,, ps(z,vy)s(y) dy form a semi-group.

Proof. Consider f(8) = [,,((Pss)(z), (Py_gu)(z)) for 0 < 6 < t, where s and
u are smooth sections of I'(M, £ ® |A|'/2); as before, this is independent of 8
and we obtain

(Pis,u) = (s, Ffu)

by considering limits. This proves (1) and (2). A

To show the semigroup property, we must show that if s € T(M, E®|A|/?)
and 6 > 0, then the unique solution s; of the heat equation for H with
boundary condition lim,_,, s; = Pss is given by P;44s; but this follows from
the lemma. O
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2.4. Construction of the Heat Kernel

On R™, the scalar heat kernel is given by the exact formula
iz, y) = (4mt)~"/ 2~ Nl=-vl* /4t

For an arbitrary Riemannian manifold M and bundle &, it is usually impossi-
ble to find an exact expression for the heat kernel p;(z,y). However, for many
problems, the use of an approximate solution is sufficient. The true kernel
pe is then calculated from the approximate solution by a convergent iterative
procedure.

In order to describe this technique, let us consider the following finite
dimensional analogue of the construction of p;. Let V be a finite dimensional
vector space with a linear endomorphism H (we have in mind here though
that V = I'(M, £E®|A|*/?) and H = A" 4 F): we would like to construct
the family of operators P, = e~tH,

Suppose that we are given a function K; : Ry — End(V) which is an
approximate solution of the heat equation for small ¢ in the sense that:

dK;

R; = - + HK; = O(t*), for some a >0,

and such that Ko = 1; such a function is also called a parametrix for the heat
equation. The function R; is called the remainder.

Definition 2.18. The k-simplex Ay is the following subset of R¥:
{(f1y... ) |0<ty <tp...<t <1}, .
Often, we will parametrize Ay by the coordinates
go=t1, 0i=tiy1—ti, O =1—1,

which satisfy g9 +---+0x =1 and 0 < g; < 1. For t > 0, we will write tAg
for the rescaled simplex

{(f1,... tk) |0 <ty <tg...<tp <t}

Let vx be the volume of Ay for the Lebesgue measure dt; ...dtg. Since
vo =1 and

1 1
Vk =/ vol(tx Ag—1) dit =/ th=lyp_1dty = ”"k‘l,
0 0

we see that v, = 1/k!. The rapid decay of vx will be important in the following
proofs, when we must show that certain series converge.

Theorem 2.19. Let QF : Ry — End(V) be defined by the integral

Qf = Kt-thtk-tk—1 e th'-thtl dtl e dtk;
tAx
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in particular, QY = K;. Then the sum of the convergent series 3_;~.q(—1)*QF
is equal to P, = et and P, = K; + O(t1T2).

Proof. The fundamental theorem of calculus shows that the derivative of the
convolution fg a(t — s)b(s) ds with respect to ¢ equals

ot £%(t — 8)b(s) ds + a(0)b(t).

If we apply this with a(s) = K, and b(s) = R(¥)(s) defined by
R¥)(s) = / Re_ty_, .- Riy_t,Rs, dty ... dtx_1,
$Ak-1

then since Ky = 1, we obtain
(ds + H)QF = R*+1(2) + R®)(¢).

Thus, the sum with respect to k telescopes:

(de-+ H) S (-1QE =0,

k=0
To estimate P; — K for small £, we use the uniform bounds over tA,
|Kt—tk[ <Co and |Rti+1-ti| < Ctaa
which lead to the bound
tk
TC-!.
It is clear from this that the series defining P; converges, and that P, =
Kt + O(t1+a), O

An important special case of this formula is the Volterra series for the
exponential of a perturbed operator: if H = Hy + H; € End(V) and K; =
e~ tHo we see that R; = (d/dt + H)e tHo = Hie tHo and we obtain

oo
e—t(Ho+H1) — e—tHo + Z(—l)k-[k,
k=1 '

k
Q¥ < COC"t’““%, since vol(tAg) =

where
Ik=/ e'(t't")H°H1e"(t“'t‘°-‘)H°...Hle‘t1H° dty...dtg.
tAg

This formula implies in particular that

oo

e_t(Ho+H1) — Z(_t)k/ e—aotHoHle—zntHo . .Hle_a"tH‘) d0'1 . dO’k
A

k=0 k

1
(2.5) = ¢ tHo —t/ e otHof e~ (1=o)tHo o o
0
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If H, is a one-parameter smooth family in End(V), by setting Hy = H, and
H, = edH, /dz we obtain the following formula for the derivative of e~tH=:

t
diz_(e—tH,) - _ /0 e—(t—s)H,%e—sH,ds'

‘We now turn to implementing this method in the case which interests
us, namely V = D(M,€ ® |A|}/2) and H = AZ®IAY? L F In formulas
which follow, we will omit the notation dt; ... dt, for the Lebesgue measure
on tAg, since this is the only measure which we will consider on this space.
Imitating the above method in an infinite dimensional setting, the steps in the
construction of the heat kernel are:

(1) Construction of an approximate solution k:(z,y), and study of the
remainder r4(z,y) = (0; + Hy)ki(z,y);

(2) Proof of convergence of the series

(2.6)

[o ]
Z(*l)k / / kit (T, 2k)Tth~ti_1 (2ky Zk—1) - - - T2, (21,9)
k=0 tAx J ME

to the heat kernel p;(z,y).

The construction of k; will be performed in the next section, by solving
the heat equation in a formal power series in t. For the moment, we will
only use the properties of the approximate solution k:(z,y) summarized in
the following theorem, which will be proved in the next section.

Theorem 2.20. For every positive integer N, there erists a smooth one-
parameter family of smooth kernels kN (x,y) such that, for every integer £

(1) for everyT > 0, the corresponding operators K; form a uniformly bounded
family of operators on the space T¢(M,E ® |A|Y/?) for 0 <t < T;

(2) for every s € T4(M, € ® |A|*2), we have lim,_,, Kis = s with respect to
the norm || - ||¢;

(3) the kernel ri(x,y) = (8; + Hz)k{ (z,y) satisfies the estimate
lIrelle < C(g)EN-/D=42,

We fix N and write k; for k;N . For such a kernel k;, we would like to
consider the operator

k
Q: = Ki—t Rty—tpy --- Rty
tAg

defined by the kefnel

Qic (xa y) = / / kt—tk (fl), zk)rtk—tk_l (zka zk—l) oo Tty (Z]_, y)
tAy J Mk

‘We will first prove that if IV is chosen large enough, this integral is convergent
and that the kernel g is differentiable to some order depending on N. To do
this, we need some estimates.
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Consider the kernel
T’f+1 (xi y) = / / rt-tk (xa zk)rtk—tk_1 (Zk, zk—l) e Ty (ZI) y)
tA, J Mk

Lemma 2.21. If N satisfies N > (n + £)/2, then r¥* is of class C with
respect to T and y, and

”Tf+1 ”e < Ck-l—l t(k+1)(N—n/2)—£/2 VOI(M)ktk/k!

Proof. If N > (n + £)/2, the section (z,y) — 7¢(z,y) and its derivatives up

to order £ extend continuously to ¢t = 0, so that the integral defining r¥+? is

convergent. Now, the uniform estimates of the integrand over tAy lead to the
result, the factor t*/k! being equal to the volume of tA;. O

We now turn to the estimation of ¢f(z,y) and its derivatives.

Lemma 2.22. Assume that N > (n+£)/2, and that £ > 1.
(1) The kernel qf(m, y) is of class C¢ with respect to x andy, and there exists
a constant C such that
llgflle < CC*vol(M)k-1 kN =n/D=t/2¢k /(f; — 1)]

for every k > 1.
(2) The kernel gf(z,y) is of class C* with respect to t, and

(8: + Hz)af (z,y) =it (z,y) + ¥ (z,y).

Proof. We write the kernel ¢f in the following form:

aF(z,y) = /ot (/zeM ko o(z, 2)r¥ (2, y)) ds.

Since composition with the kernel ks defines a uniformly bounded family of
operators on I'¥(£ ® |A|}/?), the section

bt.m) = [ k(e rke)
zZEM

depends continuously on s € [0,t], as do its derivatives up to order £ with
respect to z and y. Furthermore, b(t,t,z,y) = rf(z,y); also

0+ Holbltisa) = [ (o, rh(a2) =¥z,
zEM
so that b(t,s,z,y) is differentiable with respect to ¢, and O;b(t, s, z,y) is a
continuous function of s € [0,¢]. The proof of (2) now follows by differentiating
af(z,y) = fot b(t, s, z,y)ds with respect to t.

To prove (1), we use the uniform boundedness of K, which shows that for
0<s<t,

Ib(t, $)lle < C'|r]le-
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Combining this with Lemma 2.21, we obtain
lb(t, ) ||e < C'CREFN=1/2=E/2 yo)(MYe—1R=1 /(K — 1)
from which (1) follows. O

The following theorem shows that we can construct a heat kernel p; starting
from the approximate kernel k;.

Theorem 2.23. Assume that the kernel k;’v (z,y) satisfies the conditions of
Theorem2.20 with N >n/2 + 1.

(1) For any £ such that N > (n+ £+ 1)/2 the series

0]

pt(xa y) = Z(_l)ka(m:y)

k=0

converges in the || - || g+1-norm (over M x M) and defines a C*-map from
Ry to T4M x M, (€ ® |A|*?) R (E* ® |A|}/?)) which satisfies the heat
equation

(0t + Hz)pe(z,y) = 0.

(2) The kernel k¥ approximates p; in the sense that
|88 (py — kN)||e = O(EN-MD=k=8/241)  yhen t — 0.
(3) The kernel p; is a heat kernel for the operator H.

Proof. Our estimate on ||gF(z,y)|le+1 proves the absolute convergence of the
series defining p;(z,y) in the Banach space ['**!, uniformly with respect to
t. From the equation 8;¢f = r¥*! 4+ rk — H,qF, we obtain bounds for the
derivative with respect to ¢ in the C¢ norm. This shows the convergence of
the series 3°(—1)*8;qF in I'%, uniformly with respect to ¢, and the equation
(8; + Hy)pt(z,y) = 0 follows from the same telescoping as in Theorem 2.19.
To show (3), we must show that p; satisfies the initial condition of a heat
kernel. However, we know that k¥ satisfies this initial condition, so that (3)
follows from (2). 0O

2.5. The Formal Solution

Let H = AS8IA"* L F be a generalized Laplacian on the bundle £ ® |A[*/2
over a compact manifold M. In this section, we will denote the connection Ve
on & simply by V. We denote by |dz|'/? the canonical half-density associated
to the Riemannian metric on M. To construct an approximate solution to the
heat equation for H, we start by finding a formal solution to the heat equation
as a series of the form

o0
ke(z,y) = q:(z,9) Y t'0i(z, y, H) [dy| /2,

=0
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where the coefficients (z,y) — ®;(z,y, H) are smooth sections of the bundle
ERE* defined in a neighbourhood of the diagonal of M x M and g; is modelled
on the Euclidean heat kernel: in normal coordinates around y (z = exp, x),

0:(z,y) = (4mt) "/ 271X/ % g /2
— (47rt)-n/2e—d(z,y)2/4tj(x)-—1/2ldz|1/2_

(The precise definition of a formal solution is given below). We fix y € M and
write g; for the section & — g;(z,y) of the bundle [A|*/2. Abusing notation
once more, we denote by j1/2 the function on M around y given by j1/2(z) =
§(x)"/? if £ = exp, x.

To show the existence of a formal solution of the heat equation, we will

make use of the following formula. Here, we write H for the operator s +—
|dz|~Y/2. H - s|dz|*/? on ['(M, £).

Proposition 2.24. Let B be the operator acting on sections of £ in a neigh-
bourhood of y defined by the formula

B=jY20Hoj /2
Then, for any time dependent section s; of £,
(Bt + H)stqt = ((8t + t—IVR + B)St)qt.

Proof. Let t — s; be a smooth map from R, to the space of smooth sections
of £ around y. By Leibniz’s rule, we see that

(0 + H)(5tqt) = (8¢ + H)st)ge — 2(Vst, Vi) + 5¢((0¢ + A)ge),

where A is the scalar Laplacian. Proposition2.11 gives explicit formulas for
the last two terms:

-2V = (t7'R + d(log j))as,
(0 + A)gy = jl/z(AJ'—l/z)Qt-

From this, we see that
(0 + H)(s1a:) = (0 + H +t 7V + Vaog + 57/2(A5 %))t av.
By Leibniz’s rule again, we obtain
Y20 Hoj~V2 = H + Viog + MM O

Proposition 2.24 makes clear what we mean by a formal solution of the heat
equation.
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Definition 2.25. Let ®;(z,y) be a formal power series in t whose coefficients
are smooth sections of £ & £* defined in a neighbourhood of the diagonal of
M x M. We will say that g;(z,y)®:(z,y)|dy|"/? is a formal solution of the
heat equation around y if £ — ®:(z,y), considered as a section of the bundle
& ® & over a neighbourhood of y in M, satisfies the equation

(8 +t™'Vr + B)®;(-,y) = 0.

We can now prove the existence and uniqueness of the formal solution of
the heat equation. Let z and y be sufficiently close points in M, and write
z = exp, X for x € Ty M. Denote by 7(z,y) : &, — €, the parallel transport
along the geodesic curve z; = exp, sx : [0,1] — M.

Theorem 2.26. There exists a unique formal solution k:(z,y) of the heat
equation
(0 + Hy)ki(z,y) =0

of the form

o

kt(xa y) = Qt(x, y) Ztiéi(xa Y, H) |dyl1/2)

=0
such that ®o(y,y,H) = I¢, € End(£,). We have the following explicit for-
mula for ®;:

T(xa y)_].@i(xay) = —/0 Si—lT(xsvy)—l(Bz 'éi—l)(xm y)dS

In particular, ®o(z,y) = 7(z,y).
Proof. In the left side of the equation

o]
(8 +t7'Vr + Bs) ) | t'®i(z,y, H) =0,
=0
we set the coefficients of each t! equal to zero. This gives the system of
equations:

Vr®e=0
(V'R + i)@i =-B;®;,_, ifi>0.
Moreover, we know that ®o(y,y, H) = I¢, € End(&,), and that ®;(z,y,H)
should be continuous at z = y.

The parallel transport 7(z,y) : £ — &, along the geodesic x5 = exp, sx :
[0,1] — M satisfies the differential equation Vg7 = 0 with boundary condi-
tion 7(y,y) = 1, and we see that ®¢(z,y, H) = 7(z, y)-

To obtain a formula for ®; in terms of ®;_;, we consider the function

¢1;($) = siéi(xm Y, H)

where z, = exp, sx. Then ¢;(0) = 0 and Vg/4,¢0; = —s*"1(B:®i_1)(2s,9),
and we obtain the required explicit formula for ®;. O
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Example 2.27. We can use the explicit iterative formula for ®;(x,y) given
above to calculate the subleading term ®,(z, ) in the asymptotic expansion
of ki(z,y) on the diagonal. We have

®,(z,z) = —(B- o) (z, x).
However, since &y(z,y) = 7(x,y), we see that
& (z,z) = — (/A + F)j*?)(z, ).

Using Proposition 1.28, we see easily that this function equals %r m(z)—F(z),
where 77 (z) is the scalar curvature of M.

Consider the &;-valued function on T, M defined by
Ui(x,y, H) = T(exp, x,y)"1<I>i(expy x,y, H) xeT,M.

Let L be the differential operator which acts on the space of £y-valued func-
tions on M around y, defined by the formula

(Lg)(z) = 7(z,y) ' Ba(7(z,y)6(2))-

Then we see that

1
Ui(xyy5H) = _/ sz—l(LUi—l)(xsay)d&
0

where z, = exp, sx. It is clear from Propositions1.18 and 1.28 that the
coefficients U; o(y, H) in the Taylor expansion

> Ui aly, H)x®

of the function x — U;(x,y, H) are polynomials in the covariant derivatives
at y of the Riemannian curvature, the curvature of the bundle £, and the
potential F', since this is true of the Taylor coefficients of the coefficients of
the operator L at y.

Definition 2.28. If ¢ : Ry — [0,1] is a smooth function such that
=1, ifs<e?/4,

Y(s)=0, ifs>e?

we will call ¢ a cut-off function.

We will now use the formal solution to the heat equation to construct an
approximate solution k¥ (z,y) satisfying the properties given in Theorem 2.20.
To do this, we truncate the formal series and extend it from the diagonal to
all of M x M by means of a cut-off function 1(d(z,y)?) along the diagonal,
where the small constant € is chosen smaller than the injectivity radius of
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the manifold; thus, the exponential map is a diffeomorphism for |x| < . We
define the approxiamte solution by the formula

N
(2.7) kY (2,y) = ¥(d(2,9)?) gz, v) Y t'®y(x,y, H)|dy|*/2
i=0
In the next theorem, we will prove that k¥ possesses the properties that
were used to construct the true heat kernel in Section 3. Indeed, we will see
that it satisfies somewhat stronger estimates than were stated in Theorem 2.20.

Theorem 2.29. Let £ be an even positive integer.
(1) For any T > 0 the kernels kN, 0 <t < T, define a uniformly bounded
family of operators KN on T¢(M,€ ® |A|*/?), and
lim [|[K¥s - s||, = 0.
tin()” s —s|,

(2) There exist differential operators Dy, of order less than or equal to 2k such
that Dy is the identity and such that for any s € T¢H1(M, € ® |A|Y/?),
. £/2—j
KNg— th “ — O+ D/2-4y,
| &S f\:‘o Dys|, = Ot )

(3) The kernel ¥ (z,y) = (8 + Hy )k} (z,y) satisfies the estimates
”atrt ||e<Ct(N /D -k=t/2)
for some constant C depending on £ and k.

Proof. We fix N and write K, for the operator corresponding to the kernel
kN . In a neighbourhood of the diagonal, we write y = exp, y, with y € T, M,
and identify &, to £, by parallel transport along the unique geodesic joining
zand y. Ifsisa sectlon of £€® |A|'/?, we denote by s(z,y) the function of
y such that s(y) = s(z,y)|dy|*/?. We see that

(Kes)(@) = @rty™2 [ b 1S 8o, y)s(e,y)ldy]|  daf

=0
with smooth compactly supported coefficients
(z,y) — ¥i(z,y) € End(&;)

Furthermore, ¥o(z,0) = I¢, .

The statement of the theorem is local in z, so we can assume that the vector
spaces £, and T, M are fixed vector spaces E and V. The change of variables
y =tY2y on V shows that (K;s)(z) equals

(47r)—n/2/ ~llwli? /4Zt¢ (z,t"%v)s(z, t?v)dv ® |dz|'/2,
=0

from which (1) follows.
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By Taylor’s Theorem, there exist differential operators Dy, of order less
than 2k such that

|1¥s - 56Dy, = 04
k=0

A similar argument may be used to estimate the C?%-norm of

¢/2—j
KtNS— Z tkaS.
k=0

The bound on 7 (z,y) follows from the formula for kY by means of Propo-
sition 2.24, which shows that

N
¥ (z,9) = (8 + 7' V= + Bz) - ($(d(z,9)*) D t'®i(z, ¥, H)))ae(2, v)-

=0

The right-hand side in this formula is made up of two kinds of terms, those
which involve at least one differentiation of the factor ¥(d(z,y)?), and those
which only involve time derivatives or derivatives of the functions ®;. The
first type vanishes for d(z,y) < £/2 and so is very easy to estimate, since for
d(z,y) >¢e/2

82 (d(z, y)?)e~ 4=V /4 = O(tF),

for any k. From the system of differential equations defining the functions ®;,
we see that the terms which do not involve a derivative of 1 (d(x,y)?) cancel,
except for one remaining term equal to

tVgy(x, ) (Bs®n)(2, 1),

which may be bounded by t"~"/2. The argument used to bound the deriva-
tives of r¢(z,y) is similar, once one observes that

e/t =t~ (2 /t)e™/t = O(t7Y),
aze—:rﬂ/t — t—1/2(__2x/t1/2)e—x2/t — O(t—l/2). O

As a consequence of Theorems 2.29 and 2.23, we have now proved the
existence of a C%-heat kernel, for any operator H = AEOIAY® L P and any
£. From the unicity of the heat kernel (Proposition2.17) it follows that the
heat kernel p;(z,y, H) is smooth as a function of (z,y). The heat equation
(0¢ + Hz)pe(z,y) = 0 implies of course that it is smooth as a function of
(t, z,y).

Let us summarize the properties of the heat kernel that will be used in the
proof of the local index theorem.
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Theorem 2.30. Let p(z,y, H) be the heat kernel of the generalized Lapla-
cian H = AE@IMY" L . There exist smooth sections ®; € D(M x M,ERE*)

such that, for every N > n = dim(M)/2, the kernel kY (z,y, H) defined by
the formula

(4mt)~"/2em @) 4ty (2, 1)) Et‘ (z,y, H) j(z,y)"/?|dz|"/* ® |dy|*/2
=0

is asymptotic to pi(z,y, H):
1185 (py (2, y, H) — kY (2, y, H))|le = O(tN—n/2-4/2ky,

The leading term ®o(z,y, H) is equal to the parallel transport 7(z,y) : £y —
&, with respect to the connection associated to H along the unique geodesic
joining r and y.

If s € T(M,€ ® |A|Y/?) is a smooth section of £ ® |A|}/2, we see from
Theorem 2.29 that P;s, defined by

(Po)@) = [ pile,v B)s(w)
yeEM :
has an asymptotic expansion in I'(M, £ ® |A|}/2) with respect to t of the form

S t*Dgs. The heat equation (8/0t+H)P;s = 0 implies that Dy, = (—H)*/k!.
Thus, we obtain the following estimate:

(2.8) “Pts - i (—_i—‘H)—s

i=0"

— O(tk'H).

This asymptotic expansion justifies writing e~ tH for the operator P;.

2.6. The Trace of the Heat Kernel

In this section, we will derive some of the consequences of the existence of a
heat kernel for an operator of the form H = AfGAM? L B T particular, we
show that if H is symmetric, then it has a unique self-adjoint extension H in
the space of square-integrable sections of the bundle £ ® |A| /2 and the kernel
of the operator e~t# is the heat kernel p;(z,y, H) of H.

We first recall some elementary facts on trace class operators on a Hilbert
space. Let H be a Hilbert space with orthonormal basis e;. An operator Ais
a Hilbert-Schmidt operator if

Al Z [l Aes® = Z |(Aes, )

is finite. The number ||A||xs is called the Hilbert-Schmidt norm of A. If A is
a Hilbert-Schmidt operator, so is its adjoint A* and ||A|lus = ||A*||us; also,



88 2. Asymptotic Expansion of the Heat Kernel

if U is a bounded operator on H and A is an Hilbert-Schmidt operator, then
UA and AU are Hilbert-Schmidt operators and ||[UA[las < ||U|| ||Allas- If A
and B are Hilbert-Schmidt operators, then for any orthonormal basis e; of H,

> |(ABei, )] < [|Allss| Bllss-

Let M be a compact manifold and let £ be a Hermitian vector bundle on
M, and denote by T'z2(M,E ® |A|'/?) the Hilbert space of square-integrable
sections of £ ® |A|'/2. We will also frequently consider the Hilbert space
T'12(M,E) where M is a compact manifold with canonical smooth positive
density (for example, a Riemannian manifold with the Riemannian density).

Lemma 2.31. The topological vector space underlying T'r2(M,€ @ |A|*/?) is
independent of the metric on &, although the metric on I'r2(M, € ® |A|Y/?)
depends of course on the metric on €. Similarly, the topological vector space
underlying T'r2 (M, E) is independent of the metric on € and the density on
M.

Proof. If hy(,-) and ha(-,-) are two metrics on &£, then there is an invertible
section A € I'(M, End(€)) such that h; (s, s) = hao(As, As) for all s € I'(M, €).
Since A and A~! induce bounded operators on I'z2(M,E ® |A|}/2), the first
part of the lemma follows.

If w; and wy are two smooth positive densities on M, then there is an
everywhere positive function ¢ € C*°(M) such that w; = ¢w,. Since mul-
tiplication by ¢*/2 and ¢~%/2 induce bounded operators on I'z2(M, ), the
independence of this space on the density on M follows. O

An operator K with square-integrable kernel
k(z,y) € T2 (M x M, (E® |A]/?) R (€ ® |A'/%))
is Hilbert-Schmidt, and

29 1K= [ To(ha) K@)
(z,y)EM XM
as follows from the definition of the Hilbert-Schmidt norm,

K[ = 3" [(Kei e

In particular, we see that the heat kernel p; of a generalized Laplacian H is
the kernel of a Hilbert-Schmidt operator for all ¢ > 0.

An operator K is said to be trace-class if it has the form AB, where
A and B are Hilbert-Schmidt. For such an operator, the sum 3.(Ke;, €;)
is absolutely summable, and the number }.(Ke;,e;) is independent of the
Hilbert basis; it is called the trace of K:

Tr(K) = Y (Kei ).

1
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Note that if A and B are Hilbert-Schmidt, then Tr(AB*) = (A4, B)ys; also
(2.10) Tr(AB) =Tr(BA) = Y (Ae;,e;)(Bej, e:).

ij
Observe that the restriction of the bundle (£ ® |A|/?) R (£ ® |A|*/2) on
M x M to the diagonal is isomorphic to End(€) ® |A|. If

a(z,y) e T(M x M, (E Q@ |A|V?) R (€ ® |A|Y?))

is a smooth kernel on M x M, denote by Tr(a(z, z)) the section of |A| obtained
by taking the pointwise trace of a(z,z) € I'(M,End(€) ® |A|) acting on the
bundle €.

Proposition 2.32. For all t > 0, the operator P, with kernel p; the heat
kernel of a generalized Laplacian on a compact manifold M 1is trace class,
with trace given by the formula

Tx(P;) = /eM Tr(ps(z, z)).-

Proof. This follows from the fact that P, = (P, /2)2, and the fact that Py, is
Hilbert-Schmidt. The trace of P; is given by the formula

Te(F1) = (Pe/2s Prya) s

= f pt/2(x"y)pt/2('y7$)
(z,y)EM?2

= / pi(z,z). O
TzEM

Let H = A%@IA"* L Fhea generalized Laplacian on £, and consider the
operator H as an unbounded operator on I'z2(M,€ ® |A]*/?) with domain
equal to the space of smooth sections of £ ® |A|*/2; its formal adjoint H* will
also be considered on the same domain.

Proposition 2.33. The closure of H* is equal to the adjoint of the operator
H with domain T'(M, € ® |A|Y?). In particular, if H is symmetric, then it
is essentially self-adjoint; in other words, H is a self-adjoint extension of H,
and is the only one.

Proof. Consider the action of the formal adjoint H* on the space of distribu-
tional sections of £ ® |A|'/2. It is clear that the domain of the adjoint of H
is . )
D={seTl(ME®|ANY?) | H*s € T2 (M, £ @ |A|Y?)},

where H*s is defined in the distributional sense. Thus, we need to prove that
for s € D, there is a sequence s, of smooth sections of £ ® [A|'/2 such that s,
converges to s and H*s,, converges to H*s in T'z2 (M, £ ® |A|}/?). We will do
this using the operators P; with kernel py(z, y, H); first, we need two lemmas.
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Lemma 2.34. If s € T'z2(M,€ ® |A|/?), then lim,_,,P;s = s in the L?-
norm.

Proof. If ¢ is a continuous section of £ ® |A|}/2, we know that P;¢ converges

to ¢ in the uniform norm, and hence in the L?-norm. Writing s = (s — @) + ¢,
we see that

| Pes — sllzz < ||Pi(s — @)Lz + | Pep — dllz2 + s — ol

Thus, it suffices to establish that the operators P; are uniformly bounded on
Fr2(M,E @ |A|*?) for small t.

Theorem 2.30 shows that it is enough to prove the lemma for the operator
Q¢ associated to the kernel g, (z,y)|dz|*/? ® |dy|'/? with

qe(z,y) = (4mt) "/ 2e= 4= bty d(z, y)?) | de| /2 © |dy[M2.

There exists a constant C such that [,/ |g:(z,y)|dy < C for t > 0. By
Schwarz’s inequality, we see that if f € [z2(M,E ® |A|Y/2),

J| [ a@uswaf s [([aenw)([aerr) e
<c¢ [ [aewifeiaday <cifP. o

Lemma 2.35. If s € D and P} is the operator with kernel p;(z,y, H*) =
pe(y,x, H)*, then H*P}s = P}H*s.

Proof. If s € I'(M,£€ ® |A|'/?), we have HP,s = P,Hs, since both sides
satisfy the heat equation and P;s — s converges uniformly to 0 as well as all
its derivatives, when t — 0. Taking adjoints, we see that P H* = H*P; on
[~°(M, £ ® |A|/?), and in particular on D. O

Given s, we may take the sections s, to be given by P}, s. Asn — oo,
the first lemma shows that s, — s in I'z2, while the second shows that
H*s, = P}, H*s, which again converges to H*s by the first lemma.

Applying this result with H replaced by its formal adjoint H*, we see
that the closure of H with domain ['(M, £ ® |A|*/?) is the adjoint of H*. In
particular, if H is symmetric, that is H = H*, then H is self-adjoint, and we
obtain Proposition2.33. O

From now on, we consider only the case in which H is symmetric. If we
simultaneously diagonalize the trace-class self-adjoint operators P;, we obtain
a Hilbert basis of eigensections ¢;; the semigroup property for P, now implies
that for some \; € R,

Pups = ey,
Since P,; is a smooth section of € ® |A|'/2, we see that the eigensections ¢;
are smooth. The eigenvalues \; are bounded below, since the operators P; are
bounded. The fact that the function P;¢; satisfies the heat equation implies
that H¢; = A\i¢;. Furthermore, since the operators P; are trace-class, we see
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that 3, e~ is finite for each t > 0. This shows that the spectrum of H is
discrete with finite multiplicity. Thus, we have proved the following result:

Proposition 2.36. If H is a symmetric generalized Laplacian, then the op-
erator P, is equal to e~*H. The operator H has discrete spectrum, bounded
below, and each eigenspace is finite dimensional, with eigenvectors given by
smooth sections of £ ® |A|/2.

We will not be very careful about distinguishing between the operator H
and its closure H, and will write e~*¥ for the operator P, = e~*H. From the
spectral decomposition of H it follows that

pi(z,y) = Z e~ ¢ (z) ® ¢;(y).

Proposition 2.37. If H is a generalized Laplacian, and if Pg ) is the pro-
jection onto the eigenfunctions of H with positive eigenvalue, then for each
£ € N, there exists a constant C(£) > 0 such that for t sufficiently large,

{2 | Po,cc)e ™™ Po,oo) | ¥)lle < C(£)e™™1/2,
where Ay is the smallest non-zero eigenvalue of H.
Proof. For t large, we may write

(2| Po,ocoye™ ™ Plo,0o) | 9)

= k1/2(2, 21)(21 | Po,ooye™ T VH P ooy | 22)k1/2(22, 7).
(z1,22)EM?2

The kernel k; 5(x,y) is smooth, so we only have to show that

/<z e (2 | Pro,ccye™ " VH Pig a0y | y)I? < Cem™u.

However, the left-hand side is nothing but the square of the Hilbert-Schmidt
norm of P(O,oo)e‘(t‘l)HP(o’oo). Thus, if 0 < Ay < Ay < ... are the positive
eigenvalues of H, repeated according to their multiplicities, we must show

that
26—2(t—1))\j S Ce—-tAl.
j21

Thus, we see for ¢ large that

Z e—2(t—l)>\j S (Z e—(t—2)>\j) -sup e—tAj

=1 i>1 21
< (Z e-(t—z),\j) LTt < (Z e—,\,-) Le—th
i>1 3

= (/GM <1: \ P(O,oo)e—HP(O,oo) l $>) '6_0\1‘ o
x
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In particular, if H is positive, that is, if it is non-negative and has vanishing
kernel, then P(g ) is the identity, and each £ € N, there exists a constant
C(£) > 0 such that for ¢ sufficiently large,

Ipe(z, 9)le < C(e)e™/2,

where A; is the smallest eigenvalue of H.

The Green operator G of a positive generalized Laplacian H is by def-
inition the inverse of H on I'y>(M,€ ® |A|'/?). Clearly G is bounded on
Tr2(M,E ® |A]Y/2). In the following theorem, we discuss the properties of G.

Theorem 2.38. Assume that H is a positive generalized Laplacian. Let G
be the inverse of H on T'z2(M,E ® |A|*/2). Then we have the integral repre-
sentation

k 1 ® _tH k-1
G = m [ t dt
-1 Jo

for each natural number k. The operator G* has a C* kernel for k > 1 +
(dim(M) + £)/2.

Proof. If k > 1, define the operator G* by the integral

k 1 & tH k-1
G* = (k—l)—' e t dt.
T A

If ¢ is an eigenfunction of H with eigenvalue ), it is easy to see that the
operator G* applied to ¢ equals

e, e Y ( /0 etk dt) = A7

We will show that for k& sufficiently large, the integral
| k 1 k-1
- —_— v

converges and defines a kernel which is in fact the kernel of the operator G*.
We start by splitting the integral into two pieces,

1 ! 1 ®©
k = k-1 - k—1
9" (z,y) = (k—1)!/0 pe(z, y)t" " dt + (k—l)!/l pe(z, y)t" " dt.

We bound the first integral by means of the following lemma.

Lemma 2.39. The family of kernels t*'p,(z,y), (t < 1), is uniformly
bounded in the C*-norm when k > 1+ (£ +n)/2.
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Proof. Using the asymptotic expansion for the heat kernel p;(z,y), we see
that it suffices to prove the lemma for the kernel

%(z,) = Y(d(z,y))t~ S0 2emdlea) /e,

where 7 is a smooth function on R, which equals 1 near zero and 0 in
[€2,00). Using the fact that |9%e~4(=¥)*/4t| < Ct=lol/2 it is easily seen
that for k > 1 + (£ + n)/2, the family of kernels t*~19%¢;(z,y) is uniformly
continuous for 0 <t <1l,a<{ O

‘We will complete the proof by showing that the second integral converges
to a smooth kernel, using Proposition 2.37. Indeed, for any C%¢-norm,

_1 [ . CO) [ ook
(k—l)!/1 Ips(z, y) | t* 1 dt < (kfi)‘/l emth/2 k=1 gy

which is finite. O

In Section 9.6, we will extend this theorem to fractional powers of the Green
operator.

It is straightforward to extend this theorem to an arbitrary self-adjoint
generalized Laplacian H. We define the Green operator of H to be the inverse
of H on ker(H)', and to vanish on ker(H). The integral representation of
G is similar to the above one, except that we must handle the non-positive
eigenvalues separately: if A_,, < --- < A_; < 0 are the strictly negative
eigenvalues of H, and if Py, is the projection onto the eigenspace of H with -
eigenvalue )\;, then we see that

1 ° Z’"
(211) Gk = m / P(Q,oo)e_thk_l dt + (A-i)_kp_xi,
*J0

i=1
Since the operators P_j, are smoothing operators, the estimates on the kernel
of G* may be carried out in exactly the same fashion as when H is positive.
The above theorem has the following important consequence, known as
elliptic regularity.

Corollary 2.40. Let H be a symmetric generalized Laplacian on € ® |A|Y/2.

(1) If s € Tp2(M, E @ |A|*?) is such that H*s, in the sense of generalized
sections, is square-integrable for all k, then s is smooth.

(2) If A is a bounded operator on 12 (M, € ® |A|*/?) which commutes with
H, and if s € (M, E ® |A|Y/?) is smooth, then As € T(M,E ® |A|*?) is
smooth.

Proof. We may assume that H is positive by adding a large positive constant
to H. It follows that 1 = G*¥ o H* = H* o G*.

Since G* commutes with H, we see that s = GFHFs. By hypothesis,
HFs is square-integrable, hence by the above estimates, G¥H¥s lies in C* for
£ <2k —n—1. Letting k tend to oo, we obtain the first part.
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The second part is proved in an analogous way, using the formula
As=(G* o HF 0 A)s = (G* 0 Ao H*)s.

If s € T(M, E®|A|Y/?) is smooth, then so is Hs; in particular, Hs is square-
integrable. Since A is bounded on the Hilbert space I'12(M,E @ |A|*/?), we
see that AH*s € T'12(M, € ® |A|/2). It follows that As = G*(AHFs) is C*
for £ < 2k — dim(M) — 1. Taking k large, we obtain the result. O

It follows from Theorem 2.30 and the asymptotic expansion of p;(z, y) that
the trace of the heat operator et possesses an asymptotic expansion in a
Laurent series in t!/2 for small ¢:

Tr(e tH) =/M’I‘r(pt(:c,x ~ (47t) nﬁZt’/ Tr(®;(z,z,H)) dz

i=0

In particular, using the fact that ®q(z,z, H) is equal to I, we obtain Weyl’s
Theorem.

Theorem 2.41 (Weyl). Let \; be the eigenvalues of H, each counted with
multiplicities. Then ast — 0, we have the asymptotic formula for the Laplace
transform of the spectral measure of H:

3 e = (4mt) T2 rk(€) vol(M) + Ot~ 1),

Note that, at least in principle, it is possible to compute all the coefficients
®;(z,z, H) in the asymptotic expansion of the heat kernel p:(z,y) explicitly,
so that we can, if we desire, obtain a full asymptotic expansion for the Laplace
transform of the spectral measure of H.

It is possible to derive from this theorem information about the asymp-
totic distribution of the eigenvalues of H at infinity, by means of Karamata’s
Theorem.

Theorem 2.42 (Karamata). Let du()\) be a positive measure on R, such
that the integral
(o]
/ e~ du())
0
converges for t > 0, and such that

(oo}
lim ¢* /0 e du()\) =C

t—0

for some positive constants a and C. If f(z) is a continuous function on the
unit interval [0, 1], then

lim ta/ f _t>‘ —t)‘ d“ / f —t)ta—l -t dt

t—0
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Proof. By Weierstrass’s Theorem, we can approximate the function f(z) ar-
bitrarily closely by a polynomial p:

|f(z) —p(z)| <e forz e [0,1].

It follows that it suffices to prove the limit formula for polynomials on the
unit interval, and, in fact, for the monomial f(z) = z*. But this is a straight-
forward calculation: on the one hand,

{0 o]
lim ¢* / e~ D gy (\) = C(k +1)"%,

t—0 0
while on the other,
c / ® o ktyam1 -
— e ktga—le=t gt
L(a) Jo
also equals C(k+1)"%. O

Using Karamata’s Theorem we obtain the following restatement of Weyl’s
theorem.

Corollary 2.43. If N()\) is the number of eigenvalues of H that are less
than A, then
tk(E) vol(M) /2
(4m)/2C(n/2+1)"
Proof. Taking in Karamata’s Theorem a decreasing sequence of continuous

functions converging to the function equal to z~! on the interval [1/e, 1] and
zero on the interval [0,1/e), we see that

e C [ c
I ta/ d A=—/t°‘"dt=————.
o’ Jo 1Y) T@) Jo Tla+1)

The corollary follows by considering a constant a such that H + a is positive,
and applying the above result to the spectral measure u = 3,6y, of H + a,
for which o = n/2 and C = (47)~™/2rk(E) vol(M). O

N ~

It is interesting to see how this works in the simplest possible case, where
M is equal to the circle of circumference 2w, and H is the scalar Laplacian
A. The eigenvalues of the Laplacian are A = 0, with multiplicity 1, and the
squares A = n? (n > 1), with multiplicity 2. It follows that N()\) = [2v/X+1].
On the other hand, Weyl’s Theorem tells us that

vol(S1)
NN~ s

and it is easily checked that the coefficient of v/X equals 2 (since vol(S )y =2r
and I'(3/2) = /7/2).
In the next proposition, we will extend the formula for the trace of the heat

kernel to any operator with smooth kernel. The proof is an application of the
Green operator.
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Proposition 2.44. If A is an operator with smooth kernel
a(z,y) €eT(M x M,([EQAM*)R(E® |A[/2)),

then A 1is trace class, with trace given by the formula

Tr(A) = /  Te(a(z2).

Proof. Let H be a positive generalized Laplacian on the bundle £, with Green
operator G. By Theorem 2.38, the operator G* has continuous kernel for
k > 1+ (dim(M)/2), and hence is Hilbert-Schmidt.

The operator Ay associated to the smooth kernel HFa(z,y) is Hilbert-
Schmidt, as is any operator with smooth kernel, and A = G* Ay, is the product
of two Hilbert-Schmidt operators and hence is trace class. The trace of A is
now easy to calculate:

Tr(A) = Tr(G* Ay)

= / gk(xa y)HSa(y,m)
(z,y)EM?

=/;6Ma(:1:,x). a

Let D be a differential operator acting on I'(M, £ ® |[A|/?). If K is an
operator with smooth kernel, then so are DK and K D, and hence they are
trace class. More precisely, the operator DK has smooth kernel D, k(z,y)
while integration by parts shows that KD has smooth kernel D;k(:z:, ).

Proposition 2.45. Let D be a differential operator acting on the bundle £.
If K is an operator with smooth kernel, then Tr(DK) = Tr(K D).

Proof. Choose a positive generalized Laplacian on the bundle £, and let G
be its Green operator. For sufficiently large N, the operator DG¥ has a
continuous kernel, and hence is a Hilbert-Schmidt operator. Thus,
Tr(DK) = Tr(DGN)(HN K)) = TY((HN K)(DGN)) by (2.10)
=Tr(HNKD)GY) = Tx(GN(HNKD)) = Tx(KD). O

Let us construct an asymptotic expansion for the kernel of the operator
DP,;, where D is a differential operator.

Proposition 2.46. If P; is the heat kernel of a generalized Laplacian H and
D is a differential operator of degree m on the bundle £, then there exist
smooth kernels ¥;(x,y, H, D) such that the kernel (z | DP; | y) satisfies

H<m | DP; | y) ~ he(z,y) i t0,(z,y, H, D)“ = O(tN-"?),

i=—m
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where hy(x,y) = (4nt)~™/2e=4=0)* /4t (d(x, y)?) |dz| V2 ® |dy|'/2, and ¥ is a
cut-off function.

Proof. If we apply the differential operator 8/9x; to the Euclidean heat kernel

q(x,y) = (dmt) "/ 2e— v I/ 4t

we obtain

Xi — ¥i
_Qt(x7Y) 2t 1"

By induction, we see that 82¢; has the form

(x—y)°
Balxy) =axy) D €63~ JATe
[Bl4+25< ||

The proof now follows by combining this with Theorem 2.30. O

From the proof of Proposition 2.46, we see that the restriction of the kernel
of the operator DP; to the diagonal has the form

[o ]
(mt)™?2 N~ t'W(z,x, H,D)|dz],
i=—[m/2)
since the restriction of the coefficients ¥;(z,y, H, D) to the diagonal vanishes

for i < —m/2. It follows that the trace Tr(DP;) has an asymptotic expansion

of the form
o0

Tr(DP,) ~ (4mt)™™% 3" tla,
i=—[m/2]
where
a,-=/ V,(z,z, H, D) |dz|.
M

It is also possible to give an asymptotic expansion of the trace of the
operator K P;, if K is a smoothing operator on I'(M, £ ® |A|*/2).

Proposition 2.47. There is an asymptotic expansion of the form
[e o]
Tr(KP,) ~ Tr(K) +  _ t'a;.
i=1

Proof. Let k(z,y) |dz|*/? ® |dy|*/? be the kernel of K, and let k, € I'(M, £)
be the section z + k(z,y). Since Tr(KP;) = Tr(PK), we see that

Te(KP,) = / (Pka) () |dal.
M
Applying the asymptotic expansion (2.8), we see that
oo T
—t)*H*
Ptky"’z( )I ky,

(2

1=0
from which the proposition follows. O
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2.7. Heat Kernels Depending on a Parameter

Let M be a compact manifold and let £ be a vector bundle over M. Let
(H? | z € R), be a smooth family of generalized Laplacians; in other words,
we are given the following data, from which we construct the generalized
Laplacians H? in the canonical way:

(1) a family g, of Riemannian metrics on M depending smoothly on 2z € R;

(2) a family of connections V* = V¢ + w? on the bundle £, where w? is a
family of one-forms in A'(M,End(€)) depending smoothly on z € R;

(3) a smooth family of potentials F* € I'(M, End(£)).

Our goal in this section is to prove the following result.

Theorem 2.48. If H? is a smooth family of generalized Laplacians, then
for each t > 0, the corresponding family of heat kernels pi(x,y,2) defines
a smooth family of smoothing operators on the bundle £. Furthermore, the
derivative of pi(z,y, 2z) with respect to z is given by Duhamel’s formula

d ’ .
o)== [ ([ pes@in DOH w0 ) ds
z 0 VyiEM

alternatively, writing this in operator form, we have

t
9 umr _ / e~ =H (5, ;H*)e™*H" ds.
62 0

As a first step in the proof, we will prove a result about the dependence of
the formal heat kernel of the family H? on the parameter 2. Since we are only
interested in results local in z, we may assume without loss of generality that
the injectivity radius is everywhere bounded below by € > 0. Let ¢ : R, —
[0,1] be a cut-off function.

Lemma 2.49. For eacht > 0, the formal solution kN (z,y, z) = kN (z,y, H?)
depends smoothly on z. Given T > 0 and z lying in a compact subset of R,
the family of kernels 8JkN (z,y,2), 0 < t < T, form a uniformly bounded
collection of operators on T*(M,E ® |A|Y?) for each £ > 0.

Proof. Consider the explicit formula for k¥ (z,y, 2):

N
(dmt) 26 d= @D ity(d (2, 4)2) Y 0i(x, y, 2)57 2 (2, y) |doa M ? |dy| 2.

=0

In this formula, d,(z,y)? is the distance between z and y € M, j,(z,y) is
the Jacobian of the exponential map, and |d,z| is the Riemannian volume,
all with respect to the Riemannian metric g,. All of these objects depend
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smoothly on 2, as does the parallel transport 7%(z, y) in £ with respect to the
connection VZ.

We can show, by induction on %, that the terms ®;(z, y, z) in the asymptotic
expansion depend smoothly on z near the diagonal in M x M. Indeed, we
have the following formula for ®;(z,y, z) in terms of ®;_;(z, y, 2):

1
(2,9) 7 @iz, y, 2) = —/0 $7H (24, y) 7t (B - @i1)(2s, Y, 2) ds.

It remains to observe that the operator B* depends smoothly on z, as is clear
from the formula

B = jl/20 H? o j71/2,
The proof of uniform boundedness of the kernels kN (z,y, 2) for z in a
compact subset of R is the same as in the proof of Theorem 2.29. O

We now turn to the proof of Theorem 2.48.
Proof. Consider the formula for p;(z,y, z),

=)
Z(_t)k/ / k%t(muylaz)rcﬁt(yl,ymZ)...Tﬁt(yk,y,z)’
k=0 Ak (Y15 Y6 ) EME

where ¥ (z,y,2) = (8; + HZ)k] (z,y,2). By Lemma2.49, we know that
¥ (z,vy, z) depends smoothly on 2. From now on, restrict z to lie in a bounded
interval. It is easy to see that r{¥ satisfies the uniform estimate

=
Ozm
where the C-norm is that of [¢(M x M, (£ ® |A|Y?) R (€ ® |A|V/?)).

Consider the space of all families of C¢-sections of £ ® |A|'/2 which are C*
in the parameter z, with norm

> |5l
= 0z™ e
Application of the operator K} (z) with kernel kY (z,y,2), 0 <t < 1, gives a

uniformly bounded family of linear operators for this norm; this follows from
the fact that the operator 07* KN (z) equals

Hz < C(e)EN—n/2=42-m

i m . A .

> () @i @por,

3=0

combined with the fact that the family 8JK}¥(2) is uniformly bounded on
T¢(M,E ® |A|*/?) for t € [0,1]. Thus, we see that the series for 87ps(z, v, 2)
converges uniformly in the C*-norm as long as N > m + (£ + n)/2. Since N
is arbitrary, this proves the smoothness of p;(z,y, 2) in z.
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Let us now prove Duhamel’s formula for dp;(z,y, 2) /0z. Let ¢ be a smooth
section of £® |A|1/ 2, If we apply the operator 8; + H? to the section 8,P?¢ €
T'(M, £ ® |A|*/?), we obtain

(8 + H?)0, P ¢ = 0,(0; + H*)Pf ¢ — (0, H*)P{ ¢
= —(0,H?)P{¢.

From this, it is easy to see that

z a 2 t a Z
400 = 5 BE@ + [ [ o OH 10,2 902 ds

satisfies the heat equation (8;+H?)AZ = 0. We will show that AZ(z) converges

to zero as t — 0; by the uniqueness of solutions to the heat equation, it follows

. that it vanishes. Since ¢ is an arbitrary element of I'(M, € ® |A|}/2), this
proves Duhamel’s formula.

We have the following asymptotic expansion for PZ¢ in (M, £ ® |A|*/2):

O HZ)k
Ptz¢NZ( tk' ) ¢
k=0

Furthermore, we may take derivatives of both sides of this asymptotic expan-
sion for 87" PZ¢. In particular,

lim (/yeM b%—pt(x,y, z)¢(y)) =0.

t—0

On the other hand, the section
/ Pt-s(s Y1, 2) (02 H®)y, Ps (Y1, Y2, 2) H(y2)
(y1,y2)EM?

is a smooth function of (s,t,z, 2), and hence

t
lim ( / Pt—s(> Y1, 2)(0:H?)y, 05 (y1, Y2, 2) ¢(yz)) ds=0. O
t—0J0 N(y1,y2)EM?

The following corollary will be used repeatedly in the rest of the book.

Corollary 2.50. If H? is a one-parameter smooth family of generalized La-
placians on a vector bundle £ over a compact manifold, then

% Str (e"tHz) =—t Str(aa—liz-e'mz).

Proof. If ps(x,y, 2) is the kernel of the operator e~*¥" | then Duhamel’s for-
mula shows that .

a t
apt(rc,y,Z) = - / f Pt—s(Z, Y1, 2)(0: H?)y, 05 (y1,9, 2) ds.
: 0 Jy1EM
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Taking the supertrace of both sides gives

0 —tH*\ __ ¢ (s—t)H* OH* —sH?*
% Str(e )= —-/0 Str(e 35 ¢ ) ds

= —At Str(a—;l;e"tm) ds,

from which the result is clear, since the integrand is independent of s. [
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Chapter 3. Clifford Modules and Dirac Operators

In this chapter, we begin the study of Dirac operators, which are a gener-
alization of the operator discovered by Dirac in his study of the quantum
mechanics of the electron.

The problem that Dirac asked was the following (he was actually working
in four-dimensional Minkowski space and not in a Riemannian manifold):
what are the first-order differential operators whose square is the Laplacian?
Generalizing the question, one is motivated to ask: if M is a manifold and
£ is a vector bundle over M, what are the first-order differential operators D
whose square is a generalized Laplacian on I'(M, £)?

At this level of generality, the answer is quite easy to give. The operator
D, if written in local coordinates, takes the form

D= a*(z)d + b(x),
k

where a*(z) and b(z) are sections of End(£), and it is easily seen that
3 a¥(z)8y transforms as a section of the bundle Hom(T*M, End(£)); this
section is —i times the symbol of D introduced in Chapter 2,

o(0) (2,3 €ede*) =i ak(@)é.
k k
The square of D is

D? = 1) (d'(z)a’(z) + o (z)a’(z))0;0; + first order operator,
9
so that D? is a generalized Laplacian if and only if for any € and n € T*. M,
we have
(a(z),€){(a(z), n) + (a(z), M){a(z), §) = —2(£, M),

where (-,-); is the metric on T", M. This is the defining relation for the
Clifford algebra of T*,M, which we introduce in Sectionl, and study the
representations of in Section 2.

In Sections 3-5, we will define and study the notion of a generalized Dirac
operator, and in particular, introduce the index, which is our main object of
interest in this book. Our general application of the term “Dirac operator”
should be carefully distinguished from its more usual use, which reserves
this name for the operators introduced by Lichnerowicz and Atiyah-Singer,
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which act on a twisted spinor bundle. We will discuss this special case in
Section 6. Also in Section 6, we show how some of other the classical operators
of differential geometry are generalized Dirac operators, such as d+ d* on a
Riemannian manifold, and & + 8* on a Kahler manifold.

3.1. The Clifford Algebra

The first step in defining the Dirac operator is to understand the linear algebra
underlying it: the Clifford algebra.

Definition 3.1. Let V be a real vector space with quadratic form @ (which
need not be non-degenerate). The Clifford algebra of (V,Q), denoted by
C(V,Q), is the algebra over R generated by V with the relations

v-w+w-v=—2Q(v,w) forvandwinV,
in other words, v? = —Q(v) for allv € V.

When Q is fixed, we may write C(V') for C(V,Q), and abbreviate Q(a, b)
to (a,b).

The Clifford. algebra of (V,Q) is the solution to the following universal
problem.

Proposition 3.2. If A is an algebra andc: V — A is a linear map satisfying
c(w)e(v) + c(v)e(w) = —2Q(v, w),

for allv,w € V, then there is a unique algebra homomorphism from C(V, Q)
to A extending the given map from V to A.

The Clifford algebra may be realized as the quotient of the tensor algebra
T(V) by the ideal generated by the set

Jo={v@w+w®v+2Q(v,w) |v,weV}

Observe that the algebra T'(V) is a Zs-graded algebra, or superalgebra,
with Z,-grading obtained from the natural N-grading after reduction mod 2.
Since the generating set of the above ideal is contained in the evenly graded
subalgebra of T'(V), it follows that C(V) itself is a superalgebra, C(V) =
CH(VYe C~(V), with V C C~ (V). We will mainly consider modules over
R or C for the Clifford algebra which are Zs-graded, by which we mean that-
the module E is a superspace E = E* @ E~, and the Clifford action is even
with respect to this grading:

C*(V)-E* C E*,
C~(V)-E* c E¥F.

Since the algebra T'(V') carries a natural action of the group O(V,Q) of
linear maps on V preserving the quadratic form @ and the above ideal is
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invariant under this action, it follows that the Clifford algebra carries a natural
action of O(V, Q) as well.

Let a — a* be the anti-automorphism of T(V) such that v € V is sent
to —v. Since the ideal Jg is stable under this map, we obtain an anti-
automorphism a — a* of C(V).

Definition 3.3. If Q is a positive-definite quadratic form, we say that a
Clifford module E of C(V) with an inner-product is self-adjoint if c(a*) =
c¢(a)*. This is equivalent to the operators c(v), v € V, being skew-adjoint.

We will denote by c(v) the action of an element of V' on a Clifford module
of C(V), and in particular, on the Clifford algebra C(V) itself. If E is a
Zsy-graded Clifford module, we denote by Endc(vy(E) the algebra of endo-
morphisms of E supercommuting with the action of C(V).

Our first example of a Clifford module is the exterior algebra of V. To
define the Clifford module action of C(V) on AV, by the above lemma, we
need only specify how V acts on AV. To do this, we introduce the notations
e(v)a for the exterior product of v with «, and (v) for the contraction with
the covector Q(v,-) € V*. We now define the Clifford action by the formula

(3.1) c(v)a = e(v)a — t(v)o.
To check that this defines a Clifford module action on AV, we use the formula
(3.2) e()(w) + t(w)e(v) = Q(v,w).

If Q is positive-definite, the operator ¢(v) is the adjoint of €(v), so that the
Clifford module AV is self-adjoint.

Definition 3.4. The symbol map o : C(V) — AV is defined in terms of
the Clifford module structure on AV by

a(a) = c(a)l € AV,

where 1 € AV is the identity in the exterior algebra AV. Note that o (1) = 1.

Let e; be an orthogonal basis of V, and denote by c; the element of C(V)
corresponding to e;.

Proposition 3.5. The symbol map o has an inverse, denoted ¢ : AV —
C(V), which is given by the formula

clei, A-.. Aey) =iy ... Cij.

We call ¢ the quantization map. It follows that C(V) has the same
dimension as AV, namely 24™(V) In fact, o is an isomorphism of Z,-graded
O(V)-modules.
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The Clifford algebra has a natural increasing filtration C(V') = |, Ci(V),
defined as the smallest filtration such that

CO(V) = Ra
Gi(V)y=VeR

It follows that a € C(V) lies in C;(V) if and only if it lies in the span of
elements of the form v, . .. v, where v; € V and k < i. The following result is
analogous to the identification of gr D(M, £) with sections of S(T'M)QEnd(£)
in the theory of differential operators; in fact, these two results are unified in
the theory of supermanifolds.

Proposition 3.6. The associated graded algebra gr C(V) is naturally iso-
morphic to the exterior algebra AV, the isomorphism being given by sending
Vi A...Av; € AV to gi(vy - -v;) € gr; C(V).

The symbol map o extends the symbol map o; : C;(V) — gr; C(V) 2 AV,
in the sense that if a € C;(V), then o(a)p;) = oi(a). The filtration C;(V') may
be written

1
Ci(V) =) _ c(a*V).

k=0

Using o, the Clifford algebra C(V) may be identified with the exterior
algebra AV with a twisted, or quantized, multiplication o -g 8. We will need
the following formula later: if v € V and a € C(V), then

(3.3) o([v,a]) = —2u(v)o(a)

We will now show that if V is a real vector space with positive-definite
scalar product, then there is a natural embedding of the Lie algebra so(V)
into C(V).

Proposition 3.7. The space C%(V) = c(A2?V) is a Lie subalgebra of C(V),
with bracket the commutator in C(V). It is isomorphic to the Lie algebra
s0(V), under the map 7 : C*(V) — s0(V) obtained by letting a € C%(V) act
on CY(V) 2V by the adjoint action:

7(a)-v = [a,v].

Proof. Tt is easy to check that the map 7(a) really does preserve C*(V), so
defines a Lie algebra homomorphism from C2(V) to gl(V). To see that it
maps into so(V'), observe that

Q(r(a) -v,w) + Qv, 7(a) -w) = ~3(la,v),w] - 3{o, [a,u]).

Since [[v, w],a] = 0, Jacobi’s identity shows that this vanishes.
The map 7 must be an isomorphism, since it is injective and since the
dimensions of C%(V') and s0(V') are the same, namely n(n — 1)/2. O
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We will make constant use in this book of the fact that a matrix A € so(V)
corresponds to the Clifford element

(3.4) 7 1(4) =} Z(Aei, ej)cic;.

i<j
Note the following confusing fact: if we identify A with an element of A%V
by the standard isomorphism

Aeso(V)— Z(Aei,ej)e,- Aej,
i<j
then c(A) equals
c(4) =) (Aei,e5)cics,
i<j
which differs from 771(A4) by a factor of two.

If a € C(V), then we may form its exponential in C(V'), which we will
denote by exps(a); on the other hand, if @ € AV, we can exponentiate it in
AV, to form expy ().

Let a € A2V and consider the exponential exp, a in the algebra AV. If T
is the Berezin integral on AV introduced in (1.28), then by Proposition 1.36,
we have the following result.

Lemma 3.8. Assume thatV is even-dimensional and oriented. Ifa € C*(V),
so that o(a) € A%V, then

T(expy o(a)) = 2~ 4m(V)/2 4et/2(r(a)).

We will often use the following formula for the exponential of an element of
C?(V) inside C(V). If v and w are vectors in V such that (v,v) = (w,w) =1
and (v,w) =0, then

t
expg t(v-w) = Z F(v-w)k
k=0 "
= cost + (sint)v - w.

(3.5)

If we are given a Lie subalgebra of the Lie algebra underlying a finite
dimensional algebra, then we can exponentiate it inside this algebra to obtain
an associated Lie group.

Definition 3.9. The group Spin(V') is the group obtained by exponentiating
the Lie algebra C%(V') inside the Clifford algebra C(V').

The adjoint action 7 of C?(V) on V exponentiates to an orthogonal action
still denoted by 7 of Spin(V') on V.. For g € Spin(V) and v € V, we have the
fundamental relation

(3.6) gug™t =7(g) - v.
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Indeed, writing g = exp(a) with a € A2V, we see from the fact that [a,v] =
7(a)v that expg(a)vexps(a)~! = exp(7(a)) - v.

Proposition 3.10. If dim(V) > 1, the homomorphism
7: Spin(V) — SO(V)
is a double covering.

Proof. The map 7 is clearly surjective, since the exponential map is surjective
on SO(V). Let g € Spin(V) be such that 7(g) = 1. Then [g,v] = 0 for all
v € V. Formula (3.3) implies that ¢(v)o(g) = 0 for all v € V, so that g is a
scalar.

If dim(V) > 1, then ~1 € Spin(V), as follows from (3.5) with ¢t = .
Consider the canonical anti-automorphism a +— a* of C(V). On C%(V),
this anti-automorphism equals multiplication by —1, since if v and w are
orthogonal vectors,

(v-w)* = (—w) (—v) = —v-w.

Since
expc(a)* = expc(a*) = expg(—a)

for a € C?(V), we see that g- g* = 1 for all g € Spin(V). For g in the kernel
of T, and hence scalar, the relation g-g* = 1 implies that ¢ = £1. Since
—1 € Spin(V'), we see that T is a double cover. O

Any Clifford module restricts to a representation of the group Spin(V) C
C*(V); this gives a nice way to construct those representations of Spin(V)
which do not descend to representations of SO(V'). These are known as spinor
representations, and will be discussed in the next section.

Proposition 3.11. If the Clifford module E is self-adjoint, then the repre-
sentation of Spin(V) on E is unitary.

Proof. The representation of C%(V) on E is skew-adjoint, since c(a)* =
c(a*) = —c(a) for a € C?(V). It follows that the Clifford action of C%(V)
exponentiates to a unitary representation of Spin(V). O

Definition 3.12. Let V be a vector space. If X € End(V), let

sinh(X/2)  eX/2 — e~ %/2

and let

v (X) = det(Jy (X)) = det (-S-‘PE‘X%/—”) .
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Let us compare the two functions o(exps(a)) and exp, o(a) from C(V) to
AV. If X € End(V), let

X/2.

tanh(X/2)

be the analytic map from End(V) to itself which is defined on the set of
X whose spectral radius is less than 27. Since Hy(0) = 1, there is a well
defined square root Hy/ 1/2(X) € GL(V) if X lies in a neighbourhood of 0. For
a € C3(V), we will denobe Hy(7(a)) by Hy(a), and jv(7(a)) by jv(a). We
denote by a — g-« the automorphism of the algebra AV corresponding to
an element g € GL(V).

Hy(X)=

Proposition 3.13. Ifa € C*(V) = c¢(A2%V) is sufficiently small, we have

o(expc(a) = v/ (a) det(Hy/*(@)) (Hy/(a) - expa(0(a)).
Proof. We can choose an orthonormal basis (e;)7, of V such that
a=0,e1e3 +0O2ezeq +... .

In this way we reduce the proof to the case in which V' is two—dlmensxonal and
a = fejez. In this case, expg a = cos§ + sinfe; ey, while ]V (a) = #~1sinb,
and the matrix Hy (a) equals §cotd. O

The preceeding proof shows that on the Cartan subalgebra of so(V) of
matrices of the form

Xegi_l = 29{621, 1 S 1 S d1m(V)/2,
Xeg; = 26241,

we have the formula

w0 =11 (%)

i=1

It follows that on this subalgebra, jy(X) has an analytic square root
3

sin 6;

1/20 %\
JV( ) 9

i=1

We may now apply the following theorem of Chevalley, which is proved in
Chapter 7 (see Theorem 7.28).

Proposition 3.14. Let G be a connected compact Lie group with Lie algebra
g,a nd let T be a mazimal torus of G, with Lie algebra t and Weyl group
W(G,T). If ¢ is an analytic function on t which is invariant under W (G, T),
then it extends to an analytic function on all of g.

Corollary 3.15. The function j;/ 1 2( X) has an analytic extension to so(V).
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Let T be the Berezin integral on AV. Since T(g-a) = det(g)T(a), we
obtain the following corollary of Proposition 3.13.

Proposition 3.16. Ifa € C%(V), then

T(o(expc(a)) = 532 (a) T(expy o(a))-

3.2. Spinors

In this section, we will construct the spinor representation of the Clifford
algebra of a Euclidean vector space V. We will suppose that V has even
dimension 7, and, in addition, that an orientation on V has been chosen, to
remove an ambiguity which otherwise exists in defining the Z,-grading of the
spinor space.

In the following lemma, we do not assume that V' is even-dimensional.

Lemma 3.17. Let ej, 1 < j < n, be an oriented, orthonormal basis of V,
and define the chirality operator

I‘=i”e1...en,

wherep = n/2 if n is even, and p = (n+1)/2 ifn is odd. ThenT' € C(V)®C
does not depend on the basis of V used in its definition. It satisfies T2 =1,
and super-anticommutes with v for v € V, in other words, I'v = —uI if n is
even, while T'v = oI if n is odd.

It follows from this lemma that I" belongs to the centre of C(V)®C if n is
odd, while if n is even and E is a complex Clifford module, we can define a
Zo-grading on E by

E* ={ve E|Tv=+v}.
Furthermore, when the dimension of V is divisible by four, I" belongs to the
real Clifford algebra C(V'), so that in that case, real Clifford modules are also
Zo-graded.

Definition 3.18. A polarization of the complex space V ® C is a subspace
P which is isotropic, that is, @(w,w) = 0 for all w € P, and such that VQC =
P @ P; here, we extend the bilinear form Q on V ® C by complex linearity.
The polarization is called oriented if there is an oriented orthonormal basis
e; of V, such that P is spanned by the vectors {ez;—) —iez; | 1 < j < n/2}.

Proposition 3.19. If V is an even-dimensional oriented Fuclidean vector
space, then there is a unique Zo-graded Clifford module S = St © S~ called
the spinor module, such that

C(V) ® C = End(S).
In particular, dim(S) = 22 and dim(S+) = dim(S~) = 2(»/2)-1,
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Proof. Given a polarization of V, finding a realization of S is very simple.
The bilinear form @ on V ® C places P and P in duality. The spinor space
S is now defined to be equal to the exterior algebra AP of P. An element v
of V is represented on S by splitting it into its components in P and P; the
first of these acts on AP by exterior product, while the second, which may be
considered to be an element of P* by the above duality, acts by contraction
(there are some constants inserted to make the relations of the Clifford algebra
come out precisely): if s € S = AP, we have

c(w)-s = 2Y2¢(w)s, ifwe P,
c(w) s = —2Y2(w)s, if we P P~

To see that C(V) ® C is in fact isomorphic to End(S), we only need to
observe that dim(C(V)) = dim(S)?, and that no element of C(V) acts as
the zero map on S. The uniqueness of the spinor representation is now a
consequence of the fact that the algebra of matrices is simple, that is, it has
a unique irreducible module.

We will now show that if the polarization P of V is oriented, the operator
¢(I") on S = AP is equal to (—1)* on A*P, so that

(3.7) 5% = A*P.
In terms of the vectors wj = 271/2(eg;_; — des;), we may rewrite I' as
= 2""/2(w1u')1 — W1w1) - .. (Wp/2Wn/2 — Wp/2Wn/2)-

Thus, I" acts on AP by

(=1)"/2(e(w1)u(1) — UB)e(w)) .- (€ (wn/2)0(ns2) — U 2)e(wnya));
this is easily seen to equal (—1)*¥ on A*P. 0O

Since Spin(V) C C*(V), it follows that both S* and S~ are representa-
tions of Spin(V'). They are called the half-spinor representations, and have a

great importance in differential geometry.

Definition 3.20. We denote by p the spinor representation of Spin(V) in
S=85tes-.

There is a natural supertrace on C(V), defined by

Trg+(a) — Trs-(a), ifae CH(V),

(3.8) Str(a) = Trg(Ta) = {0 ifae C—(V).

We will derive an explicit formula for this supertrace; before doing so, we will
prove a result about abstract supertraces on C(V).
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Proposition 3.21. If the quadratic form Q is non-degenerate, then there is,
up to a constant factor, a unique supertrace on C(V'), equal to T oo. The
supertrace Str(a) defined in (3.8) equals

Str(a) = (—2i)™2T o o(a).

Proof. We will show that [C(V),C(V)] = Cr—1(V). It follows that any su-
pertrace on C(V) must vanish on C,_1(V), and hence be proportional to
Too.

Let (e;)7., be an orthonormal basis of V. For any multi-index I C
{1,... ,n}, we form the Clifford product cr = [];¢; ci; the set

{CIIIC{l,... ,n}}

is a basis for C(V). If |I| < n, then there is at least one j such that j ¢ I,
and we obtain

c(er) = —3lej, cer]-
On the other hand, the space of supertraces on C(V) is at least one-dimension-
al, since we have constructed a non-vanishing supertrace in (3.8). To calculate
the normalization of this particular supertrace, it suffices to calculate its value

on the single element T, which by (3.7) equals dim(AP) = 27/2. In this way,
we obtain the formula Str(a) = (—=2i)*/?T o0(a). O

In particular, for a € C%(V), we see by Corollary 3.16 that
(3.9) Str(expg a) = (—2i)"/?5}/*(a) T(exp, o(a)).
Lemma 3.22. If g € Spin(V), then T(a(g))? = det((1 — 7(g))/4).

Proof. The calculation is easily reduced to the case in which dim(V) =2 and
g = cos 8 + sin fey ez, so that

det((1 — 7(9))/4) = (1 — e¥0)(1 — e~ %9)/16 = sin®6. O

It follows from Lemma 3.22 that if g € Spin(V) is such that det(1 — 7(g))
is invertible, then T'(c(g)) € A™V is non-zero. Define £(g) to equal +1 (re-
spectively —1) if T'(o(g)) is a positive (negative) element of A™V. With
this notation, we obtain the following formula for the supertrace of the Spin-
representation. This result expresses in a quantitative way the notion that
the spinors are a “square-root” representation.

Proposition 3.23. If g € Spin(V), then
Str(p(g)) =i™/?e(g)| det(1 — (g))|"/%.

When g € SO(V), the eigenvalues of g occur either in conjugate complex
pairs, or are £1, and hence det(1 — g) > 0. The following result does not
mention the spinor representation, but we state it here because the proof
makes use of this representation.
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Proposition 3.24. If g € SO(V), then the function det(1 —gexp A) of A €
50(V') has an analytic square Toot.

Proof. The function ™2 Str(p(gexp A)), where § is any element of Spin(V)
which covers g € SO(V), is an analytic square root of det(1 — gexp A). O

Definition 3.25. If g € SO(V), then Dy(A), A € so(V), is the analytic
square root of det(1 — gexp A) such that Dy(0) = |det(1 — 9)Y2|.

We will use the more suggestive notation det?/ (1 — gexp A) for Dy(A).
Next, we show that the spinor representation is self-adjoint.

Proposition 3.26. There is, up to a constant, a unique scalar product on
the spinor space S for which it becomes a self-adjoint Clifford module. With
respect to this metric, the spaces ST and S~ are orthogonal to each other.

Proof. Uniqueness is clear, since it is implied by the irreducibility of S as a
C(V)-module. To show the existence of a scalar product, we construct one
explicitly on the realization AP that we obtained above. Indeed, it is sufficient
to have a scalar product on the space P, which can be extended in the usual
way to all of AP. We choose the scalar product furnished by (w, @), where
10 is the complex conjugate of w and is thus an element of P. In particular,
it is immediate that ST = A*P is orthogonal under this scalar product to
ST =A"P.

To show that this metric makes the Clifford module S self-adjoint, it suffices
to show that the operator c(v) is skew-adjoint for v € V. But an element of
V, being real, has the form w + ; thus it acts on AP by v/2(e(w) — ¢()),
which is clearly skew-adjoint. [0

The next result shows that the spinor space S is the building block for
complex representations of C (V).

Proposition 3.27. IfV is an even-dimensional real Fuclidean vector space,
then every finite-dimensional Zo-graded complex module E of the Clifford
algebra C(V') is isomorphic to W ® S, for the Zjy-graded complex vector space
W = Homg(v)(S, E) which carries a trivial C(V)-action, and End(W) is
isomorphic to Endc(v)(E).

Proof. This follows from the fact that any finite dimensional module for the
matrix algebra End(S) is of the form W ® S. The isomorphism between
Homg(vy(S,E) ® S and E is given by w ® s — w(s). O

The space W will be called the twisting space for the Clifford module E.

Since Strg(I") = 2™/2, the supertrace over W of an element F' € End(W)
End¢(v)(E) is given by the formula

(3.10) Strw (F) = 2~™"2Strg(CF).
Motivated by this, we make the following definition.
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Definition 3.28. The relative supertrace Strg,s : Endgv)(E) — C
equals

Strg/s(F) = 27™/2Strg(CF).

If W is ungraded, the relative supertrace equals the W-trace, and is pro-
portional to the E-trace:

Trw (F) = Strgs(F) = 272 Trg(F).

We end this section with some formulas for the special case in which V'
is a complex Hermitian vector space; these formulas will be of use in study-
ing the O-operator on a Kihler manifold. In this case, the group U(V) of
unitary transformations of V' is a subgroup of SO(V). Let us consider the
decomposition

VeC= Vl,O @ VO,I’

where V10 and V0! are the spaces on which the complex structure J of V
acts by +i and —i respectively. Then V10 is a polarization of V ® C and
we can take S = AV10 as the spinor space. On the other hand a complex
transformation of V' leaves V10 stable, so there is a natural representation
X of U(V) on AV1O. The representation A and the restriction of the spinor
representation p of Spin(V) to 7= U(V) differ by the character deté/ 2 of the
double cover 7=(U(V)) of U(V). More precisely, the infinitesimal represen-
tations of the Lie algebras on .S, which we denote also by A and p, are related
by the following result.

Lemma 3.29. Let a € C*(V). If 7(a) is complez linear on V, then
(@) = A(r(@) — 1 Tryso 7(a).

Proof. Choose a complex basis w; of V0 such that 7(a)w; = Ajw; for every
7, and (’wJ',‘lDi) = 5ij' Then a = %Zlgi_{n/2 )\i('u“)iwi - wiwi), so that

A(r(@)) =Y hie(ws)u(w@;),
p(a) =3 Nile(wi)e(w:) — o(Wi)e(ws)) = Mr(a)) — > N

From these formulas, the result is evident. [

3.3. Dirac Operators

Definition 3.30. If M is a Riemannian manifold, the Clifford bundle
C(M) is the bundle of Clifford algebras over M whose fibre at z € M is
the Clifford algebra C(T%*; M) of the Euclidean spaces T*; M.
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The Clifford bundle C(M) is an associated bundle to the orthonormal frame
bundle,
C(M) = O(M) X0o(n) C(Rn).
From this representation of C(M), we see that it inherits a connection, the
Levi-Civita connection, which is compatible with the Clifford product, in the
sense that

V(ab) = (Va)b+a(Vb) for all a and b € I'(M,C(M)).
Definition 3.31. The symbol map o
o:C(M) — AT*M,

which identifies the Clifford bundle C(M) with the exterior bundle AT*M, is
defined by means of the symbol map o, : C(T*:M) — AT ;M.

Definition 3.32. (1) A Clifford module £ on an even-dimensional Rie-
mannian manifold M is a Zs-graded bundle £ on M with a graded action
of the bundle of algebras C(M) on it, which we write as follows:

(a,s) — c(a)s, where a € I'(M,C(M)) and s € I'(M, ).

(2) If € is a Clifford module with metric h, for which £ and £ are orthog-
onal, we say that the Clifford module £ is self-adjoint if the Clifford
action is self-adjoint at each point of M, in other words, if the operators
¢(a) with a € T*M are skew-adjoint.

(3) If W is a vector bundle, then the twisted Clifford module obtained from
& by twisting with W is the bundle W ® £, with Clifford action 1® c(a).

The most basic example of a Clifford module is the bundle of spinors. In
order to define this, we need a spin-structure on the manifold.

Definition 3.33. A spin-structure on a manifold M is a Spin(n)-principal
bundle Spin(M) on M such that the cotangent bundle of M is isomorphic to
the associated bundle Spin(M) X gpin(ny R™.

Note that a manifold with a spin-structure is, in particular, an oriented
Riemannian manifold, with frame bundle

SO(M) = Spin(M) Xgpin(n) SO(n).

Thus the principal bundle Spin(M) is a double cover of SO(M) and inherits
from SO(M) the Levi-Civita connection.

There may be topological obstructions to the existence of a spin-structure
on M, while on the other hand, there may be more than one. This question
is understood using the classification of isomorphism classes of principal G-
bundles on a manifold G by the cohomology group H'(M, G), combined with
the Bockstein long exact sequence

0 — HY(M,Zs) — H(M, Spin(n)) — H(M, SO(n)) — H2(M, Z,)
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associated to the short exact sequence of groups
1 — Zy — Spin(n) — SO(n) — 1.

The frame bundle SO(M) defines an element a € H*(M,SO(n)) whose image
in H%(M,Zy) may be identified with the second Stieffel-Whitney class of M,
written wa(M). This at least motivates the following result.

Proposition 3.34. An orientable manifold M has a spin-structure if and
only if its second Stieffel-Whitney class wo(M) € H2(M,Zs) vanishes. If this
is the case, then the different spin-structures are parametrized by elements of
HI(M,Zz) = Hom(wl(M),Zg).

If M is an even-dimensional spin-manifold, the spinor bundle S is defined
to be the associated bundle

S= Spin(M) X Spin(n) S.

It is clear that S is a Clifford module, since the action of C(R™) on S leads
to an action of the associated bundle C(M) = Spin(M) Xgpin(ny C(R™) on S.
The following is the analogue for manifolds of Proposition 3.27.

Proposition 3.35. If M is an even-dimensional oriented manifold with spin-
structure, every Clifford module £ is a twisted bundle E =W Q S.

Proof. We may define a complex vector bundle W such that £ = W® S
as Clifford modules by the formula W = End¢(ar)(S,€). The isomorphism
between Home(p)(S,€) ® S and £ is given by w ® s — w(s). O

Locally, we may trivialize the bundle C(M) by choosing an orthonormal
frame of the cotangent bundle. Over such an open set U, the Clifford bun-
dle C(M) & U x C(R™). Hence, we see that a spinor bundle S always
exists locally, and we can always locally decompose a Clifford module £ as
Home(ay(S,€) ® S.

If a € A(M,C(M)) is a Clifford algebra-valued differential form on M,
we can define an operator c(a) which acts on the space A(M,E) by means of
the following formula: if o and B are differential forms on M, a is a Clifford
algebra section, and s is a section of £, all homogeneous with respect to the
Zs-grading, then

(3.11) (cla®a)(B®s) = (1) Pl(a A ) ® (c(a)s)

The interest of Clifford modules is that they are naturally associated to a
class of first-order differential operators, known as Dirac operators. We will
use a more general definition of Dirac operators than is usual, since it fits in
better with the notion of a superconnection, and does not make any of the
proofs more difficult.
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Definition 3.36. A Dirac operator D on a Zs-graded vector bundle £ is
a first-order differential operator of odd parity on &,

D: (M, &%) — [(M,ET),
such that D? is a generalized Laplacian.

Applying the results of Chapter 2, we obtain the following result. From
now on, when discussing the heat kernel of a generalized Laplacian H on a
Riemannian manifold M and vector bundle £, we will use the Riemannian
density to identify the heat kernel (z | e™*# | y) of H with a section of ERE*
over M x M.

Proposition 3.37. (1) IfD is a Dirac operator on a compact manifold M,
then D2, acting on T'(M, E), has a smooth heat kernel

(z | e |y) e T(M x M,ERE).

(2) If the manifold M is compact, the Dirac operator D has finite dimensional
kernel.
In particular, a symmetric Dirac operator D is essentially self-adjoint.

Proof. The operator D? has a finite dimensional kernel, and hence so does the
Dirac operator D. The proof that D is essentially self-adjoint uses the heat
kernel (z | e~tD? | y) in the same way as the proof of the corresponding result
for D? given in Proposition?2.33 did. O

The purpose of this section is to work out what are the geometric data
needed to specify a Dirac operator: this is analogous to the one-to-one corre-
spondence between generalized Laplacians and the three pieces of data con-
sisting of a metric on M, a connection on £ and a potential F' € I'(M, End(£)).

If we are given a Dirac operator on a vector-bundle £, then £ inherits a
natural Clifford module structure.

Proposition 3.38. The action of T*M on € defined by
D, f] = c(df), where f is a smooth function on M,

is a Clifford action, which is self-adjoint with respect to a metric on £ if the
operator D is symmetric. Conversely, any differential operator D such that
[D, f] = c(df) for all f € C*°(M) is a Dirac operator.

Proof. First of all, this definition is unambiguous, since if f and h are both
smooth functions on M, we have

c(d(fh)) = D, fh] = fe(dh) + he(df).

To check the relations for c¢(df) to be a Clifford action, we need only observe
that

c(df)? = 3[[D, £, [D, £1] = 3([D?, £1, f] = —df|?,
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since D is by assumption a generalized Laplacian; we have used the fact that
(D, 1, f] = 0 and that [D, [D, A]] = [D?, A], which is true for any odd operator
D and even operator A. This equation also shows that any operator satisfying
D, f] = c(df) for all f € C°(M) is in fact a Dirac operator. Finally, if D is
self-adjoint with respect to some metric on &, then for all real functions f on
M,

c(@f)" =D, f]* = [f*,D"] = —c(df). O

It is clear that there is always at least one Dirac operator on a Clifford
module; we can construct one explicitly by taking the operators Y, c(dz*)d;
on local coordinate patches and combining them by means of a partition of
unity.

If D is a Dirac operator on a bundle £ and A is an odd section of the bundle
End(£), the operator D+ A will be another Dirac operator on £ corresponding
to the same Clifford action on £. Conversely, any two Dirac operators on &
corresponding to the same Clifford action will differ by such a section. Indeed,
if Dg and D, are two Dirac operators on &,

[D1 = Do, f] = c(df) — c(df) =0

for all f € C*°(M), and hence D; — Do may be represented by the action of a
section of End™(€). Thus, the collection of all Dirac operators on a Clifford
module is an affine space modelled on I'(M,End ™ (£)). In order to sharpen
this identification, we will introduce the notion of a Clifford superconnection
on a Clifford module.

Definition 3.39. (1) If V¢ is a connection on a Clifford module &£, we say
that V¢ is a Clifford connection if for any a € I'(M,C(M)) and X €
(M, TM),

(V& c(a)] = e(Vxa).
In this formula, Vx is the Levi-Civita covariant derivative extended to
the bundle C(M).

(2) If A is a superconnection on a Clifford module £, we say that A is a
Clifford superconnection if for any a € I'(M, C(M)),

(3.12) (A, c(a)] = ¢(Va).

In this formula, Va is the Levi-Civita covariant derivative of a, which is
an element of A'(M,C(M)).

It follows from this definition that if A is a Clifford superconnection, then
the formula (3.12) holds for all a € A(M, C(M)).

The collection of all Clifford superconnections on £ is an affine space based
on A~ (M, Endg(um)(€)), the space of sections of AT*M ® Ende(ar)(€) of odd
total degree; this follows from the fact that if A is a Clifford superconnection
on £ and a € A~ (M,Endcm)(€)), then A + a is again a Clifford supercon-
nection.
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The Levi-Civita connection VS on the spinor bundle S of a spin manifold is
a Clifford connection. If wfj are the coefficients of the Levi-Civita connection
with respect to an orthonormal frame e; of the tangent bundle, defined by
Vo.ej = whiex, then (3.4) shows that VS is given in local coordinates by the
formula

(3.13) VE =0i+1) whdd
jk

Proposition 3.40. Let M be a spin manifold and let € = WQS be a twisted
spinor bundle.

(1) If AW is a superconnection on the bundle W, then the tensor product
superconnection A = AW ® 1 +1® VS on the twisted Clifford module
W®S is a Clifford superconnection. We call AV the twisting super-
connection associated to the Clifford superconnection A, and denote it
by A%/,

(2) There is a one-to-one correspondence between Clifford superconnections
on the twisted Clifford module W®S and superconnections on the twisting
bundle W, induced by the correspondence AW — (AW @ 1+ 1@ V).

Proof. Part (1) follows from the formula for the Clifford action on W ® S,
which sends a € C(M) to 1 ® c(a) € I'(M,End(W ® S)). Thus, we see that

AY®1+18V5%,18®c(a)]=1®[V5,c(a)] =1®c(Va).

To see that the assignment of a twisted Clifford superconnection on W®S
to a superconnection on W is a bijection, we simply observe that the space of
Clifford superconnections on W ® S is an affine space modelled on the space
of sections A~ (M, Endcy(W ® £)) = A~ (M,End(W)), as is the space of
superconnections on W.

If A is a Clifford superconnection on the twisted Clifford module W ® S,
we define an operator A" acting on sections of W by the formula

AYu)® s =A(u®s) —u® (VSs),

where s is a non-vanishing section of S. It is easy to see that this formula is
independent of the section s used, since any two sections s; and s; of S are
related locally by the formula s = c(a)s; for some section a € I'(M,C(M))
of the Clifford bundle C(M). We then see that

Alu®s3) —u® (VSsy) = A(u® (c(a)s1) — u® (Vce(a)sy)
=c(a)(Au®s) —u® (VSs1)). O

Corollary 3.41. There exists a Clifford superconnection on any Clifford
module £.
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Proof. To construct a Clifford connection on the Clifford module &, it is
sufficient to do this locally and then patch the local Clifford connections to-
gether by means of a partition of unity. But locally, we may decompose £ as
W®S. It suffices to take any connection VY and form the Clifford connection
VWe1+1®VS. O

We wil now study the relationship between Clifford superconnections and
Dirac operators. Let us start with the case of a Clifford connection V€. We
may define a Dirac operator on £ by means of the following composition:

T(M, &) T T(M, T*M & £) < T(M, )

In local coordinates, this operator may be written
D= c(dz*)V5,
i

from which it is clear that it is a Dirac operator, that is, that [D, f] = ¢(df).
Often in the results of this book, we will have to restrict attention to operators
in the subclass of Dirac operators constructed from a Clifford connection. In
terms of an orthonormal frame e; of the tangent bundle T M over an open set
U with dual frame ef of T*M, we may also write

D= Z c(ei)Vi.
i

If M is a spin manifold, the Dirac operator on S associated to the Levi- .
Civita connection V< is the operator often referred to as the Dirac operator
associated to the spin-structure, with no further qualification. Other authors
reserve the term Dirac operator for twisted versions of this operator; we have
chosen a far more liberal definition of Dirac operators because many results
of index theory deserve to be stated in greater generality.

Let A be a Clifford superconnection on the Clifford module £. We can
define a first-order differential operator on I'(M, £) , which we will write as
Dy, by composing the superconnection with the Clifford multiplication map:

T(M,E) 2 AM,E) S T(M,C(M) ® £) 5 T(M, £)
Here, we have made use of the isomorphism
AM,E) =2T(M,C(M)®E)

given by the quantization map ¢ : AT*M — C(M) of Proposition 3.5. With
respect to a local coordinate system and orthonormal frame e; of the tangent
bundle in which

n
A=) di'®d+ Y, @4,
i=1 Ic{1,..,n}
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Aj being sections of End(£), we have

n

Da=)Y c(ds")di+ > cle)Ar

i=1 Ic{1,...,n}

Proposition 3.42. The map sending o Clifford superconnection A to the
operator Dy is a one-to-one correspondence between Clifford superconnections
and Dirac operators compatible with the given Clifford action on £.

Proof. First, we must check that the operator D, is in fact a Dirac operator
compatible with the given Clifford action. This follows from Leibniz’s formula

A(fs)=df ® s+ f-As € A(M,E), where f € C*(M) and s € I'(M, €).
If we apply the Clifford map
AM,E) - T(M,C(M)®E) = T'(M,E)
to both sides, we obtain the desired equation, namely
Da(fs) = c(df)s + fDas.

It remains to show that any Dirac operator on £ may be realised in a unique
way in the form Dy for some Clifford superconnection A. The uniqueness
is immediately deduced from the fact that any two Clifford superconnections
differ by an element of A~ (M,Endg(ar)(€)). If Do and D, are two Dirac
operators on £, D; — Dg may be represented by the action of a section of the
bundle End™ (). However, applying the symbol map

(M, End™(£)) & I(M,C(M) ® Endgy (€)™ — A~ (M, End(€))

to this section, we obtain a differential form w € A~(M,End¢g(p)(€)). It
follows from this that D; = Dy+c(w). If Dy is the Dirac operator associated to
the Clifford superconnection A, we see that D, is the Dirac operator associated
to the Clifford superconnection A + w. [

Proposition 3.43. If A is a Clifford superconnection on £, then the curva-
ture A% € A(M,End(€)) of A decomposes under the isomorphism End(€) =
C(M) ® Endg(am)(€) as follows:

A? = R® + F&/S,

In this formula, R € A?(M,C(M)) C A%(M,End(£)) is the action of the
Riemannian curvature R of M, on the bundle £, given by the formula

Rg (es,€5) Z(R €i, €5)ek, e1)C k c,

and F&/S € A(M,Endor)(€)) s an invariant of A, called the twisting
curvature of the Clifford module £.
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Proof. Define FE/S to equal A2 — R®. If we can show that the operation
e(F&/5) of exterior multiplication by F€/S| acting on A(M, &), commutes
with the operators ¢(a), where a € T'(M,T*M) C I'(M,C(M)), then it will
follow immediately that F€/5 is actually a differential form with values in
Endc(ary(€). But this commutation follows immediately from the the fact
that A is compatible with the Clifford action, as expressed in (3.12):

(A%, ¢(a)] = [A, [A, c(a)]] = [A,c(Va)] = ¢(V?a).

To finish the proof, we use the fact that V2a = Ra,where R is the Riemannian
curvature of M and that [R%,c(a)] = ¢(Ra), so that

(A% ¢(a)] = c(Ra) = [R®,c(a)]. O

Let M be a spin manifold and £ = W®S be a twisted spinor bundle. If AW
is a superconnection on W, with curvature F*V, and if A = AW ®1+1®V° is
the corresponding twisted superconnection on £ = W® S, then the curvature
A? equals '

A?=Rf+FW.
Thus, the twisting curvature F€/5 of A equals the curvature F¥V of the twist-
ing superconnection A"; this explains why we call it the twisting curvature.

In the next proposition we compute the formal adjoint of a Dirac operator.
Recall that the adjoint V* of an ordinary connection V on a Hermitian vector
bundle is defined by the equality of one-forms

d(s1, 82) = (Vs1,82) + (s1,V*sy) for all 5, € I'(M, E).

Likewise, if A = V + w is a superconnection, where w € A~ (M, End(£)),
then A* is defined to equal V* + w*, where by w* we mean the differential
form Z?zo(—l)i(iﬂ)/zwﬁ]; the reason for the sign (—1)¥¢+1)/2 is that the
differential form dfy ...df; = (—1)%¢—1/24f; .. .df; and taking adjoints will
introduce an additional (—1)* sign.

Proposition 3.44. The adjoint of the Dirac operator Dy is the Dirac oper-
ator Dp~«.

Proof. It is easy to see that it suffices to prove this when A is a connection V.
Let s; and s5 be two sections of £ and let X be the vector field on M given by
a(X) = (s1,c(a)s2) for a € A*(M). Thus VX belongs to I'(M, TM @ T*M).
It is easy to see that

(DA31132)$ = (311 DA‘S2):1: - TI'(VX)Q;

The integral of the last term vanishes by Proposition 2.7, proving the propo-
sition. O

Dirac operators are characterized by the formula [D, f] = c(df) for all
f € C®(M). In the next proposition, we calculate [D, ¢(f)] when 6 is a one-
form on M and D is a Dirac operator. Let V¢ be the connection associated
to the generalized Laplacian D? on the bundle &.
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Proposition 3.45. If§ € A}(M) is dual to the vector field X, then
[D,c(8)] = —2V% +c(d8) + d*4,
where we recall that

c(df) = Z(d@) (ei, e5)c(e®)c(e).

i<j

Proof. It suffices to prove the theorem for differential forms of the type fdg.
Let X = grad g be the vector field dual to dg. Observe that

[D, c(f dg)] = f[D, c(dg)] + c(df) c(dg).
Since ¢(df) c(dg) = c(df Adg) — (df,dg), we see that
[D, c(f dg)] = £[D, c(dg)] + c(d(fdg)) — (df, dg).
Now observe that

[D, c(dg)] = [D, [D, g)] = D, 4]
= —2V% + Ag,
since D? is a generalized Laplacian associated to the connection V€. We see
that
[D,c(fdg)] = —2fV + c(d(fdg)) + f(d"dg) — (df, dg).
Using the fact that d*(fdg) = fAg — (df,dg), the result follows. O -

3.4. Index of Dirac Operators

Let £ be a Zj-graded vector bundle on a compact Riemannian manifold M,
and let D : I'(M, ) — I'(M,E) be a self-adjoint Dirac operator. We denote
by D¥ the restrictions of D to I'(M, %), so that

0 D~
where D™ = (DT)*.

An important invariant that can be associated to the operator D is its index.
If E = E* @ E~ is a finite-dimensional superspace, define its dimension to
be

dim(E) = dim(E") — dim(E"~).

The superspace ker(D) is finite dimensional.
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Definition 3.46. The index space of the self-adjoint Dirac operator D is
its kernel
ker(D) = ker(D") ® ker(D ™).

The index of D is the dimension of the superspace ker(D),

ind(D) = dim(ker(D*)) — dim(ker(D™)).

Lemma 3.47. If u = (u°+ “0_ ) is an odd self-adjoint endomorphism of a
superspace E = E* @ E~, then coker(ut) & ker(u™)*, where coker(ut) =

E~/im(ut).
Proof. Since u~ is the adjoint of u*, we have for all e € E* and f € E~ that

so that f € ker(u™) if and only if (ute,f) =0forallec E*. O

We will now prove an analogous result for self-adjoint Dirac operators.
Thus let £ be a Z»-graded Clifford module on a compact Riemannian manifold
M of even dimension, and let D be a self-adjoint Dirac operator on I'(M, £).
As above, we denote by D¥ the restrictions of D to I'(M, £¥).

Proposition 3.48. IfD is a self-adjoint Dirac operator on a Clifford module
& over a compact manifold M, then

(M, E*) = ker(D¥) @ im(DF),

and hence
ind(D) = dim(ker(D")) — dim(coker(D*)).

Proof. Since D is self-adjoint, (D%s, s) = (Ds, Ds) and ker(D) = ker(D?).

Let G be the Green operator for the square of D; this is the operator
which inverts D? on the orthogonal complement of ker(D). Since D? is a
generalized Laplacian, G preserves I'(M, £) by Proposition 2.38. Let P, be
the projection operator onto ker(D). If s € I'(M, £), then s = D(DGs) + Pys
is a decomposition of s into a section D(DGs) in the image of the D and a
section in the kernel of D. This shows that

(M, £%) = im(D¥F) @ ker(D%). O

From this proposition, we see that the index ind(D) may be identified with
the dimension of the superspace ker(D™) @coker(D™) if D is self-adjoint. This
is the usual definition of the index of D*. However, we prefer to phrase the
definition of the index in a more symmetric form, involving both D* and D~
so we adopt our first definition of the index. It is also for this reason that we
write ind(D) and not the more usual notation ind(D™).

The index of D is a topological invariant of the manifold M and the Clifford
bundle £: that is, if D* is a one-parameter family of operators on I'(M, &)
which are Dirac operators with respect to a family of metrics g on M and
Clifford actions c* of C(M,g?) on &, then the index of D? is independent of
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z. We will prove this by means of a beautiful formula for ind(D) in terms of
the heat kernel e~tP” called the McKean-Singer formula.

If A is a trace-class operator on a Zo-graded Hilbert space H¥, then its
supertrace is defined as in the finite dimensional case by the formula

Try+ (A) — Try- (A) if A is even,

tr(A) =
Str(4) {0 if A is odd.

Consider the Hilbert spaces H* of L2-sections of £%. The following lemma
is the analogue for the supertrace of Proposition 2.45.

Lemma 3.49. If D is a differential operator on € and if K has a smooth
kernel, then Str[D, K] =0.

Proof. If K and D are both even, this follows immediately from Lemma 2.45.

On the other hand, if D and K are both odd, that is, D = (2 B) and
K= (2 K"), then Str(DK + KD) = Tt[K~, D*] + Tx[D~, K*] = 0, again
by Proposition2.45. O

The supertrace of the projection onto the kernel of D is clearly equal to
the index of D:

Str(Py) = dim(ker(D™)) — dim(ker(D™)) = ind(D).
The McKean-Smger formula generalizes this formula, and will allow us to use

the kernel of e~*P” to calculate the index of D.

Theorem 3.50 (McKean-Singer). Let (z \ e~tP’ | y) be the heat kernel
of the operator D2. Then foranyt>0

ind(D) = Str(e~*°* /Str :z:|e‘tD | z)) dz

Proof. We give two proofs of this formula. The first one uses the spectral
theorem for the essentially self-adjoint operator D2. If \ is a real number,
let n be the dimension of the A-eigenspace 7-[i of the generalized Laplacian
D?, actmg on I'(M, £%). We have the followmg formula for the supertrace of

et
Str(e™%) = > (nf —n3)e .
A>0
Since the Dirac operator D commutes with D?, it interchanges H and Hy,

and moreover induces an isomorphism between them if A # 0, since in that
case, the composition

HE 25 g 2700, 9

is equal to the identity. Thus, nA —n, =0 for A > 0, and we are left with
ng —ng , which is of course nothing but the index of D.
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The second proof is more algebraic; we give it because it is a model for
the proof of more general versions of the McKean-Singer formula. Let a(t) be
the function Str(e"tD )- If PL =1 — P, is the projection onto the orthogonal
complement of ker(D), then by Lemma 2.37, for ¢ large,

(e~ Bo) = | [ sx((z | PP, | 2)) da] < Caliam)e,
M

where ), is the smallest non-zero eigenvalue of D2. This shows that

a(o0) = lim Str(e‘toz) = ind(D).

t—>o0

The proof is completed by showing that the function a(t) is independent of
t, so that a(t) = a(o0) = ind(D). We do this by differentiating with respect
to t, whlch is legitimate because the heat equation tells us that the operator
d(e 242 ) /dt has a smooth kernel equal to —D%e ~tD* and is thus trace-class
for t > 0. We see that

d 2 — D2
aa(t) = —Str(D%e*"")
- 2
= —1Str([D,De~*""]),
since D is odd, and this vanishes by Lemma3.49. [

With the McKean-Singer formula in hand, it is easy to see that the index
of a smooth one-parameter family of Dirac operators (D* | z € R) is a smooth
function of 2, since the heat kernel of (D*)? is. However, the index is an
integer, so it follows that it is independent of s. Even without using the fact
that the index is an integer, we can show explicitly that the variation of the
supertrace of e~ tD? vanishes, by means of the following result.

Theorem 3.51. The index is an invariant of the manifold M and Clifford
module £.

Proof. Given a one-parameter family of Dirac operators D* on £, we see that
(D*)? is a one-parameter family of Laplacians. Applying Lemma 2.50 to the
McKean-Singer formula, it follows that

G (D7) = & str(e-t0")?
o ind(D?) = % Str(e )

= —tstr([2, pre0?)).

Once again, this last quantity vanishes by Lemma 3.49. [J
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3.5. The Lichnerowicz Formula

If A is a Clifford connection, there is an explicit formula for D2 which is of
great importance in differential geometry, as we will see when we describe
examples of Clifford modules in the next section.

Theorem 3.52 (Lichnerowicz formula). Let A be a Clifford connection
on the Clifford module €. Denote the Laplacian with respect to the connection
A by AA. If rpr is the scalar curvature of M, then

D2 = AA + c(FE/5) + 22

where F€/S € A%(M,Endcr)(€)) is the twisting curvature of the Clifford
connection A defined in Proposition3.43, and

c(F/%) = Z FE/5(e;, e5)c(eb)e(e?).

i<y

Proof. Choose a. covering of the manifold by coordinate patches In a coordi-
nate system, we may write the Dirac operator as D = ) c(dz*)A;, where A;

is the covariant differentiation in the direction 8/0z;. Squaring this formula
gives

=1 Z[c(dﬂ?i)Ai, c(dz?)Ay]

1Z[c (dz?), c(dz?)|AsA +Z c(dz*)[As, c(dz”))A;

ij

22 (dz*)c(dz?) [AZ,A\]

=—Zg”(AA +ZI‘UA;€ +Y " c(dzt)c(dz?)[As, Aj].

i<J

In this calculation, V is the Levi-Civita connection on M, and I‘fj are its

coefficients with respect to the frame 8;, which satisfy V;dz/ = —I‘zkdmk.
Here, we have used the compatibility of the connection A with the Clifford
action, so that

[As, c(dz?)] = o(Vida?) = ~T, c(dz*),

and the symmetry I/ = l" ;, Which follows from V;0; = V0;, so that

21‘3 (dz)c(dz*) 2Zrk[cdm“), (dz*)].
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Let A2 be the curvature tensor of the connection A, and let e;, (1 < i < n),
be an orthonormal frame of TM. The above calculation gives the formula

DA=AA+Z (dz¥)e(dz?)[As, A,
ij

(3.14) =A%+ " c(eh)c(e?) A% (e ¢;).

i<j

By Proposition 3.43, we see that
Z c(eV)c(e?)A%(e;,e5) = — Zkac (e¥)c(e?)c(eX)c(eh) + c(FE/9),
i<j 15kl

where R;;x; are the components of the Riemannian curvature of M.

Observe that c(e?)c(e?)c(e*) equals
i Z sgn(o)c(e?)e(e?D)c(e?®)) — 69 c(eF) — 675c(e?) + 6%%c(ed).
o€Ss

Using the fact that the antisymmetrization of Ry;;; over ijk vanishes, we
obtain

Z szwc(e*)c(ej)c( eF)e(e!) = — Z c(€')c(€) Rjui; + Z c(e?)e(e) Rj-

ijkl ijl a5l
We see that
> Rusije(ef)c(e)e(eF)e(e!) = 2 Z c(e?)c(e) Z Rikjk-
ijkl

But Zij c(e?)c(€') Rikjk = — Y; Rikik, since Rikjk = Rjkik- Hence, the right-
hand side equals —2r)s, and the Lichnerowicz formula follows. 0O

3.6. Some Examples of Clifford Modules

In this section, we will show that the classical linear first-order differential
operators of differential geometry are Dirac operators with respect to very
natural Clifford modules and Clifford connections. By classical, we mean an
operator considered by Atiyah and Singer [13]. Our exposition follows closely
that of Atiyah and Bott [6].

The operators that we describe here, rather briefly, are those for which the
index theorem of the next chapter might be considered to be classical; both
the Gauss-Bonnet-Chern theorem and the Riemann-Roch-Hirzebruch theorem
turn out to be special cases, in which we take as our Clifford module respec-
tively the operator d + d* on .A(M), and the operator d + 8* on A%*(M, &),
where M is a Kéahler manifold and £ is a holomorphic Hermitian bundle.
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The De Rham Operator. Our first example is related to the de Rham op-
erator

0 — A°(M) <o A(M) 2 A% (M) 2
On a Riemannian manifold, the bundle AT*M is a Clifford module by the
action of (3.1): if @ € ['(M, T*M) and 8 € A(M), then ¢(a)8 = e(a) B—1(a)B.
Clearly, the Levi-Civita connection on the bundle AT*M is compatible with
this Clifford action.

Proposition 3.53. The Dirac operator associated to the Clifford module
AT*M and its Levi-Civita connection is the operator d + d*, where

d*: A*(M) — AY (M)
is the adjoint of the exterior differential d.

Proof. Since V is torsion-free, Proposition1.22 shows that d equals € o V,
where V is the Levi-Civita connection. On the other hand, Proposition 2.8
shows that d* = —.o V. It follows that d+d* = (e —t)oV=co V. O

The square dd* + d*d of the operator d + d* is called the Laplace-Beltrami
operator. Recall the statement of de Rham’s theorem: the cohomology

Hi(A(M),d) = ker(d;)/ im(d;_1)

of the de Rham complex is isomorphic to the singular cohomology H*(M,R).
A differential form in the kernel of dd* + d*d is called a harmonic form.

It is useful to consider a more general situation than the above, in which
£* — M is a Z-graded vector bundle (with £ non-zero for only a finite
number of values of ¢) with first-order differential operator d : I'(M,£°*) —
T'(M,€*+1), such that d2 = 0 and A = dd* + d*d is a generalized Laplacian.
We will write H*(d) for the cohomology of this complex,

Hz(d) = ker(di)/ im(di_l).

In this situation, the operator d + d* is a Dirac operator, since (d + d*)? =
dd* + d*d is a generalized Laplacian; the Z,-grading on the bundle }_, £ is
obtained by taking the Z-degree modulo two. It is clear from the following
equation that ker(A) = ker(d + d*)? = ker(d) N ker(d*):

/ (o, (dd* + d*d)a) = / (da, da) + (d*a, d*a).
M M

Theorem 3.54 (Hodge). If (£,d) is as above, then the kernel ker(A;) of
the operator A; = dj,d; + di—1d} is finite-dimensional in each dimension,
and naturally isomorphic to H*(d) by the decomposition ker(d;) = im(d;—1) ®
ker(A;).

The Dirac operator d+d* on the bundle 3, £* has indez equal to the Euler
number of the complez (€,d), defined by 3,(—1)* dim(H*(d)).



3.6. Some Examples of Clifford Modules 129

Proof. Since the Laplacian A has a smooth heat kernel, we see that it is es-
sentially self-adjoint, has a discrete spectrum with finite multiplicities, and
smooth eigenfunctions. Thus, the space ker(A;) coincides with the zero-
eigenspace of the closure of df ,d; + d;—1d; in the Hilbert space I'z2(M,£?)
of square-integrable sections of £°.

On the orthogonal complement to ker(A), we can invert the generalized
Laplacian A to obtain its Green operator G, which we extend by zero on
ker(A); moreover, if & € ['(M,£*) is smooth, then Ga € T'(M,E?) is also
smooth (Corollary 2.38). Observe that A commutes with d and d* as does G.
The operator d*G on I'(M, £) satisfies

[d,d*G) = (dd* + d*d)G =1 — B,

where Py is the orthogonal projection onto ker(A). Thus, d*G is what is
known as a homotopy between the identity operator on I'y2 (M, E®) and Py,
and gives us an explicit decomposition ker(d;) = im(d;_1) @ ker(A;).

Thus, we may identify the kernel of the Dirac operator d + d* with H*(d).
The dimension of the kernel of d + d* on the space of even-degree sections
>, T(M, £%) is equal to Y, dim(H?(d)), while the dimension of its kernel
on Z F(M E%+1) is equal to Y, dim(H?%!(d)). Thus, the index of d + d*
equals

> (dim(H?(d)) — dim(H**(d))),
1

which equals the Euler number of (£,d) by definition. O

Corollary 3.55. The kernel of the Laplace-Beltrami operator dd* + d*d on
A (M) is naturally isomorphic to the de Rham cohomology space H*(M,R).
The index of the Dirac operator d+d* on A(M) is equal to the Euler number

Eul(M) =Y (-1)* dim(H*(M,R))

i=1

of the manifold M.

The Euler number defined using the de Rham cohomology is equal to the
Euler number defined in Theorem 1.56 by means of a vector field with non-
degenerate zeroes; this may be shown using Morse theory, but would take us
too far afield to discuss here.

Corollary 3.56 (Kiinneth). If M and N are two compact manifolds,
H*(M x N) = H*(M) ® H*(N).

Proof. Choose Riemannian metrics on M and N, with Laplace-Beltrami op-
erators Ay and Ayny. The Laplace-Beltrami Aprxny on M x N with the
product metric is Aps ® 1+ 1Q® An. Using the spectral decomposition of the
positive operators Aj; and Ap, we see that the zero eigenspace of Aprxn is
the tensor product of the zero eigenspaces of Aps and Ay. O
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The Lichnerowicz formula for the square of a Dirac operator, when applied
to the operator d+d*, gives a formula for the Laplace-Beltrami operator which
is known as Weitzenbock’s formula. Let us denote by AAMT™M the Laplacian
of the exterior bundle AT*M. The bundle AT*M is the bundle associated
to the principal bundle GL(M) by the representation X : GL(n) — A(R™)*
of (1.26), so that the curvature of the Levi-Civita connection on the bundle
AT*M is given by the formula

(3.15) MR) =Y e" A€ty Rijme(ed)u(ed).

k<l ij
Hence by (3.14),

(d + d*)2 = AAM™M + %ZRijkl(Ek _ Lk)(El _ Ll)&'ibj.
15kl
Using the fact that the antisymmetrization of R;;x; over three indices vanishes,
we see that

ZSiEj€kLLRijkl =0,
Z LiLjEkLlR.ijkl =0.

Retaining only the non-zero terms, we obtain Weitzenbdck’s formula: the
decomposition of the Laplace-Beltami operator as a generalized Laplacian is

(3.16) (@+d*)? = AM™M 3" Ryjuekiletss.
15kl

Observe that on the space of one-forms, the Weitzenbock formula becomes
(d +d*)2 — AAT"M +R.iC,

where the Ricci curvature is identified with a section of the bundle End(7T*M)
by means of the Riemannian metric on M. This follows from the following
formula,

Z RijklEiLjEkLl = - Z R,;jklsiEkLJ - E RiCij EzL],

where the first term on the right-hand side vanishes on one-forms. In partic-
ular, if the manifold M has Ricci curvature uniformly bounded below by a
positive constant c, then the Laplace-Beltrami operator is bounded below by
c on one-forms, since the operator AAT™ itgelf positive. By Hodge’s The-
orem, this implies that the first de Rham cohomology space of the manifold
vanishes; the Hurewicz theorem then tells us that the manifold has finite fun-
damental group. This result is a simple example of the so-called vanishing
theorems that follow from lower bounds for the square of the Dirac opera-
tor, and which are proved by combining assumptions on curvature and the
Lichnerowicz theorem.
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There is a generalization of the de Rham complex, in which we twist the
bundle of differential forms by a flat bundle W, with covariant derivative V:

0 — A°(M, W) 2o AV M, W) 5 A2(M,W) 22

This sequence is a complex precisely when V2 = 0, that is, when the bundle
W is flat. There is a simple way to characterize flat bundles, as an associated
bundle M X, () W, where W is representation of w1 (M). Here, M is the
covering space of M, which is a principal bundle with structure group (M)
the fundamental group of M, acting on M by means of the so-called deck
transformations.

The Signature Operator. There is a variant of the first example, in which
the Dirac operator is the same but the definition of the Z,-grading on the
Clifford module AT*M is changed. In order to define this new grading, we
use the Hodge star operator, which is defined on an oriented Riemannian
manifold.

Definition 3.57. If V is an oriented Euclidean vector space with complex-
ification V¢, the Hodge star operator * on AV¢ equals the action of the
chirality element I' € C(V) ® C, defined in Proposition 3.17, on the Clifford
module AVg.

This definition differs from the usual one by a power of i in order that
*2 =1.

Applying this operator to each fibre of the complexified exterior bundle
AcT*M = AT*M ®g C of an oriented n-dimensional Riemannian manifold
M, we obtain the Hodge star operator .

*: AET*M — AZFT™M.
Proposition 3.58. (1) If a € AY(M,C), then x le(a)x = (—=1)"i(a).
(2) If o and B are k-forms on M, then

/ a Ax8 = (—1)kntk(k=1)/2 ;p / (o, B)dz,
M M

where dx is the Riemannian volume form on M corresponding to the
chosen orientation, and p = n/2 for even and (n+1)/2 for n odd.

(3) The operator d* equals (—1)™+1 x~1 dx on the space of k-forms.
In these formulas, we can replace ™1 by x, since x% = 1.

Proof. (1) If e; is an orthonormal frame of V, we may assume that o = ey,
and then we see that

e(en)cler) . ..clen) = (—1)"c(ey) . .. clen—1)e(en)c(en).

But for any v € V, we have e(v)c(v) = e(v)(e(v) — t(v)) = —(e(v) — ¢(v))e(v),
from which the formula follows.
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(2) Let o, 8 € A¥V. We will prove by induction on k that
a Axf = (=1)krtkE=1)/2;p(q Ble; A--- Aey.
For k =0, 8 € A°V = C, we have by definition
*B =1iPBe; A--- Nep.
If a € A*V, B € A*+1V and e € V, we have
aAen (xB) = (—1)"a A xue)d
= (—1)ntkntk(k=1)/2ip(o 1(e)B)er A -+ Aen
= (—1)n+’°n+’°(’°‘1)/2i1’(e(e)a, Ber A---Aep
— (_1)n+kn+k(k-—1)/2(_1)kip(a A e,ﬂ),
which is the desired formula for k + 1. ‘

(3) To prove this, we simply insert (2) in the formula which defines d*, and
apply Stokes’ formula: if o € A*(M) and 8 € A*+1(M), then

/ (o, d*B) dz = / (da, B) dz = (—1)(+D+k(s+1)/2-p / do: A %f3
M M . M

— _(_1)k+(k+1)n+k(k+1)/2i—p/ andxp
M

=—(—1)"/M(a,*d*ﬂ)dz. a

Corollary 3.59 (Poincare duality). Let M be an oriented compact n-dim-
ensional manifold. The bilinear form |, @A B induces a non-degenerate
pairing ‘

HE(M) x H" *(M) — R.
Proof. Let o € A*(M) be a harmonic form representing an element of H*(M);

thus, *c is closed. If [, a AB=0forall e H™k(M), then in particular
Jys @ A (xa) = 0. Tt follows that [y, |ca|®dz =0, and hence that @ =0. [

Suppose that n = dim(M) is even. Then the operator x anticommutes with
the Dirac operator d+d* = d—xdx, hence with the Laplace-Beltrami operator.
Since %2 = 1 and x anticommutes with the action of ¢(v) = £(v) — (v), we
can define another Z,-grading on the exterior bundle AT*M ® C using the
operator ; the differential forms satisfying xa = +a: (respectively *a = —q)
are called self-dual (respectively anti-self-dual). If the dimension of M is
divisible by four, I' is actually an element of the real Clifford algebra, so *
operates on the space of real valued forms.

Note as a special case of Proposition 3.58 that if dim(M) = n is even and
a and B8 € A™2(M), then

/M aNB=¢g /M(a,*ﬁ) dz,
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whereep, =1lifn=4land e, =t if n =41+ 2
Let us recall the definition of the signature of a quadratic form.

Definition 3.60. Let @ be a quadratic form on a real vector space V.
Choose a basis in which

_ .2 2,2 2
QE)=z{+...+ Ty~ Ty~ .. — Tpig-

The signature ¢(Q) is the number p— g, which depends only on the quadratic
form Q.

If M is a manifold of even dimension n, the bilinear form on H™/2(M,R)
defined by (c, 8) — [}, o A B satisfies

/MaA§=(—1)"/2/MﬁAa

Thus, if the dimension of M is divisible by four, this quadratic form is sym-
metric. The signature of M is by definition the signature of the restriction of
this quadratic form to the space H™/2(M,R), and we denote it by o(M).

If M is an oriented compact Riemannian manifold of dimension divisible
by four, the signature operator of M is the Dirac operator d + d* for the
Clifford module AT*M with Z,-grading coming from the Hodge star *.

Proposition 3.61. The index of the signature operator d + d* equals the
signature o(M), so by the McKean-Singer formula,

o(M) = Tr(xe*A),
where A is the Laplace-Beltrami operator.

Proof. Let a; € A*¥(M) be a basis for the harmonic forms H*, where k < n/2.
Note that the differential forms o = o; +*a; form a basis for the direct sum
of the spaces of harmonic forms H*@H"~* since x maps the space of harmonic
forms into itself. Now, o is self-dual and o is anti-self-dual, thus the index
of the Dirac operator d + d* restricted to .Ak(M ) ® A"k (M) is zero.

Now consider the harmonic forms of degree n/2. We may find a basis o
such that xo; = o; for 1 < m and *xa; = —q; for ¢ > m; it is clear that
the index of d + d* with respect to the Zs-grading defined by * is 2m — n.
Since n is divisible by four, the signature form may be rewritten as follows:

if o € H™? satisfies o = ta, then

/a/\a=/ (a,*a)da:=:i:/ |o|? de;
M M M

from this we see that the signature of the manifold is equal to 2m — n as
well. O

If W is a Zs-graded vector bundle on. M with connection, we may twist
the Dirac operator d + d* by W to obtain a twisted signature operator on the
tensor product AT*M ® W, whose index is denoted o(W). It is clear from
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the homotopy invariance of the index that the signature o (W) is an invariant
which depends solely on the manifold M, its orientation, and the vector bundle
wW.

The Dirac Operator on a Spin-Manifold. Let S be the spinor bundle
over an even-dimensional spin manifold M. The most basic example of a
Dirac operator is the Dirac operator on S associated to the Levi-Civita con-
nection VS on S; this operator is often referred to as the Dirac operator
on M. A section of the spinor bundle S lying in the kernel of D is known
as a harmonic spinor. More generally, we may consider the Dirac operator
Dygs on a twisted spinor bundle W®S with respect to a Clifford connection
of the form

IWeS — YW @14+1QVS. If FW is the curvature of V", then the twisting
curvature F€/5 of VW®S equals FY, and the Lichnerowicz formula becomes

i T
Divgs = AW®S + 3 F (e, ¢)c(e)e(¢)) + -
1<j
In particular, for the spinor bundle S itself, we have

D2=AS+TTM.

Lichnerowicz used this formula to prove the following result.

Proposition 3.62. If M is a compact spin manifold whose scalar curvature
is non-negative, and strictly positive at at least one point, then the kernel of
the Dirac operator on the spinor bundle S vanishes; in particular, its index
s 0.

Proof. If s € T(M,S), then

| @s9da= [ Vslpdz+g [ rasl? i

Thus, if Ds = 0, we obtain Vs =0 and r)rs = 0. Then (s, s) is constant on
M, hence s=0. O

On a spin-manifold M, the signature operator of the last section may be
rewritten as a twisted Dirac operator in an explicit way. Indeed, from the
isomorphism of Clifford modules

AT*M ® C = C(M)®C = End(5) 2 5* ® S,

we see that the Dirac operator d+d* on AT*M is the Dirac operator obtained
by twisting the Dirac operator on the spinor bundle S by the bundle S*. The
two different Zo-gradings on AT*M correspond to the two different ways of
grading the twisting bundle S*: if we treat it as a Zs-graded bundle, we
recover the grading of AT*M according to the parity of the degree, while if
we treat S* as an ungraded bundle, we recover the grading coming from the
Hodge star .
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The J-Operator on a Kihler Manifold. Our last example of a Dirac
operator is important in algebraic geometry.

Definition 3.63. An almost-complex manifold M is a manifold of real
dimension 2n with a reduction of its structure group to the group GL(n,C);
that is, there is given a GL(n,C)-principal bundle P and an isomorphism
between the vector bundles P Xgr,n,c) C* and TM.

An equivalent way of defining an almost-complex structure is to give a
section J of End(T M) satisfying J? = —1.

On an almost-complex manifold, the complexification of the tangent bundle
splits into two pieces, called the holomorphic and anti-holomorphic tangent
spaces,

TM@rC=T""MeT" M,

on which J acts by 7 and —i, respectively. In terms of a local frame X;, Y;,
(1 <4 < n), such that JX; = Y; and JY; = —X;, we see that T1OM is
spanned by W; = (X; —iY;), and T%! M is spanned by W; = (X; + iY;).

It follows from this splitting that if W is a complex vector bundle on M,
the space of differential forms is bigraded,

AMW) = > APY(M,W) =T(M,AP(T°M)* @ AY(T>' M)* @ W).
0<p,g<n

A Hermitian structure on an almost-complex manifold M is a Hermitian
metric on the tangent space TM. Underlying the Hermitian structure is a
Riemannian structure, and its associated Levi-Civita connection. However,
in general the Levi-Civita connection does not preserve T M and T*OM.
If M is a Hermitian almost-complex manifold, and W a vector bundle on M,
then the vector bundle of anti-holomorphic differential forms A(T%'M)* @ W
is a Clifford module, with the following action: if f € A!(M) decomposes as
f = fU0 4 fOl with 10 € ALO(M) and fO! € A%}(M), then its Clifford
action on v € T(M, A(T®'M)* ® W) equals

c(f)v = V2(e(f°) — o(fON))v.

Note that if W is Hermitian, e(f19)—u(f%1) is skew-adjoint, since ! = f1.0,
and the Clifford action is self-adjoint.

From now on, we will assume that M is a complex manifold, in other
words, there is a collection of local charts for M parametrized by an open
ball in C" for which the transition functions are holomorphic. Let z* be a set
of local holomorphic coordinates. Then T19M is spanned by the vectors 8,
while T%! M is spanned by the vectors 8z:. The elements in AP9(M) have
the form

> v ripiee g2 N Adz NAF A - A dF

On a complex manifold, the exterior differential d splits into two pieces,
d = 8 + 9, where 9 increases the degree of a form (p,q) by (1,0) and 0
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increases it by (0, 1‘), and 8% = 88 + 83 = 5% = 0. Both of these operators
satisfies Leibniz’s rule:

d(aAB)=08anB+(-1)*anadpg,
d(anB)=danB+(—1)*anbp.

Now let W be a complex vector bundle over M with covariant derivative
V. With respect to the decomposition T*M ®g C = (T*°M)* & (T*' M)*,
V splits into two pieces V = V10 4+ V%1, which satisfy the following Leibniz
formulas: if « € A(M) and v € A(M, W), then

Vi(aAv)=08aAv+ (=1)l¢la AV,
VOl (aAv)=8aAv+ (=1)®a A VOl

Definition 3.64. A holomorphic vector bundle on a complex manifold M
is a complex vector bundle W which has a chart, that is, a covering of M by
open sets U; and framings ¢; : Wi|U; — U; x C¥, in which the transition
functions ¢; o ¢j'1 : U;NU; — GL(n,C) are complex analytic.

If W is a holomorphic vector bundle over M, there is a unique operator
8 : AP9(M, W) — AP9+1(M, W) which in each coordinate patch of a chart
with complex analytic transition functions equals

5
Z e(dz )ﬁ
i=1
The sheaf O(W) of holomorphic sections of a holomorphic bundle W is the
kernel of J acting on the sheaf I'(M, W) = A% (M, W) of smooth sections of
W. We say that a covariant derivative V on a holomorphic vector bundle is
holomorphic if V%! = 4.

Proposition 3.65. If W is a holomorphic vector bundle with a Hermitian
metric h(s,t), there erists a unique holomorphic covariant derivative on W
preserving the metric.

Proof. If V is holomorphic and preserves the Hermitian metric h, then taking
the component of dh(s,t) lying in A%*(M), we see that

Oh(s,t) = h(V®1s,t) + h(s, V1 01).

If moreover V%! = J, this equation determines V0. It is then easy to check
that V = V1.0 4+ V01 is a covariant derivative. [J

Let V be a holomorphic covariant derivative on W which preserves a
Hermitian metric h. Since the curvature is skew-adjoint as a section of
A’T*M ® End(W), we see that (V1°)2 = 0, so that the curvature of V is
the section of AM1(M, End(W)) equal to [V10,V01].
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It is interesting to see how the Hermitian metric and holomorphic covariant
derivative corresponding to it are related in a chart. If the Hermitian metric
on W is given at a point z € M by a Hermitian matrix h(z), then the
corresponding covariant derivative V'V equals

VW =d+h"10h.
Its curvature is the (1,1)-form
F, = h™188h — (h~*8h) A (h"10h).
If W is a line bundle, h is a positive real function and the curvature is thus
Fy, = 301log(h).
If s is a non-vanishing holomorphic section of W over the chart, we see that
Fy, = 99 log(||s|®)-

If M is a complex manifold with a Hermitian metric h, the real part of h
restricted to TM is a Riemannian metric on M, while the imaginary part Q
of h restricted to TM is a two-form on M: if X and Y are vector fields on
M, then

QX,Y) =Imh(X,Y) = Imh(Y, X) = —Imh(Y, X) = —Q(Y, X).

If X and Y are vector fields on M, we see that ¢(X,Y) = Q(JX,Y), where
J is the almost-complex structure on M.

We call a complex manifold M Kihler if Q is a closed two-form. The
following result gives another characterization of Kéhler manifolds.

Proposition 3.66. A complex Hermitian manifold M is Kdhler if and only
if the bundles T*°M and T%*M are preserved by the Levi-Civita connection
V of the underlying Riemannian structure, or in other words, if VJ = 0,
where J is the almost-complexr structure of M.

Proof. Using the fact that (-,-) = Q(J -,-), we see that

(Vx )Y, Z) = (Vx(JY), Z) + AVxY, Z)
-XQY,2) + UVxY,Z)+ Y, VxZ)
=—(VxQ)(Y, 2).

Since the Levi-Civita connection is torsion free, the right hand side of this
equation when antisymmetrized over {X,Y, Z} is nothing but dQ(X,Y, 2Z).
Thus, if VJ vanishes, we see that dQ2 = 0.

Using the explicit formula for the Levi-Civita connection (1.18), we com-
pute that in a holomorphic coordinate system z*

2(Va_;0,x,0,) =0,
2(Va_; Oyh,0y0) = Opx (0, 055) — 0,1 (835, Oyr) = 1A Dz, 01,034 ),
2(Vp,;0,x,05) = 0z (Oyk,051) — B51(D31, 0,x) = 1 dU(Ds;, Ok, O3t )-
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Thus we see that if dQ = 0, the Levi-Civita covariant derivative preserves sec-
tions of 740 M and induces on the complex vector bundle T1:°M the canonical
holomorphic covariant derivative. [J

This result has the following beautiful consequence.

Proposition 3.67. Let W be a holomorphic vector bundle with Hermitian
metric on a Kdhler manifold. The tensor product of the Levi-Civita con-
nection with the canonical connection of W is a Clifford connection on the
Clifford module A(T®*M)* ® W, with associated Dirac operator v/2(8 + 5*).

Proof. 1t is clear that the Levi-Civita connection is a Clifford connection; a
quick look at the formula for the Clifford action of 7*M on A(T%*M)* shows
that what is needed is that the splitting TM ®g C = T°M @ T M is
preserved by the Levi-Civita connection, in other words, that VJ = 0.

If Z; is a local frame of T%°M, with dual frame Z* € (T%°M)*, then

d=Y e(Z)Vz +e(ZY)Vy,

from which we see that
8= e(ZY)Vy,.
i

If we choose a holomorphic trivialisation of W over an open set U C M, so
that W|y = U x CV, the operator dyy may be identified over U with the
operator 8 on A(U,CV). On the other hand, if V is the tensor product of the
Levi-Civita connection of A(T1°M)* with the holomorphic connection of W,
then the operator :

ZE(ZZ.)VZ“
i
also coincide with 8 in the holomorphic trivialisation of W over U, and thus

must be equal to dyy.
It remains to show that

8 == (Z")V .

(]

Let o be the one-form on M such that for any 5, € AP9(M,W) and B, €
API+L(M W),

a(X) = (B, L(;Xo’l)ﬂqﬂ)-
Since V preserves the splitting TM ®g C = T1OM & T%1 M, the contraction
Tr(Va) of the two-form Vo with the Hermitian structure on TM ®g C equals

Tr(Ve) = Y Zia(Z:) — (V 2,Z:),
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where Z; is a local orthonormal frame of 719 M with respect to the Hermitian
structure on THOM. Thus

(2280 Bar1), = = (B0 UZ)V 2:)601)_+ TV,

i
The last term vanishes after integration over M and we obtain the desired
formula for 6*, from which it is clear that \/5(6 +8*)=coV. O

The cohomology of the complex
0 — A0, W) 2 A% (a1, W) S 020, )

is called the Dolbeault cohomology of the holomorphic bundle W. Dol-
beault’s theorem shows that this is isomorphic to the sheaf cohomology space
H*(M,0(W)). Hodge’s theorem gives an explicit realization of this cohomol-
ogy as the kernel of the Laplace-Beltrami operator on A% (M, W).

Theorem 3.68 (Hodge). The kernel of the Dirac operator /2(8 + 8*) on
the Clifford module A(T®M)* ® W is naturally isomorphic to the sheaf co-
homology space H*(M,O(W)).

Corollary 3.69. The index of 8+0* on the Clifford module A(TO*M)*@W
is equal to the Fuler number of the holomorphic vector bundle W:

ind(8 + 8*) = Bul(W) = > (~1)* dim(H*(M, O(W))).
The Lichnerowicz formula for the square of the operator 8+ 8* on a Kahler

manifold is called the Bochner-Kodaira formula. Define the generalized Lapla-
cian A%* on A%*(M, W) by the formula

/ (A%*s,s) dz =/ (VO1s, V1s) dx.
M M

Lemma 3.70. If Z; is a local orthonormal frame of T*OM for the Hermitian
metric on M, we have the formula

A% == (VY3 — Vv, 2)-
i
Proof. Introduce the (1,0)-form a(X) = (Vx10s,s). Then
Tr(Va) = > Zia(Z:) — a(V 3,Zs),
i
since 710 M is preserved by the Levi-Civita connection. Thus

(=222 - Vo, z)s8) = (V01s,V%%), = Tr(Va)s.
; * z

The lemma follows by integrating over M, using Proposition2.7. O
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The canonical line bundle of a Kihler manifold is the holomorphic line
bundle K = A™(T*°M)* on M. The curvature of K* = A"T*OM with
respect to the Levi-Civita connection is the (1,1)-form Y_(RZ;, Z;), where R
is the Riemannian curvature of M.

Proposition 3.71 (Bochner-Kodaira). Let W be an Hermitian holomor-
phic vector bundle over the Kahler manifold M. In a local holomorphic co-
ordinate system,
66* + 58 = A% + " e(dz')u(d2? ) FV®K (8,4,85).
ij
Proof. The proof is similar to the proof of Lichnerowicz’s formula. Writing
0 =73 e(dz")Va/az: and 0* = — 3 1(d2*)Vp/5,:, We see that

86" + 55 = A + ) &(dz)u(d2?) (R (8,3, 05) + F™ (8,3, 05:))
j

where R* is the curvature of A(T%*M)*. Thus it only remains to show that

3 e(dz)u(de)RF (8,4,05:) = 3 e(d2')u(da? ) F K (8,5, 051).
i ij
The left side is equal to
> e(ZUZ))e(Z)UZE) (R(Z5, Z:) 2k, ) =
ijkl
Y elZ)UZ;)(R(Z;, Zi) 2k, Z;).
ijk
Using the fact that the Levi-Civita connection is torsion-free, we see that
R(ZJ‘, Z,,)Zk + R(Zk, Zj)Z,; + R(Zi, Zk)Zj =0,
and the fact that R(Zx, Z;) = 0, we see that
R(Z;,2;)Z), = R(Zx, Z:) Z;.
It follows that
Y e(ZNUZ)R(Z5, 2:) 2k, Z3) = Y (25U 2R F (2, Z2),
ijk ik
completing the proof of the theorem. [J
This formula implies some important vanishing results. If £ is a Hermitian
holomorphic line bundle with curvature F' = ¥ F};dz* A d27, we say that £
is positive if the Hermitian form v — F(v,%) on T*°M is positive. This
positivity condition is related to the existence of global holomorphic sections
of L. For example, if s is a global holomorphic section of W, and z is a

point in M at which |s|? attains a strict maximum, then it is easy to see that
F, = 00log s|? is positive on T}°M.
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Proposition 3.72 (Kodaira). (1) If £ is a Hermitian holomorphic line
bundle on a compact Kdhler manifold such that L ® K* is positive, then

HY(M,O(L)) =0 fori>0.

(2) If L is a positive Hermitian holomorphic line bundle and W is a Hermi-
tian holomorphic vector bundle on M, then for m sufficiently large

Hi(M,0(L™ @W)) =0 fori> 0.

Proof. (1) Denote by F£®K™ = Fi§®K "dzt Ad# the curvature of £L ® K*
and by M(F£®K") the endomorphism 3, e(dz')u(dz?) F58X™ of AYTO1 M)*.
Then the Bochner-Kodaira formula shows that

/((55*+5*5)a,a)=/ (Vo’la,VO’la)+/ (MF*®X"a, o)
M M M
> / AFL®E ), 0).
M

The right-hand side is strictly positive if i > 0 and o # 0; thus the conditions
da =0 and 0*a = 0 imply that a = 0.
(2) For the bundle L™ ® W, the Bochner-Kodaira formula gives

88" + 88 = A%®* + mA(F¥) + other curvature terms independent of m.

For m sufficiently large the term m\(F*) dominates the other curvature terms,
and we obtain (2). O

The reason for the importance of this result is that it shows that for m
large, dim(H°(M, O(L™®W))) = Eul(L™ ® W). Riemann-Roch-Hirzebruch
theorem that we prove in the next chapter gives an explicit formula for
Eul(L™ ® W) and hence for dim(H°(M,O(L™ ® W))). This combination
of an index theorem with a vanishing theorem is a very powerful technique in
differential geometry.
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spinors on manifolds of positive scalar curvature.
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Lawson and Michelson [79] for Dirac operators, and Wells [104] for the 0-
operator. Many examples are contained in the article of Atiyah-Bott [6].



Chapter 4. Index Density of Dirac Operators

Let M be a compact oriented Riemannian manifold of even dimension n.
Let D be a Dirac operator on a Clifford module £ on M associated to a
Clifford connection V¢. Since D is an elliptic operator, the Atiyah-Singer
Index Theorem gives a formula for the index of D in terms of the Chern
character of £ and the A-genus of M. In this chapter, we will give a proof
of this formula which uses the asymptotic expansion of the heat kernel of D?
for ¢t small. This approach was suggested by Atiyah-Bott [5] and McKean-
Singer [82], and first carried out by Patodi[89] and Gilkey [64]. However, our
method differs from theirs, in that the A-genus and Chern character emerge
in a natural way from purely local calculations, while previous proofs all
required that the index density be determined by calculating the index of a
range of examples.

We will prove a refined form of the local index theorem mentioned above.
We define a filtration on sections of the bundle End(£) over M x R,. We take
the heat kernel of the operator D? restricted to the diagonal, and calculate
it explicitly modulo lower order terms with respect to this filtration. In this
way, we obtain a generalization of the local index theorem which extracts a
differential form on M from the heat kernel for small times; this differential
form is nothing other than the product of the A-genus A(M) with respect to
the Riemannian curvature and e-F*'° ¢ A(M,Endcpm) E), the exponential
of the twisting curvature of £.

4.1. The Local Index Theorem

Let ki(z,z) = (z | e—tb* | z) be the restriction of the heat kernel of D? to the
diagonal. In this chapter, we will calculate the leading term in the asymptotic
expansion of Str(k;(z,z)) as t — 0. In particular, when combined with the
McKean-Singer formula, this will imply a formula for the index of a Dirac
operator.

The heat kernel ki(z,z) is a section of the bundle of filtered algebras
End(€) = C(M) ® Endg(a)(€), where the filtration is induced by the fil-
tration of C(T*M) and elements of Endc(ar)(€) are given degree zero. We
denote by C;(M) the sub-bundle of C(M) of Clifford elements of degree less
than or equal to i. The associated bundle of graded algebras is the bundle
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AT*M ®Endc(M)($). Let

00 =0 (i)

be the fl—genus form of the manifold M with respect to the Riemannian cur-
vature R.

Let F€/5 be the twisting curvature of the connection V¢, which was defined
in (3.43). The aim of this chapter is to prove the following theorem.

Theorem 4.1. Consider the asymptotic expansion of ki(z,z),

o]
ki(z,3) ~ (4nt) ™2 Y k()
=0
with coefficients k; € T'(M,C(M) ® Ende(ar)(€))-
(1) The coefficient k; is a section of the bundle C2;(M) ® Endc(ar) (€)-

i=n/2
(2) Leto(k) = > o2i(k:) € AM,Endcy(€)). Then
i=0
o(k) = det/? (m%) exp(—F¢/9).

This result need not hold for a Dirac operator associated to a general
Clifford superconnection; for a discussion of the modifications which must
be made in the general case, see the Additional Remarks at the end of this
chapter.

The i = 0 piece of Theorem 4.1 is precisely Weyl’s formula

lim (47t)"™ ?k,(z, z) = Idg .
t—0

Thus, Theorem 4.1 is an extension of Weyl’s theorem in the case of a general-
ized Laplacian which is the square of a Dirac operator associated to a Clifford
connection.

The idea of the proof is to work in normal coordinates x € U around a
point zo € M, where U is an open neighbourhood of zero in V = T, M.
Using the parallel transport map for the connection V¢, we may trivialize
the bundle £ over the set U, obtaining an identification of I'(U, End(€)) with
C*(U,End(E)), where E = &;,. There is an isomorphism ¢ of the vec-
tor space End(E) = C(V*) ® Endg(y+)(E) with AV* ® Endc(y+)(E). We
introduce a rescaling on the space of functions on Ry X U with values in
AV* ® End¢(y+)(E) by the formula

n
(bua)(t,x) = Z u~" 2a(ut, ut/ 2x)[i].

i=0
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Using this rescalizng, we may restate Theorem4.1 as follows: if k(t,x) =
o ({exp,, x| €7 | zo)), then

Hm (™ 26uk)|(1.2)=q1,0) = (47) "2 A(M) exp(—F¢/5).

u—0

The rescaling operator §,, induces a filtration on the algebra of differential
operators acting on C*°(R4 x U, AV* ® End¢(y-)(E)); an operator D has
filtration degree m if

lim w™/25,D6;*

u—0
exists. Thus, a polynomial P(x) has degree — deg(P), a polynomial P(t)
has degree —2deg(P), a derivative 8/8x* has degree one, a derivative 8/0t
has degree two, an exterior multiplication operator &' has degree one, and
an interior multiplication operator ¢* has degree —1. It will be shown, using
Lichnerowicz’s formula, that the operator D? has degree two; this is why
Theorem 4.1 holds. Indeed, up to operators of lower order, we will see that
the operator D? may be identified with a harmonic oscillator with differential
form coefficients.

Given r and f € R, let H be the harmonic oscillator on the real line

2 r2z?
H=-2_4+T% ¢
16 T f

In Section 3, we will prove Mehler’s formula, which states that the heat kernel
pe(z,y; H) of the harmonic oscillator H is equal to

tr/2 1/2 r .,
(m) exp(—g(coth(tr/2)(a: +y )—-2cosech(tr/2)a:y)_.tf),

The above filtration argument reduces the calculation of (6,k)(t,x) to the
calculation of the heat kernel of a harmonic oscillator, with differential form
coefficients, in which r is replaced by the Riemannian curvature R of M and
f by the twisting curvature F€/5 of £. The A-genus of the manifold M and
the twisting curvature F¢/S appear as consequences of the above formula for
Dt (0’ 0; H )

In the rest of this section, we will discuss some of the consequences of this
theorem. The main consequence of Theorem 4.1 is that it provides the local
index theorem for Dirac operators, which is a strengthening of Atiyah and
Singer’s result. By the McKean-Singer formula, for every ¢ > 0,

ind(D) = /M Str(k:(z, z)) de.

Theorem 4.1 implies that the integrand itself has a limit when t converges
to zero, if D is associated to a connection. Indeed, as the supertrace of an
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element a € C(M) vanishes on all elements of Clifford filtration strictly less
than n = dim(M), the first part of Theorem 4.1 implies that

Str(ke(z,z)) ~ (4mt) ™2 Y ¢ Str(ki()),

i>n/2

thus there are no poles in the asymptotic expansion of Str(k;(z,z)). Further-
more, as the left-hand side ind(D) of the McKean-Singer formula is indepen-
dent of ¢, we necessarily have

ind(D) = (4)~"/2 /M Str(kn o (2)) dz,

while the integrals of all other terms [, Str(k;(x)) dz, j # n/2, vanish.

To identify the term Str(k,/2(z)) as a characteristic form on M, we must
introduce some notation. If we write a Clifford module £ locally as W ® S,
where S is a spinor bundle and W is an auxiliary bundle, then by (3.28), for
a € I(M,End(W)) & I'(M, Endc(um) (€)),

Stry(a) = 27™/2 Strg(Ta),

where I' € I'(M,C(M)) is the chirality operator. We will avoid making
use of this decomposition, which is often only possible locally. Instead, we
use the relative supertrace of Definition 3.28; the relative supertrace of a €
F(M, EndC(M) (8)) is

Strg/s(a) = 272 Strg(Ta).
We extend the relative supertrace to a linear map
Strg/s : A(M, Endg(M) (8)) — .A(M),

and define, for a Clifford superconnection V¢ on £, the relative Chern
character form of the bundle £ by the formula

ch(€/9) = Strg/g(exp(—-Fg/S)).

The relative Chern character ch(£/S) is a closed differential form on M.
The cohomology class of this differential form is independent of the choice of
Clifford superconnection on £, and will also be denoted by ch(£/S). In the
special case where the Clifford module £ = W®S and V¢ is the tensor product
of the Levi-Civita connection on S and a connection on W with curvature F"V,
we see that ch(£/S) = Stryy (exp(—F")) is the Chern character form of the
twisting bundle W.

If a € I'(M,C(M)) and b € I'(M, Endc(ar)(£)), then the point-wise super-
trace of the section a ® b € I'(M, C(M) ® Endc(ar) (£)) = I'(M, End(£)) was
shown in (3.21) to equal the Berezin integral

Stre (a(z) ® b(z)) = (=2i)"?0n(a(2)) Stre/s (b()),
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so that
Stre (kny2)(x) = (—21)™2 Stre/5(on (kny2()).-

Thus Theorem 4.1 implies the following theorem for the index of a Dirac op-
erator associated to a Clifford connection.

Theorem 4.2 (Patodi, Gilkey). Let M be a compact oriented Rieman-
nian manifold of even dimension n, with Clifford module € and Clifford con-
nection V¢, and let D be the associated Dirac operator. If ki(z,z)|dz| €
T'(M,End(€) ® |A|) is the restriction of the heat kernel of the operator D? to
the diagonal, then lim, ,, Str(k:(x,x)) |dz| erists and is the volume-form on
M obtained by taking the n-form piece of

(2mi)~™/2 det!/? (ﬁ%:/—m) Stre/s (exp(—F¢/9)).

It is important to note that there is no a priori reason to suppose that
the limit lim,_ ,, Strk¢(z,z) exists at each point, and indeed, this is not
necessarily true for Dirac operators which are not associated to a Clifford
connection. However, since the index of a Dirac operator is independent of
the Clifford superconnection used to define it, we obtain the Atiyah-Singer
formula for the index of an arbitrary Dirac operator.

Theorem 4.3 (Atiyah-Singer). The inder of a Dirac operator on a Clif-
ford module € over a compact oriented even-dimensional manifold is given
by the cohomological formula

ind(D) = (2mi)~™/2 /M A(M)ch(£/S).

The factor (27i)~"/2 is absent from the usual statement of this theorem,
since it is part of the topologist’s definition of the characteristic classes, the
purpose of which is to ensure that the characteristic Chern classes are integral.
However, in this book, we prefer the more natural (to the geometer) definitions
of the A-genus form

and of the Chern character form ch(€) = Str(exp(—V?2)).

In the rest of this section, we will derive the usual formulas for the index
density (2mi)~™/2A(M) ch(£/S) for each of the four classical Dirac operators
that were described in the last chapter. The resulting formulas are special
cases of the Atiyah-Singer Index Theorem for elliptic operators.
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The Gauss-Bonnet-Chern Theorem. We consider the Clifford bundle
& = AT*M with its Levi-Civita connection V&. In order to analyse what
the above index theorem says for the case of the de Rham operator, we must
calculate F€/S in this case. We will do this in a local orthonormal frame e?.

We start with some general results about the Clifford module £ = AV
of the Clifford algebra C(V), for V an even-dimensional space. From the

isomorphisms
S*®S 2 End(S) 2 C(V)®rC = AV @R C,

we see that in this case, we may identify the auxiliary bundle W with S*.
Thus, there are two natural Z,-gradings on S*: the grading S* = (S*)* @
(5*)~ induced by the grading on AV, and the grading defined by the chirality
operator, for which S* is purely even. We denote the first corresponding
supertrace on Endg(y)(AV) by Strayys; the second one, the relative trace,
we denote by
Travs =22 Tray .

Let €’ be a positive orthonormal basis of V. Consider the following elements
of End(F): ‘

d =e(e!) —u(e)), b =¢e(e) + u(e).
We have the relations [¢f, ¢f] = =26, [V, b] = 26¥, and [¢f,b7] = 0, so that
the algebra Endg(vy(E) is generated by the elements b*. We freely identify
C?(V) and A%V by the map o.

Lemma 4.4. If a = 3, ;aije'e’ € AV, define b(a) = T, ;aib'b €
Endcvy(E). We have the following formulas:
Stravys(e”®)) = (<2i)*?jv (a)"/? Pia(a),
TrAV/S(eb(a)) =n/2 det(cosh(r(a)/2))1/2.
Proof. By definition, Stray,s(e¥®) = (=2i)~"/2Stray gcl e eb@)
suffices to prove the lemma when dim(V) =2 and a = fe'e?, so that b(a) =
65162 and exp(fb'b2) = cos + (sin 6)b1b2.
It is easily checked that Stray(c'c?) = 0 and that Stray(clc?b'b?) = —4,
so that
Strav;s (@) = (—=2i)~! Stray (c'c? cos 6 + (sin 8)cc2b*b?)
= —2isiné.
On the other hand, jy(fe'e?)"/2 = g1 sinf, while Pf, (fe'e?) = 6. Putting
this all together proves the first formula.
On the other hand, det(coshy (1(fe’e?)/2)!/2 = cos 6, while
Tray (eab1b2) = Trpv(cos6) + Tray((sin 8)b'b?) = 4 cos b,

since Tray (b*b2) = 0. This proves the second formula. [
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2. o
The curvature tensor (V¥)” is equal to z.ij”‘ < Rijrietie® Ael, which when
rewritten in terms of the operators ¢* and b* equals

~1 Y Riu(d +6)( —¥)eF Aet = -1 3 Riju(c’cd —bibi)ek Al
ij,k<l ij,k<l
where we have used the antisymmetry of Rijx; in ¢ and j to show that
D Rijui(c't) — b)) = Rija(c'? + b)) = 0.
ij ij
From this formula and (1.20), it is easy to see that F¢/5 is given by the
formula

F&/5 = 1 "(Re, e;)b'd.
ij

Let us now calculate the term A(M) Str /s(exp(—F¢/5)) which enters in the
formula for the index of d 4+ d*. Let x(T'M) € A™(M) be the Euler form of
the manifold M associated to the Levi-Civita connection (1.38).

Proposition 4.5. We have A(M) Strg/s(exp(—F¢/5)) = i*/2x(TM).

Proof. When a =3, . aije; A ej € A%V, we have seen that
v (a) /2 Strg s (exp aijh'®') = (~20)"/2 Pis(-a).
tj

By analytic continuation of this identity, we see that the same formula remains
true when a = 3 ), .(Re;,e;)e* A e? is an element of A%V with two-form
coefficients, and we obtain the proposition. O
As a result, we see that the index formula for
n
Eul(M) = ind(d + d*) = > _(—1)*dim(H*(M)),
i=0

the Euler number of the manifold, simplifies greatly, and we obtain the fol-
lowing consequence of Theorem4.1.

Theorem 4.6 (Gauss-Bonnet-Chern). The Euler number of an even-di-
mensional oriented manifold M is given by the formula

Eul(M) = (2r)~"/2 / Pf(—R).
M

For example, if the manifold is two-dimensional, we recover the classical
Gauss-Bonnet theorem

Eul(M) = %{:ATM dx.

Of course, this is possibly the most difficult proof of this basic theorem of
differential geometry, with the exception of proofs using quantum field theory.
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Indeed, the usual proof of the Gauss-Bonnet-Chern Theorem was given in
Section 1.6, although we did not give there the topological argument, involving
Morse theory, which is needed to show that the Euler number calculated
from a Morse function equals the Euler number calculated from the de Rham
cohomology. However, the above proof does provide a test for the index
theorem.

The Hirzebruch Signature Theorem. To derive Hirzebruch’s formula for
the index of the signature operator, we have only to combine the formula that
we have already obtained for F¢ /5 with the general index theorem. Recall that
the grading of AT*M for which the supertrace is computed for the signature
operator is the grading induced by the Hodge star-operator .

Define the characteristic form L(M) € A** (M) by

1 R/2 .
L(M) = det /2 (m) ;

it is known as the L-genus. By Lemma4.4, AM) Tfrg/g(exp(—FE/S)) =
on/2[(M), and we obtain the following result.

Theorem 4.7 (Hirzebruch). Let M be an oriented Riemannian manifold
of dimension divisible by four; then the signature o(M) is given by the formula

o(M) = (mi)~"/? /M L(M).

It follows by the same calculation that the twisted signature with respect
to an auxiliary vector bundle W is given by the formula

oc(W) = (mi)~"/? /M L(M) ch(W).

This formula is due to Atiyah-Singer [13], and is one of the main steps in
their calculation of the index of an arbitrary elliptic operator on a compact
manifold.

The first non-trivial term in the Taylor expansion of the L-genus may be
easily calculated:

L(M) = 1+ifn(R2)+... :
24
From this, we see that for a four-manifold,

Tr(R?)

oM == ) o
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The Index Theorem for the Dirac Operator. In the case of the Dirac
operator on a spinor bundle over a spin-manifold, the curvature F€/5 = 0, so
that

ind(D) = (2mi)="/2 / A(M).
M

This formula has a number of immediate corollaries:
(1) The index of the Dirac operator is independent of the spin-structure.

(2) If the right-hand side (which is always a rational number) is not an integer,
then the manifold M does not have a spin-structure.

(3) If the manifold M has a metric with respect to which the scalar curvature
T is positive and non-zero, then the integral of the fi—genus is zero,
since by Lichnerowicz’s vanishing theorem, the index of the Dirac operator
vanishes.

Using the formula for the first few terms in the expansion of A(R) that we
gave in (1.36), we see that if dim(M) = 4, then ¢(M) = —8ind(D).

Consider the twisted Clifford module £ = W ® S, where W is an auxiliary
Hermitian vector bundle with a Hermitian connection of curvature F¥. In
the index formula for the twisted Dirac operator Di‘fv associated to the Clifford
connection obtained by twisting the Levi-Civita connection on S by the con-
nection of W, the term F€/5 is nothing but the curvature F™ of the twisting
bundle, so we obtain the following case of the index theorem, which is in some
ways the most fundamental.

Theorem 4.8 (Atiyah-Singer). Let M be an oriented spin manifold of
even dimension. Let S be the spin bundle and let W be a vector bundle
over M. If Dy is the twisted Dirac operator on (M, W ® S), then

ind(Dyy) = (2i)~"/2 /M A(M) ch(W).

The Riemann-Roch-Hirzebruch Theorem. Let M be a K&hler manifold,
and consider the Clifford module £ = A(T®'M)*. Let V¢ be the Clifford
connection on this Clifford module induced from the Levi-Civita connection.
Let us calculate the curvature F€/5 of this Clifford module.

Considering the Riemannian curvature R to be a matrix with two-form
coefficients, the curvature operator (VE )2 is

> (Ruwk, @)e(@h)o(w®)
kl

where wy, is a basis of T719(M) and w* is the dual basis, while the End(€)-
valued two-form Rg of Proposition 3.43 equals

i Z(ka, ) c(w*)e(@') + 3 Z(sz,wk)c(wl)c(wk).
kl kl
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Thus, if the basis wy is orthonormal, we have

(VE)? = RE + 13 (Ruk, wy).
k

If W is a holomorphic Hermitian vector bundle and V¢ is the Clifford
connection on A%*T*M ® W obtained by twisting the Levi-Civita connection
with the connection of W compatible with the metric, we obtain

F&/8 = I Trquop (RY) + FY,

where R* is the curvature of the bundle T*°M and FY the curvature of the
bundle W.

Since TM ®gr C = THOM @ T M, we see that
Rt )

A) = det( s

so that
A(M) Trg/s(exp(—F4/%)) = Td(M) Tr(exp(-F")),
where Td(M) is the Todd genus of the complex manifold M:
R* R*
Td(M) = det(eR-T_—l-) = det(;m) exp(— T‘I’(R+/2))

We obtain the following theorem, which is due to Hirzebruch in the case of
projective manifolds, and to Atiyah and Singer in general.

Theorem 4.9 (Riemann-Roch-Hirzebruch). The Euler number of the
holomorphic bundle W is given by the formula

Bul(W) = (2mi)="/2 / Td(M) ch(W).
M

For example, if M is a Riemann surface (has complex dimension one) and
curvature Rt € A%(M,C), and if £ is a line-bundle with curvature F €
A%(M,C), then Td(M) =1 — R*/2 and ch(£) = 1 — F, and we obtain the
classical Riemann-Roch Theorem,

ind(9;) = dim HO(M, £) — dim H*(M, £) = Z_Jrli / (Rt +2F).
M

If we take £ = C to be the trivial line-bundle in this formula, we see that
dim HO(M) — dim HO (M) =1—g= — [ R*
47y M

where g = dim H"%(M) = dim H*!(M) = } dim H'(M) is the genus of M.
If we define the degree deg(L) € Z of the line bundle £ by the formula

1
deg(0) = =5 | .

k)




4.2. Mehler’s Formula 153

we may restate the Riemann-Roch Theorem in its classical form,
Eul(£) =1 — g + deg(L).

If M is a compact complex manifold which is not Kahler, then for any holo-
morphic vector bundle W we may still form the Clifford module A(T%! M)*®
W, and the operator V/2(8+ &%) is a generalized Dirac operator. The index of
the operator 0+ 0* is equal to the Euler number of the bundle W by Hodge’s
Theorem, as for a Kahler manifold,

n/2
ind( + 8%) = Bul(W) = > _(~1)*dim H>*(M, W).

=0

However, although the operator v/2 (0+08*) is a Dirac operator associated to a
superconnection, it is no longer the Dirac operator associated to a connection,
so we cannot expect the local index theorem to hold. Nevertheless, there is a
natural Dirac operator D on this Clifford module which does satisfy the local
index theorem, which is formed simply by taking the Dirac operator associated
to the Levi-Civita connection of the bundle A(7%1M)* @ W. It is not hard
to extend our above treatment to this operator, and it is easy to see that
its index is given by the same formula as in the Riemann-Roch-Hirzebruch
Theorem: '

ind(D) = (2mi)~"™/2 /M Td(M) ch(W).

Since the Dirac operator D and v/2(8 + 8*) are both Dirac operators for the
same Clifford module, they must have the same index. In this way, we see
that the Riemann-Roch-Hirzebruch Theorem is valid on any compact complex
manifold, but not the local formula.

4.2. Mehler’s Formula

In this section, we derive Mehler’s formula for the heat kernel of the harmonic
oscillator, in the form in which it is needed for the proof of Theorem4.1. In
order to give an idea of the result in its most basic form, let us consider the
harmonic oscillator on the real line:
d? 2
H= ~d? + z“.

We would like to find a function p;(z,y) satisfying the following requirements:
for each ¢t > 0, the map

oo

¢ — ¢4(z) = / pi(z,y) ¢(y) dy

—0Q
is bounded on the space of test functions S(R), satisfies the heat equation
(8: + Hz)¢:(z) = 0,
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and the initial condition

(o]
lim [ pe(z,y) $(v) dy = B().
t—0J —co
To find a solution to this problem, one is guided by the fact that the operator
H is quadratic in differentiation and multiplication to seek a solution which
is a Gaussian function of z and y; in addition, the solution must clearly be
symmetric in z and y, since the harmonic oscillator is self-adjoint:

pi(z,y) = exp(a:z?/2 + by + a:y?/2 + ¢z).

Applying the heat operator to this ansatz, and dividing by p:(z,y), we find

pe(z,y) + Hpi(x,y) =
(dt$2/2 + by + &% /2 + & — (@ + bey)? —ag + $2)Pt($,y)-

In particular, we obtain the following ordinary differential equations for the
coefficients:
at/2=af—1=bf and ét=at.

These equations have the solutions a; = — coth(2t + C), b; = cosech(2¢ + C)
and ¢; = —1/2logsinh(2t + C) + D, and in order to determine the values of
the integration constants C' and D, we simply have to substitute in the initial
conditions for p;(x,y), which show that C = 0 and D = log(27)~1/2. Thus,
we have obtained the following solution to the heat equation for H:

pe(z,y) = (27 sinh 2t) Y2 exp (~% (coth 2t)(z? + y2) — 2(cosech 2t)xy)).

This formula is known as Mehler’s formula.

We will mainly use this formula when y = 0. By change of variables (or
by direct calculation), for any real numbers r, f, it follows that the function
pi(z, 1, f) defined by

1/
tr/2 )> i exp(—(tr/2) coth(tr/2)z? /4t — tf)

(41) (47I't)_1/2 (W

is a solution of the equation

d2 T2$2
<6t—355+—ﬁ+f)pt(z)—0.

We will now generalize the above argument so that it applies to the formal
heat equation that we use to prove Theorem 4.1, as well as in the proof of the
index theorem for families in Chapter 10.

Let V be an n-dimensional Euclidean vector space with orthonormal basis
e'. Let A be a finite dimensional commutative algebra over C with identity
(in the applications .4 will be the even part of an exterior algebra).
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If R is an n X n antisymmetric matrix with coefficients in A, we associate
to it the A-valued one-form w on V given by

The operator V; = 0; + w(8;) = 8; + ;i-zj R;;z; acts on the space of
A-valued functions on V.

Definition 4.10. Let R be an n X n antisymmetric matrix and let F' be an
N x N matrix, both with coefficients in the commutative algebra 4. The
generalised harmonic operator H associated to R and F' is the differential
operator acting on A®End(C")-valued functions on V' defined by the formula

_(va) +F = —Z(8i+§ZR,~,~xj)2+F.
i ) J

Consider the following A-valued function defined on the space of n x n
antisymmetric matrices with values in A:

v (R) = det (2=
Jv = R/ .

2
Since jv(0) = _1/ 2(tR) is defined for ¢ sufficiently near 0, and is an
analytic function of t with a Taylor series of the form
(o]
(42) 37 (R) =1+ Y t* fu(R)
k=1

where fi(R) is a homogeneous polynomial function of degree k > 1 with
respect to the coefficients R;; of the matrix R. Similarly, (¢R/2) coth(tR/2)
is an n x n-symmetric matrix with coefficients in 4, defined for ¢t small, and
with Taylor expansion 1+ 5o | t?%c, R?*. Thus the A-valued quadratic form

(af 7 on(3) )

is defined for ¢ small, and has a Taylor series of the form

(4.3) llzll* + i cxt®*(z|R%*|z).
k=1

Proposition 4.11. The kernel p;(z, R, F) taking values in A ® End(CY),
defined for t small by the formula

— (4mt)-™2oM2 _ L |2 o (ER _
pi(z, R, F) = (4mt) ™5, " “(tR) exp( yr! <x‘ 5 coth( 5 )Ix>) exp(—tF)
is a solution of the heat equation

(8t + Hx)pt(m) =0.
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Proof. We have to prove that dp:/dt = —Hp,. Both sides of this formula
are analytic with respect to the coefficients R;; of the matrix R. Thus it
is sufficient to prove the result when R has real coefficients. Choosing an
appropriate orthonormal basis of V, it suffices to verify the above formula
when V is two dimensional and Re! = re?, Re? = —rel, so that

H=—(02+03) - 3r(z201 — 2182) = (37)°(a} +23) + F
and

1 tr/2 9
pe(z1,72) = (47t) Im exp(—(tr/2) cot(tr/2)||z||"/4t) exp(—t F).
Since the function ||z|? is annihilated by the infinitesimal rotation 20, ~210s,
the fact that p; satisfies the heat equation follows from (4.1) which gives the
heat kernel for the harmonic oscillator on the real line, except that r must be
replaced by ir. O

In the applications we will make of the above formula, the coefficients of
the matrices R and F will be nilpotent, so that the kernel will be defined
for all £. Let g;(z) = (dnt)~™/2e~I1=1"/4t be the solution of the heat equation
for the Euclidean Laplacian on V. The kernel p;(z, R, F) has an asymptotic
expansion of the form ‘

pe(z, R, F) = gi(z) ) t*®x(),
k=0

for small ¢, with & = 1.

We will prove again the unicity result for formal solutions of the heat equa-
tion for the harmonic oscillator, even though a theorem of greater generality
has already been proved in Theorem2.26. Observe that H is the Lapla-
cian on the Euclidean vector space V associated to the non-trivial connection
V =d+w. Let R =), z;0; be the radial vector field on V. If s; is a
A ® End(CV)-valued smooth function on V, then

(8 + H)qes: = q5(0y + 7R + H)sy;

this follows from Proposition 2.24, if we bear in mind that the antisymmetry
of R implies that w(R) = 0, so that V¢ = R.

Let ®:(z) be a formal power series in t, whose coefficients are smooth
A®End(CV)-valued functions defined in a neighbourhood of 0 in V. We will
say that g;(z)®¢(z) is a formal solution of the heat equation (8; + H)p; = 0,
if ®;(x) satisfies the equation

(8 +t" 'R+ H)®, = 0.

Theorem 4.12. For any ag € A ® End(CV), there exists a unique formal
solution py(z, R, F, ag) of the heat equation

(0 + Hy)pi(z) =0
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of the form
[e o]
pi(z) = gi(z) ) t* s (x)
k=0
and such that ®(0) = ag. The function p;(z, R, F, ap) is given by the formula

(47rt)‘"/2j (tR)exp(—ZlE< tf th(tR)l >) exp(—tF)ag.

Proof. Although this follows from the results of Chapter2, it is worth giving
the direct proof in this special case, since it is made so easy by our formula
for the formal solution. On the left side of the equation

o0
B+t 'R+ Hy) D th4(z) =0,
k=0

we set the coefficients of each t* to zero. This gives the system of equations

RBy = 0
(R+k)®y = —HyBry if k> 0.

Thus we see that @ is the constant function equal to ag; uniqueness is then
clear, since if ag = 0, then ®; = 0 for all k.

The function p;(z, R, F') that we found above is analytic in ¢ for small ¢ and
is a solution of the heat equation, thus the corresponding formal expansion
pe(z, R, F) = q1(z) Ypep t*®x (), is a formal solution. [

4.3. Calculation of the Index Density

Let € be a graded Clifford module on an even-dimensional Riemannian mani-
fold M, with Clifford connection V¢ and associated Dirac operator D. Recall
Lichnerowicz’s formula, Theorem 3.52, for D?

DZ=A+ ZFg/S(ei,ej)cicj + IrM,

i<j

where A is the Laplacian of the bundle £ with respect to the connection V¢, ¢;
a local orthonormal frame of TM with dual frame e’ of T*M, c* equals c(e?),
and F%/5(e;, e;) € Endg ) (€) are the coefficients of the twisting curvature
of the Clifford connection V¢.

Fix o € M and trivialize the vector bundle £ in a neighbourhood of zy by
parallel transport along geodesics. More precisely, let V = Ty, M, E = &,
and U = {x € V | ||x|| < €}, where € is smaller than the injectivity radius
of the manifold M at zo. We identify U by means of the exponential map
X — exp,, X with a neighbourhood of zg in M. For z = exp,, x, the fibre &;
and E are identified by the parallel transport map 7(zo,z) : £&; — E along
the geodesic z; = exp,, sx. Thus the space C*®(U,E) of sections of £ over
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U may be identified with the space of E-valued C*-functions on V, defined
in the neighbourhood U. A differential operator D is written in this local
trivialization as

D= Z aa(x)0g,

where a4 (x) € End(E).

Let us compute D? in the above trivialization. For this, we need to compute
the Clifford action and the connection. Choose an orthonormal basis 8; of
V = T,, M, with dual basis dx* of T%,, M, and let ¢! = ¢(dx*) € End(E). Let
S be the spinor space of V* and let W = Homgy+)(S, E) be the auxiliary
vector space such that E = S ® W, so that End(E) = End(S) ® End(W) &
C(V*)®End(W). Let e; be the local orthonormal frame obtained by parallel
transport along geodesics from the orthonormal basis 0; of T, M, and let €
be the dual frame of T* M.

Lemma 4.13. In the tm‘m’alization of £ by parallel transport along @eodesics,
the End(E)-valued function c(e*)x is the constant endomorphism c*.

Proof. Let R be the radial vector field on V. In the trivialization of £ given
by parallel transport along geodesics, the covariant derivative V% is, by def-
inition, differentiation by R. By construction, Vze* = 0, and since V¢ is
a Clifford connection, [V, c(¢?)] = c(Ve'). Thus R-c(e')x = 0, so that the
Clifford action of the cotangent vector e’ is constant and equal to ¢t. [J

It follows from the above lemma that in this trivialization the bundle
Endc(ar)(€), restricted to U, is the trivial bundle with fibre End¢(v)(E) =
End(W).

Lemma 4.14. The action of the covariant derivative Vgi on C®°(U,E) is
given by the formula

Va =0; +~ Z kaxjc c +Zf,kz(x c'c +gz(x),
] k<l k<l
where Ryyi; = (R(0;,05)0, Ok )a, is the Riemannian curvature at o, and
fim(x) = O(1x|*) € C*(U),
9i(x) = O(|x|) € C*(U, End¢(v~)(E)) = I'(U,End(W)),

are error terms.

Proof. If F¢ is the curvature of the connection V¢, and R is the Riemannian
curvature of M, Proposition 3.43 shows that

F& =3 " (R(8;0))er,er)c"c! dx’ Adx? + F&/5(8;,8;)dx* A dx?,
i<jik<l
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where

FE/5(8;,8;) € D(U, Ende(y(B)) = T(U,End(W)), and
(R(8;, 95)ex, &1) € C(U).

Observe that (R(0;, 0;)ek, 1)z, = —Rkiij, since at the point zg, e; = 8;. If
we apply the formula £(R)w = «(R)F¢ (see 1.12), we obtain the lemma. [

Let p;(x, o) be the heat kernel of the operator D2. We transfer this kernel
to the neighbourhood U of 0 € V, thinking of it as taking values in End(E),
by writing

k(t, x) = 7(z0, z)pe(z, o),

where = = exp,, X. Since we may identify End(EF) = C(V*) ® End(W) with
AV*@®End(W) by means of the full symbol map o, k(t,x) is identified with a
AV* ® End(W)-valued function on U. Consider the space AV* ® End(W) as
a C(V*) ® End(W) module, where the action of C(V*) on AV* is the usual
one ¢(a) = () — (). The next lemma shows that k(t,x) is a solution to a
heat equation on the open manifold U.

Lemma 4.15. Let L be the differential operator on U C V', with coefficients
in C(V*) @ End(W), defined by the formula

L== (V) = V6e) +drar + 3R (e el

i i<j

The AV* @ End(W)-valued function k(t,x) satisfies the differential equation
(0y + L)k(t,x) = 0.

Proof. Since the kernel p;(z, 20) € &£, ® £, satisfies the differential equation

(8: + D3)pe(x, x0) = 0,

it follows that 7(zo,z)p:(z,z0) € C®(U,End(E)) satisfies the differential
equation (8; + L)7(zo,x)p(z, o) = 0, where C(V*) ® End(W) = End(F)
acts on the left on E. But under the symbol isomorphism End(E) = C(V*)®
End(W) 22 AV* ® End(W), the action of C(V*) ® End(W) on E intertwines
with the usual action of C(V*) @ End(W) on AV* @ End(W). O

To explain the method which we will use to prove the local index theorem,
let us explain it in a simplified setting. Let H be a generalized Laplacian on
a vector bundle £. If 0 < v <1 is a small parameter, let us rescale space-time
by sending t to ut and x to ul/2x; t rescales by the same power of u as ||x||2
because the heat equation satisfied by k(t,x) has two space derivatives but
only one time derivative. Consider the rescaled heat kernel k(u,t,x), defined
by

(44) k(u,t,x) = u"/2k(ut, u'/?x).
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The factor of ™2 in this definition is included because the heat kernel is a
density in the variable x; to put this in a more elementary way, it is needed
in order that the rescaled kernel continues to satisfy the initial condition
lim,_,qk(u,t,x) = §(x) for all 0 < u < 1. Note that the Euclidean heat
kernel g;(x) = (4nt)~"™ 2¢~IIxI*/4¢ is invariant under this rescaling.

If U(t,x) = Y o0 t*Wi(x) is a formal power series in ¢ with polynomial

coefficients U;(x), we define the rescaled series by

U(u,t,x) = i(ut)i\lf,-(ul/zx).

=0
This is a formal series in u'/2 with coefficients polynomial functions of (¢, x).

Proposition 4.16. There ezist End(E)-valued polynomials ¥;(x) on V with
T (0) = 1, such that the function u — k(u,t,x) has an asymptotic expansion
in ul/2 when u — 0 of the form

o]

(%) ~ 0u(x) 3 (u) T/ 2).

1=0

This expansion is uniform for (t,x) lying in compact subsets of (0,1) x U
and asymptotic expansions for the derivatives u — 0802 (k(u,t,x)) may be
obtained by differentiation.

Proof. By Theorem 2.30, there exist functions ¢; € C*°(U,End(E)), with
#0(0) = 1, such that for any x € U,

”k(t, x) — gs(x) EN:t%i(x)“ < C(N)N-"/2,
=0

Using the bounds |zFe~%"/4t| < Cyt*/2, we can replace #i(x) by its Taylor
expansion 1;(x) of order 2(N — i):

[t %) - a:x) itwi(x)ll <O,

=0

Thus we obtain

N

(%) = () Do (ut) /20| < O/ (N,
1=0

for (¢, x) lying in compact subsets of (0,1) x U and 0 < u < 1, which gives the

desired asymptotic expansion of the function u ~ k(u,t,x). The argument

for the derivatives of k(u,t,x) is similar. O
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The main idea of our proof of the index theorem is to modify the rescaling
of space-time of (4.4) by inclusion of a “rescaling” of AV*. Given 0 < u <1
and o € C*®(R4 x U,AV* @ End(W)), let 6, equal

(6u)(t,x) Zu 20(ut, ul/zx)[]
=0

This rescaling has the following effect on operators on C*(R,;. x U,AV* ®
End(W)):
Sup(x)65" = ¢(u'/?x) for ¢ € C(U),
6,0:671 = u7l4,,
6,067 = u~Y25;,
6ue(@)67t =u™%¢(a) for a € V*,
6ut(@)67 = ut2(a).
Definition 4.17. The rescaled heat kernel r(u, t, x) is defined by
r(u, t,x) = u™2(6,k)(t, x).
The above choice is motivated by the fact that
dim r(u,t=1,x=0) = lim Zu(" 2k, (zo, o) [i]-

u—0 u——*O —0

The right-hand side of this equation is precisely what we would like to prove
to be equal to

(47)~™/2 A(M) exp(~F*¢/5).
It is clear that r(u,t,x) satisfies the differential equation

(8¢ + uby LS, V) (u,t,x) = 0.

The most important step in the proof of Theorem 4.1 is the calculation of the
leading term of the asymptotic expansion of L(u) = ué,L6; ' as a function
of u; we show that

L(u) = K + 0(u!/?),

where K is a harmonic oscillator of the type that we discussed in the last
section. To show that this implies that 7(u,t,x) has a limit as u — 0, we use
the following lemma, which is a consequence of Proposition 4.16.

Lemma 4.18. There exist AV*Q@End(W)-valued polynomials 7;(t,x) on Rx
V, such that for every integer N, the function r™ (u,t,x) defined by

2N
™V (u,t,%) = g;(x) Z ut 2y (t, x)

i=-n
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approzimates (u,t,x) in the following sense: for N > j + |a|/2, there is a
constant G(N, j, ) such that

18702 (r(ust,x) — ™ (w1, %)l < C(N, 5, )u”,
for 0 < u <1 and (t,x) € (0,1) x U. Furthermore, (0, 0) =0 ifi # 0,
while v0(0,0) = 1.

Proof. By Proposition4.16, there exist AV* ® End(W)-valued polynomial
functions ¥;(x) with ¥o(0) = 1 such that

“k(t, x) — gs(x) it"\lli(x)ll < otN-n2,

=0

If we project out the p-form component of this equation, we see that

N
[k 001 — a0 3ty | < V2
=0
Rescaling by u € (0,1), we obtain

N
“r(u,t,x)[p] —u"P g, (x) Z(ut)i\lli(ul/zx) [p]” < CulN-P/3N-n/2,

It is clear that we must define 7;(t, X)) to be the coefficient of u7/2 in the

sum
(3+p)/2

u~P/? z (ut)i\Ili(ul/zx)[p],
=0
which is a polynomial on Ry X V with values in APV* @ End(W). It is clear
that the sum ; (2, %) = 3> _q 7; (¢, X)) satisfles 6u; = u/2;. Furthermore,
7;(t,X)(p) = 0 for j < —p, and hence v;(¢,x) = 0 for j < —n.
We see that for (¢,x) € (0,1) x U and 0 < u < 1,

”r(u,t,x) — q(x) g": w2, (¢, x)“ < cul.

i=-~-n/2

The argument for the derivatives is similar. The values of v;(0,0) are deter-
mined by

o]

Y. w%(0,0) = (6,9)(0,0)=1 O

i=-n/2

Using the fact that L(u) = K 4 O(u!/?), which will be proved later, we
can now show that there are no poles in the Laurent series expansion in u!/2
of r(u,t,x),

r(u,t,x) ~ g¢(x) Z u?/ 2'yi(t, x).

t=—n
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Expanding the equation (8; + L(u))r(u,t,x) = 0 in a Laurent series in u!/2,
we see that the leading term u=%/2g;(x)v_;(t,x) of the asymptotic expan-
sion of r(u,t,x) satisfies the heat equation (8; + Kx)(gt(x)v-e(t,x)) = 0.
Since formal solutions of the heat equation for the harmonic oscillator are
uniquely determined by v_,(0,0), by the results of the last section, and since
v-¢(0,0) = 0 for £ > 0, we see that y_, is identically equal to zero unless
¢ = 0. In particular, we see that there are no poles in the Laurent expansion
of r(u,t,x) in powers of ul/2.

The other thing that we learn from this argument is that the leading term
of the expansion of r(u,t,x), namely r(0,t,x) = g:(x)Y0(¢,x), satisfies the
heat equation for the operator L(0) = K, with initial condition

7(0,0) = 1.

Thus, to calculate 7(0,%,x), we have only to obtain a formula for K, and to
apply the results of the last section.

In order to state the formula for K, let us denote by R the matrix with
nilpotent entries equal to

(4.5) Rq:j = (R;,,0 81-, 3_7') € A2V*,

where R;, is the Riemannian curvature of M at zo, operating on the algebra
AV* by exterior multiplication. Similarly, let F be the element of A2V* ®
End(W) obtained by evaluating the twisting curvature FE/S at the point xo;
again, it acts on AV* @ End(W) by exterior multiplication.

Proposition 4.19. The family of differential operators L(u) = ub,L67 ! act-
ing on C®(U,AV* @ End(W)) has a limit K when u tends to 0, given by the

formula
K = —Z(@i - iZRinj)z + F.
J

Proof. By Lemma4.14, the differential operator Vg;” = ul/ 26,V5,651 is
equal to

8i+% D Ruigxd (¢F —wh)(e' —w!)
Jik<l
FU Y fuau (e — (el — ) + u (w2,
k<l

Since fixi(x) = O(|x|?), we see that Vg;” has a limit as u — 0, equal to

1 .
0; + Z Z (Rzo)knjxjsksl.
dik<l
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Using the fundamental symmetry of the curvature Rijx; = Rgi;; and the defi-
nition (4.5) of Rij = 3" <;(Ra,)jikie™e!, the above limit is seen to equal

1 .

= 6.,; - Z ; Rz-jxf.

The operator L(u) equals L;(u) + Lz (u), where
Li(w) = = Y (VE")" + X F/S (i) (@) — wd) (& — ui)

i i<j

Ly(u) = %urM(ul/zx) + ul/? Z v

e;€i”
i

Clearly, lim, _,; La(u) = 0, since its leading term is the sum of uras(zo)/4 and
ul/? times lim,_,,>"; V‘g’: ¢,» Which we have just shown to be nonsingular.

The first term of L;(u) has limit
2
=D (V&) = Z (0~ § Z Rijx’)?
while its second term converges to
lim Y F%(es, e5) (u/?x)(e — wi)(e? —wf) =) F(8;,0;)e%e’ =F,
v0g i<j
since the vector fields e; coincide with 8; when x=0. O

The operator L(0) = K is a generalized harmonic oscillator, in the sense
of Definition4.10, associated to the n x n antisymmetric curvature matrix
—R;; and the N x N-matrix F (where N = dim(W)), with coefficients in the
commutative algebra ATV. Applying Theorem 4.12, we obtain the following
result.

Theorem 4.20. The limit lim,,_,r(u,t,X) exists, and is given by the for-
mula

(4t) ™2 det?/? (;:%%5) €exp (—-%<x % coth(fg) Ix> ——tF).

Setting ¢t = 1 and x = 0, we obtain Theorem 4.1.
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Additional Remarks

There is an extension of Theorem4.1 to Dirac operators associated not to a
Clifford connection but rather to a Clifford superconnection.

Let £ be a Clifford module on the manifold M, and let A be a Clifford
superconnection on £. Introduce a family of rescaled superconnections

n
Ao =) 1012,
=0

Let F€/5 be the twisting curvature of the superconnection A.

Theorem 4.21. Let D; be the Dirac operator assoczated to the Clifford super-

connection A,-1, and let ky (t z,y) = (z | g—utb; | y) be the heat kernel of

the generalized Laplacian tD .

(1) There exist sections ®; € C*(Ry, C;(M) ® Endc(ar)(€)) of the Clifford
bundle of M such that ast — 0,

n
ku(t,z,z) ~ (4mut)~™/? Z 2@, (u, z).
=0

(2) Zo’z det”%;_i%) exp(—uF¢/9)

The proof of the local index theorem of Getzler [61] is based on the Feynman-
Kac formula in stochastic differential geometry. It is shown in Getzler [62] that
with almost no modification, the same proof works for Theorem 4.21. The
same theorem is implicit in Bismut-Cheeger [33], which also uses stochastic
methods. In both cases, one obtains global estimates for the error

uR/2

ku(t, z, ) — (4rut)~"/2 det?/? (m

) exp(—uF*¥/5)
as a function of v and z.

There is a generalization of Theorem4.21 to the infinite dimensional situ-
ation of Chapter 9. This generalization may be used to give an alternative
approach to the family index theorem, and is also an important tool in further
generalizations of this theorem; see Bismut-Cheeger [33] for a typical example
of its use.



Chapter 5. The Exponential Map and the Index
Density

In this chapter, we will give another proof of Theorem 4.1 for a Dirac operator
D, independent of the one in Chapter 4. This proof generalizes easily to obtain
the fixed point formula for the equivariant index of a group of isometries, as
we will see in the next chapter. A feature of the proof is that it gives an
explanation for the striking similarity between the A-genus and the Jacobian
of the exponential map on a Lie group, both of which involve the j-function
) sinh(X/2)
i(X) = X2
Indeed, the fl—genus will appear naturally through the Jacobian of the expo-
nential map on the principal bundle SO(M) over M: this Jacobian can be
computed along the fibres in terms of the curvature of M, and this is where
the j-function makes its appearance, as we will see in Section 1.

Let us explain the idea of this proof. Let P — M be a principal bundle
endowed with a connection, with compact structure group G, and let £ be
a vector bundle associated to P, with Laplacian Af. It is easy to see that
the kernel k; of the heat semi-group e~tA% is obtained from the scalar heat
kernel h; on the manifold P by averaging over the fibres P, & G. This gives
integral formulas for the coefficients of the asymptotic expansion of k:(z, z),
as we will see in Section 2.

Let M be a spin-manifold of dimension n, and let Spin(M) be the corre-
sponding principal bundle with structure group Spin(n); Spin(M) is a double
cover of SO(M). Let D be the Dirac operator on the spin bundle S of M. Since
by Lichnerowicz’s formula, the square of the Dirac operator is a generalized
Laplacian, we obtain a formula for the restriction k;(z,z) = (z | etD? | z)
of the heat kernel to the diagonal in terms of the scalar heat kernel h; of the
Riemannian manifold Spin(M): apart from minor factors, k; is given by the
integral

k(e ) = / he(p,pg)p(g)™ dg,
Spin(n)

where p : Spin(n) — End(S) is the spin representation and p is an element of
Spin(M) lying above z € M. In exponential coordinates, this is a Gaussian
integral over A2R™, which we identify with the Lie algebra of Spin(n). Using
this formula, it is easy to compute o (k), and the answer only involves the first
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term of the asymptotic expansion of h;. The elimination of the singular part
of Str(k¢(z,z)) is reduced to the following simple lemma: if £ is a nilpotent
element of an algebra A (which for us will be an exterior algebra), and if f
is a polynomial in one variable, then

lim (41rt)'1/2f e~ (==0%/4 £ (1) dr = F(€).
t—0 R

As we saw in Chapter 2, the first term in the asymptotic expansion of h; can
be computed explicitly, for any Riemannian manifold, in terms of the Jacobian
of the Riemannian exponential map, so we obtain the equality (k) = A(M ).
This argument is extended to the case of a twisted Dirac operator, in which
case h; must be replaced by the heat kernel of a generalized Laplacian associ-
ated to the twisting bundle W, and we obtain o(k) = A(M) exp(—F¢/5); the
twisting curvature F¢/5 is brought into this formula by the parallel transport
factor in the first term of the asymptotic expansion of h;.

5.1. Jacobian of the Exponential Map on Principal Bundles

Let G be a compact Lie group with Lie algebra g, let M be a compact Rie-
mannian manifold and let ¥ : P — M be a principal bundle over M with
structure group G and connection form w. Let us choose on g a G-invariant
positive scalar product; we will denote by fc f(9) dg the integral with res-
pect to the corresponding Riemannian volume form; because the Riemannian
metric is invariant, this is a Haar measure. For p € P above £ € M, the
tangent space TP is the direct sum of the horizontal space H,P, which is
identified with T, M by the projection 7, : TP — 7*TM, and the vertical
space identified with g. Taking H,P and g orthogonal to each other turns P
into a Riemannian manifold, with metric depending on w.
For p € P, we denote by

J(p,a) : TyP — T,P

the derivative of the map exp,, at the tangent vector a € T,P. The purpose
of this section is to compute J(p,a) when a € g. This computation is very
similar to the computation of the derivative of the exponential map in a Lie
group.

If a € g, let jg(a) equal

_ p,—ada
(5.1) ja(a) = detg (1—;‘1—) .

Note that j4(0) = 1.

Proposition 5.1. If dg is a Haar measure on G, then d(expa) = jy(a)da
in exponential coordinates.
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Proof. If G is a compact Lie group with Lie algebra g, then
1—e" ada
ada

for a and b € g. In a matrix group, this follows from Duhamel’s formula (2.6);
since G is compact, it has a faithful matrix representation. [

(5.2) 4 exp(—a) exp(a + €b)|e=g =

de b,

Let V be an Euclidean vector space with orthonormal basis e;. The Eu-
clidean scalar product on A2V has orthonormal basis {e;Ae; | i < j}. Identify
A2V with so(V) by the map 7 : A2V — s0(V) of Proposition 3.7, defined by
the formula (7(a)e;, e;) = 2(, €5 A ej).

We denote by Q the curvature of the connection w on P. It is a horizontal
g-valued 2-form on P so, for p € P, €, is an element of A2H*P® g. Ifa € g,
the contraction of Q, with a is an element of A2H *P wh1ch we will denote
by Q- a.

If X is a vector field on M, we denote by XP its horizontal lift on P. If
a € g, we denote by a the corresponding vertical vector field on P. Since
XP is invariant by G, we see that [a, XF] = 0. From the definition of the
curvature of a connection (1.6), we see that

[(XP,YP] = [X,Y]F —QXF,YF)p,

where Q(XF,YF) € g induces a vertical vector field Q(X*,YF)p on P. We
will usually write Q(XF,Y?) instead of Q(XF,Y*)p. The formula

Qo (XT,YP) = g72Q,(XP,YP)
follows from the G-invariance of w.
The skew-symmetric endomorphism 7(Q,-a) € End(T; M) is given by
T(Qp-a)X =2 (Q(XT,el), a)es,
i

and it varies along the fibre containing p by the formula
(5.3) T(Qpg - a) = 7(Qp -(9a)).

Denote by VM and V7 the Levi-Civita covariant derivatives on the tangent
bundles TM and TP.

Lemma 5.2. Let X andY be vector fields on M, and let a and b be elements
of g. Then

(1) Vzb = 3la,b].
(2) VEXP = 37(Qp-a)XP =VEra
(3) VERYF = (V¥Y)P - 1o(XF,Y7F)
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Proof. By the definition of V¥, if X, Y and Z are vector fields on P,
2(VEY, Z) equals

X(Y,2) +Y(2,X) - Z(X,Y) + (X, Y], 2) - ([¥, 2}, X) + (2, X], Y).
To prove (1), we observe that (VZb, XF) = 0, while
(VEb,€) = 5([a,bl,¢) — 5([b, ], @) + 3 ([e, a], b) = 5([a, b, ),

since the scalar product on g is G—invariant.
To prove (2), we observe that

2VEXP YP) = ~(XP,YF),a) = L(r(Q-0) XP,YP)

by the definition of 7, while (V2 X?,b) = 0. A similar argument leads to the
proof of (3). O

As a consequence of Lemma5.2, we obtain a description of the horizontal
and vertical geodesics in P.

Lemma 5.3. (1) Fora € g andp € P, the curve s — pexp(sa) is a geodesic,
so that exp, a = pexpa.

(2) If z(s) is a geodesic in M, its horizontal lift is a geodesic in P.

Proof. By definition we have 9;(pexp sa) = a, so (1) follows from the relation
VPa = 0. Similarly (2) follows from Lemma5.2 (3). O

Fix x € M and let V = T; M. For p € P such that 7(p) = z, identify H,P
with V' and T, P with V & g. Then the map

J(p,a) : TpP — TpexpaP
becomes a linear map from V & g to itself.

Theorem 5.4. The map J(p,a) preserves the subspaces V and g of TP,
and we have

l—e

; ~7(Qp - a)/2
ol =,
1-— e-ada
J(p,a)lg =—qa

Proof. The formula for J(p,a)|; follows from (5.2) and Lemma5.3 (1). To
calculate J(p,a)|v, we need to compute J;exp,(a + tX)|¢=o, for X € V.
Introduce p(s,t) = exp, s(a + tX) and p(s) = exp,(sa). For every t € R,
the curve s — p(s,t) is a geodesic. Put Y (s) = 8;p(s, t)|¢=0, so that Y'(s) is
a vector field along the curve p(s), corresponding to the deformation of the
geodesic p(s) into the geodesic p(s, €); such a vector field is called a Jacobi
vector field. We have J(p,a)X = Y(s)|s=1. Let R € A?(P,End(TP)) be
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the curvature of the manifold P. The Jacobi vector field Y (s) is determined
by the differential equation

(5.4) V5. VEY(s) = RY(8,p,Y(s)) - 0sp

with initial conditions Y'(0) = 0 and V§ Y(s)|s=0 = X. Let us recall how
these equations are obtained: since V is torsion free, taking the covariant
derivative of Vj,0sp = 0 gives

0 =V5,Vs,05p = V5,V5,05p + R(0¢p, 05p)0sp
= Vas Vaaatp + R(atp) asp)asp,
Let X be a vector field on M. Since VZa = 0 and [a, XP] = 0, we see that
RP(a,XP)a=VEPVE  a.

Since exp(sa)a = a, it follows from (5.3) that 7(Qpexp(sa) - @) = 7(Qp-a),
hence is independent of s and

(Vipa)p(s) =1 (T(Qp- ) X)7 .

It follows that
RP(a,X%)-a = (37(Qp-a))2XF.
If V(s) is an horizontal vector field on P along the curve p(s), the vectors
VEPVPV(s) and R (a,V(s))a are horizontal. Thus the differential equation

(5.4) implies that Y'(s) remains horizontal, and identifies with an element y(s)
of V. In this context, the differential equation (5.4) says that

2
(85 + T(Qp-a)/4)%y(s) = (T(Qp-a)/4) y(s),
so that we obtain the theorem. [J
For X € End(V), recall Definition 3.12 of j,,

s X2)

MM=M<Xﬂ

The Hirzebruch A-genus will appear in the index formula because of the fol-
lowing corollary to the above theorem.
Corollary 5.5. det(J(p,a)) = jg(a)jv (7(Qp-a)/2))

Proof. Let A be the matrix 7(Qp - a)/2. Since A is antisymmetric, we see that
det(e?/2) = 1, so that

1—e4 sinh A/2
det ( A ) = det (-—A/—é—‘) .
There is no conflict of notation between jg(a) and jv (X) since the compact
group G is unimodular, so that jg(a) and jg(ad a) are equal.
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5.2. The Heat Kernel of a Principal Bundle

Let P — M be a principal bundle with compact structure group G and
connection form w. Let (p, E) be a representation of G in a vector space E
and let £ = P xg E be the associated vector bundle on M, with covariant
derivative V associated to the connection w on P. Let A€ be the Laplacian
of £; with respect to a local orthonormal frame e; of TM,

Af == (V2 - Vy,.e)
?
We can identify the space I'(M, £) with the subspace of C*°(P) ® E invariant
under the group G, denoted C*®°(P, E)C, as was explained in Proposition 1.7.
In this section, we will relate the Laplacian Af and its heat kernel to the
scalar Laplacian AF on P, which acts on C*®(P).
If ¢ € C*(P) is a function on P, we have the integration formula

[ ¢@do= [ ([ stzards)a.

In this formula, note that [, #(pg)dg depends only on z = m(p).

Let E, be an orthonormal basis of the Lie algebra g of G and let Cas =
>, p(E.)? € End(E) be the Casimir operator; it is independent of the
choice of the orthonormal basis E, of g and commutes with the action of G
on E. In particular, if the representation p is irreducible, Cas is a scalar.

Proposition 5.6. The Laplacian A coincides with the restriction of the
operator AP ®14+1® C to (C®(P)® E)C.

Proof. Let el be the horizontal lift of the vector field e; on M to the principal
bundle P. The vector fields e and E, form a local orthonormal basis of TP.
By (5.2) we see that

AP = =" ((ef)? = (Veier)T) = Y E2

In the identification of I'(M, £) with (C*°(P) ® E)€, the operator V., corre-
sponds to ef’, while, using the G-invariance of elements of (C®(P) ® E)%,
the vertical vector field E, may be replaced by the multiplication operator
—p(E,); the proposition follows. [

Let us compare the semigroups of operators e~*A° on I'(M, £) and e—tA”
on C®(P). The Schwartz kernel of e~*A° with respect to the Riemannian
density |dz| of M is denoted by (z ‘ eta° ]y) On pulling back to P, it
becomes an element (p1,p2) — (p1 | e—tA* | p2) of C®(P x P) ® End(E)
which satisfies

(P11 | e A | p2g2) = p(g1) ™ (p1 | e tA° | p2)p(g2).
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From Proposition 56, we see that
—tA £ Cas A P
[ t =€ ¢ e ¢ .

Thus we obtain an integral representation of the heat kernel of the Laplacian
of an associated vector bundle £ in terms of the scalar heat kernel on the
manifold P.

Proposition 5.7. If p; and ps are points in the principal bundle P, then

(pr | e7%8" | po) = et /G (pr | €27 | pag)plg)~dg.

Proof. We have
o) = [ (| | 32) olo o
—e [ ([ (" | g} tone) d) o
_ o—tCas /M ( /G (7 | N | psg) p(g)-ldg) é(p2) dz,

from which the theorem follows. [

This theorem leads to an integral representation for the asymptotic expan-

. £
sion of (z | e7*4" | z) in terms of the asymptotic expansion of the heat kernel
of P.

If ¢ € C(R) is a smooth function with compact support, then by Propo-
sition 2.13, the integral

2 2. (~t)*
[ e s@aan umyr s Sl ko0
k=0 :

has an asymptotic expansion in powers of t!/2 near ¢ = 0 which depends only
on the Taylor series of ¢ at 0.

Let ¢ € C°(g) be a smooth function with compact support on the vector
space g. We will denote by

(55) /“Y"‘P e‘||a|12/4t¢(a) da

8

the asymptotic expansion in t!/2 of the integral

/ e~ lall* /44 da.
g
This power series has the form tdim(8)/2 3% ¢i);.

If ¢ is a smooth function defined only in a neighbourhood U of 0 € g, and
1 is a cut-off function on g with support in U and equal to 1 near 0, then
LT e lall*/4t $(a)p(a)da is independent of the choice of 1, so we will write
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it simply as [/ e~lal*/%g(a)da. If B(t,a) = Y2, t'®;(a) is a formal
power series in t with coefficients in C®°(U), we will write

asymp 2
/ e~ Nal’/4% (¢, a)da
g

for the formal series

o) . mp 2
Zt’/ e lel/4t %, (a)da.

asy:
i=0 g

To simplify the statement of the next theorem, we will suppose that the
Casimir Cas of the representation p of G on E is a multiple of the identity.

Theorem 5.8. There exist smooth functions ®; on P X g such that

—tAaf | p) ~

. . asymp OO . ’
(47rt)—(d1m(M)+dxm(g))/2 / Z t'@i(p, a)e—”a|[2/4tp(exp a)—l Ja (a)da.

(p|e

Furthermore, denoting Tr(,)M by V, we have
®o(p, a) = det™/*(J(p, a))
= 75 2(0) 352 (7(2p - 0)/2).

Proof. Let hy(p1,p2) be the heat kernel of AP on C®°(P). By Theorem5.8,
we have

(p| % [ 5) =% | hu(p,p) (o) d.
G

Let 9(t) be a cut-off function which vanishes for ¢ greater than half the
square of the injectivity radius of M.

In Section 2.5, we showed how to obtain a formal series Zzo t*¥;, whose
coefficients ®; are smooth functions in the neighbourhood

{(p1,p2) | d(p1,p2) < €}
of the diagonal of P X P such that if

N
R (pr,p2) = (4mt)™ PV 24 (d(py, py)?)e~ P12 /48 S i, (), ),
=0

we have
”ht(ﬁﬁl,pz) - hfv(pl,p2)“ = O(tN—dlm(P)/z)‘
By Theorem 2.30 and Corollary 5.5, we have, for a small,

N
ht (p,pexp a) — (47rt)' dim(P)/2e—||a,[|2/4t Z ti‘I/i(p, a) + O(tN—dim(P)/2),

=0
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where ®¢(p,a) = jg 1/2 (a) j‘_,l/ 2(7’(91, -a)/2). The proof is completed by mul-
tiplying through by the formal power series e=tC2 = $~°° (—tCas)*/k!, and
inserting the formula dg = jg(a)da. O

Let us extend this theorem to the case of a generalized Laplacian on a
twisted bundle W ® £. Let W be a bundle over M, which we will call the
twisting bundle. We can make the following identifications between space
of sections:

D(MWRE) = (T(P,m*W) ® E)C,
I'(M,End(W ® £)) = (I'(P,7* End(W)) ® End(E))®.

If F € (0(P,7m End(W)) ® g)©, then applying the map p : g — End(E), we
obtain a section

o(F) € (T(P,7*End(W)) ® End(E))€¢ = I'(M,End(W ® £)),

which we will simply denote by F. We will also abbreviate our notation
for the bundles 7*W and 7*End(W) on P to W and End(W). If F €
(D(P,End(W)) ® g)¢ and a € g, then for all p € P, the contraction Fj-a
is a well-defined element of End(W,), where z = 7(p), and we have the in-
variance for g € G,

(5.6) Fpg-a = Fp-(ga).
We will consider generalized Laplacians on W ® £ of the form
H=AW® L P4 F!,
where

F° € T(M,End(W)) C T(M,End(W ® £)),
F! e (D(P,End(W)) ® g)C.

Here, W is a twisting bundle with connection V¥, and AW®¢ is the Laplacian
on I'(M, W ® £) with respect to the tensor product connection on W ® £.

The main result of this section will be an integral formula for the asymptotic
expansion of the heat kernel of H. As before, we may view the kernel of e~ ¥
as a section

(p1,p2) — (p1 | €77 | p2)

of the bundle W K W* ® End(F) over P x P. Restricted to the diagonal, the
kernel (p | e~*¥ | p) gives a section of (I'(P,End(W)) ® End(E))¢. We will
give an asymptotic expansion of (p l e tH ‘ p) compatible with this tensor
product decomposition.
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Theorem 5.9. Let H = AW® L F, where F = F° + F! is a potential
such that F° € T'(M,End(W)) and F* € T'(P,End(W)) ® g)¢. Assume that
the Casimir Cas of the representation p is scalar. Then there exist smooth
sections ®; € T'(P x g, End(W)) (where we denote by End(W) the pull-back
of End(W) on' M to P x g) such that

(p|e™™ |p)~

. . asymp s .
(drt)~(@mO0saim@/2 [T 1o/ Y 110, (5, 0)@plenp o) 7p(a) do.

Furthermore, letting V = Ty (p)n, we have

7272 0)/2) exp(FL -a/2).

Proof. The proof is very similar to the proof of Theorem 5.8. The first step
is to write H as the restriction to I(M,W ® &) = (I(P,W) ® E)® of a
carefully chosen generalized Laplacian H” on P. We will thus obtain an
integral formula similar to Theorem 5.7 for the kernel (p | e*¥ | p).

The map a — 1F1 -a € End(W;) defines a vertical one-form on P. We
associate to the potentlal F a connection V on 7*W by adding to the pull-back
VW of the connection V?Y on W the vertical one-form F!:

®o(p,a) = 75 *(a)

V=v"+iFl

Let A be the Laplacian of the bundle m*W associated to the Riemannian
structure of P and the connection V.

Lemma 5.10. There exists a potential F € T(P,End(W))€ such that H is
the restriction of the operator (A + F)® 1 +1® Cas to I(M,W Q &) =
(D(P,W) ® E)C.

Proof. Let F =% (F 2 + FO, where E, is an orthonormal basis of g.
We have

Zﬁzf—vw, P+ZF1 B ® p(Ea) + F°,

whereas
A= =3 92— Figegr = 3 VE..
) a
Observe that
> Vi = Z(Ea +3F - B,)?
a

—ZE2 +3(F' - E.)E, + L Eo(F' - E,) + L(F' - E,)%
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From the relation (5.6), we see that Fp1 exp(sE,) ' La is independent of s, so that

the action of the vector field E, commutes with the endomorphism F* . E,,
and we obtain

> Vi, =Y B2+ (F'-Eo)E, + L(F'- E,)2.

As before, we can replace the second order operator 3, E2 on (I'(P, W)®E)€,
by Cas, while we can replace E, by —p(E,); the lemma follows easily. [

For p, a}nd p2 € P, let us denote by h:(p1,p2) € Hom(W,,, Wy, ) the kernel
of e=t(A+F) " Ag in Theorem 5.7, we have

(pr| €7 | po) = €770 fG he(p1,p29)p(9) ™" dg.

There exists smooth sections (p1,p2) — ®;(p1,p2) € Hom(Wp,, W, ), defined
in a neighbourhood of the diagonal of P x P, such that if

N
hf{v(pl1p2) = (47rt)~dim(P)/2¢(d(plap2)2) e-—d(p1,p2)2/4t Ztiéi(plazm)’

i=0
we have
“ht(Pl,pz) - hiv(p17p2)“ = O(tN-dlm(P)/z).

Furthermore, the first term ®¢(p;,p2) does not depend on F’, and is given
by the formula

QO(p11p2) = det~1/2 (‘](pla exp;11 p2)) 'F(Pl,p2),

where 7(p1,p2) € Hom(Wp,, Wp,) is the geodesic parallel transport with
respect to the connection V. We will compute 7 in the next lemma.

Lemma 5.11. Forp € P and a € g, we have
7(p,pexpa) = exp(3F, - a).

Proof. The function t — 7(t) = 7(p, pexp ta) is the solution of the differential
equation
d _ . -
ET(t) - % (Fgexp ta a’) T(t) =0, T(O) =1,
and, by (5.6), we have Fp e pt0-0 = Fp-a. O

The rest of the proof of Theorem 5.9 is the same as that of Theorem 5.8,
except that the ®g term is multiplied by 7(p, pexp a), calculated above. O

When we apply the above theorem to the heat kernel of D? in Section4,
the factor j;1/2(7(a-ﬂp)/2) in

3o(p, @) = j5 /%(a) 7% (T(Qp- ) /2) exp(F}-a/2)
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will gives rise to the A-genus of M, while the factor exp(Fy -a/2) will lead
to the relative Chern character.

5.3. Calculus with Grassmann and Clifford Variables

Let ¢ be a continuous function on R slowly increasing at infinity. For a € R,
we have:

lim (4nt)~1/2 / e~ (=04t g (1) dx = ¢(a),

t—0 R
as follows from the change of variable z +— t/2(a + z). We will prove a
generalization of this formula, which allows a to lie in a more general algebra.

Let A be a finite dimensional supercommutative algebra with unit. (In

practice, A will be an exterior algebra). Let £ = (&,...,&,) be a n-tuple of
even nilpotent elements of A. Let ¢ be an A-valued smooth function on R™.
We define:

(5.7) pz+8&= > 0¢(x)¢’ /I, forzeR™

JeNn

This sum is finite because the elements & are nilpotent. We will write ||z —¢]?
for the function Z (x5 — €)%

Lemma 5.12. Let ¢ be an A-valued smooth function on R™ slowly increasing
at infinity (as well as all its derivatives). Let & = (€1,...,&n) be an n-tuple
of even nilpotent elements of A. Then

t—0

lim (47t)~"/2 /IR" ele=€l" /4t (2) 4z = g(¢).

Proof. If ® and its derivatives are rapidly decreasing functions on R™, we

have
/(<I>(2:+§ - &(z)) d:z:—ZJ'/ 0’®(z)dz = 0.

J#0
Thus

/ e~ le—€l1/4t 1) gy, = / e e/t 1 ) dy
L R»

J
=305 [ o)
J . n

In the limit ¢ — 0, we obtain the lemma. [

Let V be a Euclidean vector space. We denote by exp A (c) the exponential
of @ € AV, and by g = C?*(V) the Lie algebra of Spin(V), which we can
identify as a vector space with A%V by the symbol map. By the universal
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property of the symmetric algebra Clg] of polynomial functions on g, the
injection of g into the even part of AV extends to an algebra homomorphism

A:Clg] — AV.

We can extend the map A to the algebra to C°°(g) by composing with the
Taylor series expansion at 0. Let us describe this homomorphism in the case
in which V = R™, with orthonormal basis e’. An element f of C*(g) is a
smooth function f(as;) of the coordinates {a;; | 1 < i < j < n} on A?R?",
and A(f) is the element f(e? A e?) € AV defined in (5.7), which is obtained
by replacing the variables a;; by the elements e’ A e? € A?R". Denote by
e Ae* the antisymmetric matrix whose (3, j)-coefficient equals e* A e/ € A2V
We will use the suggestive notation f(e A e*) for A(f), and will call it the
evaluation of f at e A e*.

Since e; A e; = 0, many polynomial expressions in the variables e; A e; will
vanish, and consequently some functions on g will have a vanishing evaluation
at eAe*. In the following lemma, we collect a number of such functions. Recall
that 7 is the canonical representation g — so(V).

Lemma 5.13. (1) Let v, w € V and let fff,w(a) = (1(a)*v,w) be the cor-
responding coefficient of the matriz T(a)*. Then f¥ (e Ae*) =0 for
k>2.

(2) Let fr(a) = 'I‘r((ada)k), where ad is the adjoint representation of g.
Then fr(eAe*) =0 fork > 1.

(3) glene™) =1

Proof. The coefficients of the matrix 7(a)? are linear combinations of mono-
mials a;xak;. Thus (1) follows from the relation ex A ex = 0.

The adjoint representation can be written as ad(a) = 7(a) AL+1A7(a) for
a € g. Hence it follows from (1) that the evaluation at e Ae* of any coefficient
of (ad(a))* vanishes, when k > 2. Since 7(a) is antisymmetric, we also have
Tr(r(a) A 7(a)) = —Tr(r(a)?) and Tr(ada) = 0. Thus, for any k > 1, the
evaluation at e A e* of Tr((ad a)*) vanishes.

Using the relation det(A) = exp(Tr(log A)), we can write jg(a) in the form

Jgla) = exp( (Z ck(ad a)k))
k>1

and (3) follows from (2). (Alternatively, (2) and (3) can be seen as a conse-
quence of the fact that the constants are the only elements in AV which are
invariants under the full orthogonal group O(V).) O

The following proposition is the crucial technical tool leading to the elimi-
nation of the singular part of the heat kernel index density.

Proposition 5.14. If & is a smooth slowly increasing function on g, then

lim (4nt)~ dim(e)/2 / g~llall*/4t expy (a/2t) @(a) da = P(e A e¥).
9

t—0
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Proof. Since (e A €/)? = 0, we obtain by completion of squares the formula

~lal? /4t = 1 g g2
e exp, (a/2t) epr( pr Z(aqu e'Nne) )
1<J

Applying Lemma 5.12 gives the desired formula. O

For the proof of Theorem 4.1, we need to replace Grassmann variables by
Clifford variables in Proposition 5.14. The next proposition shows that this is
indeed possible when taking the limit ¢ — 0. Let §; be the automorphism of
AV such that . .

6i(y) =t79%y for y e AIV.

As usual, we will identify the spaces C(V) and AV by means of the symbol
map.

Proposition 5.15. If ® is a smooth slowly increasing function on g, and
v € A¥V, then

lim (4rt)~ 4m(e)/2¢k/2 / e_||“”2/4‘6t('y -expp(a/2))®(a)da =y A B(eAe*).
t—0 g

Proof. Recall the relation (3.13) between the exponentials in the exterior al-
gebra and the Clifford algebra: '

expg a = j/*(a) det(Hy/*(a)) (Hy"/*(a) -expp a),

where Hy (a) : g — GL(V) is given by the formula

__7(a)/2
)= S @

In particular, the matrix entries of H;l/ 2(a) are analytic function of the

coefficients of the matrix 7(a)?.

Let ey be the orthonormal basis of AV obtained from an orthonormal basis
e; of V. We have

61(expc(a/2))

= jy/*(a) det(H/*(a)) 3 _(expy(a/2t), er) (Hy*(a) er,e5) ey.
I1J

By Lemma5.13, the evaluation of j‘l,/z(a) det(H‘l,/z(a)) (H;lﬂ(a) er,ey)
at eAe* is equal to 8ry. Thus, applying Proposition 5.14, we obtain the result
for vy = 1.

Ify=e; A...Aeg, we have

v-expg(a/2) = (e1 — 1) - - (€k — tk) expe(a/2).
Applying §;, we obtain

t5/26,(y - expo(a/2)) = (e1 — tu) -+ - (ex — tu)6e(expo(a/2)).
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and taking the limit, we deduce the result from the case y =1. O
We restate the above result in a slightly different way.

Proposition 5.16. Let ® be a smooth function on g defined in a neighbour-

hood of 0. Let v € Cro(V), with symbol o (y) € A™V. Consider the formal
power series

X asymp oo )
(47t)~ dim(e)/2 / e’”“”z/“cb(a) (7-expe a) da ~ Z t*C;,
8 i=0
where C; € C(V'). Then the element C; is of Clifford degree less than 2i +m,

and we have
n/2

Z 02i+m(C;) =y A D(2e A e*).

=0

oo
Proof. Proposition 5.15 asserts that the Laurent series Zt”m/ 26,(C;) has

i=0
no poles, and computes the constant term. [

5.4. The Index of Dirac Operators

We now give our second proof of Theorem 4.1. Thus M is an oriented compact
Riemannian manifold of even dimension n. For simplicity, we assume that M
admits a spin structure; this is always true locally, and since the theorem is
local, it is sufficient to prove the theorem in this case.

Let V = R™, with its standard orthonormal basis e;. Let G = Spin(n),
with Lie algebra g = C?(V), and let 7 : g — s0(V) be the map defined
in Proposition 3.7. We denote by 7 : P — M the principal bundle Spin(M)
which defines the spin structure, and provide it with its Levi-Civita connection
w. Let Q € A%(Spin(M), g) be the curvature of the principal bundle Spin(M).
Then the Riemannian curvature R of M is equal to 7(Q) € A%(M, s0(TM)).
At a point p € P, which corresponds under the two-fold covering Spin(M) —
SO(M) to an orthonormal frame at the point z = 7(p) € M, we may identify
both T, M and T™, M with the vector space V.

Let p : G — End(S) be the spinor representation, and let S be the asso-
ciated superbundle of spinors, which carries the Levi-Civita connection V5.
The Casimir Cas of the representation p is given by

Cas =Y (eig;)? = —dim(g) = —n(n —1)/2,
i<j
so is a scalar.
We suppose given a Hermitian complex vector bundle W — M and a
Hermitian connection V¥ on W with curvature F¥, and we let D be the
corresponding twisted Dirac operator of the twisted spinor bundle W ® S.
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Let k() be the heat kernel of the operator D?; along the diagonal, it is a
section of the bundle End(W ® S) = C(M) ® End(W).
Since the operator D? satisfies the Lichnerowicz formula

D? = AW®S 4 c(FW) + §rM,
we may apply to it the analysis of Section 2. Indeed,
D? = AW®S 4 FO 4 1,

where
M
Fz? = %r
Fy =) FVY(ef,ef) ® (e Aes) € (T(P,End(W)) ® 9)°.
i<j

By Theorem 5.9, the asymptotic expansion of (z ] e~tD* | z) has the form

asym
(4mt)~ (@im(@)+n)/2 / e~llal /4tZtJ¢, a) @ p(exp a) j (@) da,
g

where ®; form a series of smooth functions on g with values in End(W,), and

®o(a) = ;3 /*(a) 552 (7(Qp - 0) /2) exp(~FL - a/2).

In the identification End(S) & C(V) & AV by the symbol map o, the matrix
p(expa) corresponds to the element expo(a) of AV. The first assertion of
Theorem 4.1 follows immediately from Proposition 5.15 with v = 1.

The formula in Proposition 5.15 for the leading order of the above asymp-
totic expansion shows that

o(k) = ®o(2e Ae*)jg(2e Ae*).

By Lemma 5.13, the function j4(2a) evaluated at e A e* equals 1. Thus, it
remains to calculate ®4(2e A e*).

Identifying V' and V*, we consider the curvature F;’V as an element of
A%V ® End(W,) and the Riemannian curvature R, as an element of A2V ®
End(T;M). The function a +— F}} -a is a End(W;,)-valued linear function on
g, thus its evaluation at e A e* 1s an element of A’V ® End(W,). Similarly
the function a — 7(Q,- a) is an End(T; M)-valued linear function on g, thus
its evaluation at e A e* is an element of A2V ® End(T,M).

Lemma 5.17. We have F, -(e Ae*) = F)Y and 7(Qp (e A €*)) = Rp.
Proof. The curvature F)V is the element

Zei/\ej ®F;’V(ef,ef)

i<y
of A’V ® End(W;). If F} € End(W,) ® g is given by (5.4) and a =

> icjGijei Nej € g, we see that Fl-a = Yic aing’v(ef,ef). Replacing
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the scalar variables a;; by the Grassmann variables e; A e;, we obtain the first
formula.
The second formula is more subtle. Let us write £, € A2V ® g as

Qp = Z er Ner ® (Qp(ex,er), e Nej) e Aej.
1<j;k<l
Let E;; = 7(e; A ej), so that {E;; | i < j} is a basis of so(V). Since the
Riemannian curvature R, € A%V ® so(V) is the image of the curvature Q,, by
the representation 7 of gin V, we see that

Rp: z ek/\el®(Qp(ek9el),eiAej)Eij.
_ i<jik<l
The fundamental symmetry of the Riemannian curvature shows that
Ry= Y eine;®(Qpler ) e Aej)Ep.
i<jik<l

For a =3, _;aije; Ae; € g, the element Q- a of A%V equals

Z (Qp(exs €1), €i A ej) aijex A ey,
i<jik<l
so that
T(Qp-a) = Z (Qp(ex, er), e; Aej)aijExy.
i<gik<l

Replacing the variable a;; by the Grassmann variable e; Ae;, we obtain (2). O

The function ®¢(2a) is the product of the real function jg 172 (2a), the real
function j;l/ 2 (7(Qp - a)) and the End(W,)-valued function exp(~F -a). We
know that jg 1/2 (2e A €*) = 1. By the preceding lemma, the evaluation of

the function j;l/ 2(7(Qp-a)) at e A e* equals the A-genus of M, while the
evaluation of the End(W;)-valued function exp(—Fj - a) at e A e* equals the
element exp(—F") of A(M,End(W)). This completes our second proof of
Theorem4.1.
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Chapter 6. The Equivariant Index Theorem

Let M be a compact oriented Riemannian manifold of even dimension n,
and let H be a compact group of orientation preserving isometries acting on
M. Let & — M be a Clifford module with Clifford connection; if H acts on
& compatibly with the Clifford action and Clifford connection, we call £ an
equivariant Clifford module. If D is the Dirac operator on £ associated to the
given data, then D commutes with the action of H; hence, the kernel of D is
a finite-dimensional representation of H. The equivariant index is the virtual
character of H given for v € H by the formula

indg (v, D) = Tr(v,ker DY) — Tr(7,ker D).

In this chapter, we will prove a generalization of the local index theorem
for D which enables us to calculate indg(v,D) for arbitrary v € H. Let
(z | ye~tD? | y) be the equivariant heat kernel of D, that is, the kernel of the

operator ve~t0*. The restriction of (z | ye~tD? | ¥) to the diagonal of M is
a section of End(€) which we denote by k: (7, z).

Fix v € H, and denote its fixed point set by M?. The main result of
this chapter, Theorem 6.11, is that k:(y,z) has an asymptotic expansion, as
t — 0, of the form

o0
(4rt) = mMD/2N " 158, (y, ),

i=0
where the coefficients ®;(v, ) are generalized sections of End(€) which are
supported on M7, and such that ®;(v, ) has Clifford filtration degree 2i +
dim(M) —dim(M7). We will calculate 02;dim(r)—dim(av) Pi(7, z) explicitly,
obtaining a formula of a similar type to that of Chapter 4, which is the case
where H = {1}; this formula involves the curvature of the normal bundle N
of M” in M and the action of H on it.

We begin the chapter with some generalities on the equivariant index. In
Section 2, we give a proof of the Atiyah-Bott fixed point formula for the equi-
variant index of the -operator when the fixed point set is discrete; this serves
as a simple introduction to the equivariant index theorem. In Section 3 we
state Theorem 6.11, while in Section 4, we show that it implies the equivariant
index formula of Atiyah-Segal-Singer for indg (<, D) as an integral over M”
and the local formula of Gilkey. The rest of the chapter is devoted to the
proof of Theorem 6.11, by a method generalizing that of Chapter 5.
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6.1. The Equivariant Index of Dirac Operators

Let M be a compact oriented Riemannian manifold of even dimension n,
on which a compact Lie group H acts by orientation-preserving isometries.
There is induced an action of H on the Clifford bundle C(M), which preserves
the product.

Definition 6.1. An equivariant Clifford module £ over M is an H-
equivariant bundle, with a Clifford module structure and Hermitian inner
product preserved by the group action. We suppose that the action of H
preserves the Zs-grading of £.

Let D be a Dirac operator associated to a Clifford connection V¢ on .
The following lemma is evident.

Lemma 6.2. The action of the group H commutes with the Dirac operator
if and only if the Clifford connection V¢ is H-invariant.

From now on, we only consider invariant Dirac operators D on £. Since an
element v € H preserves the Dirac operator D, it must map ker(D) to itself,
so that ker(D) becomes a Zy-graded representation of H. The character of
this representation, that is, the supertrace

Str(, ker(D)) = Tr(v, ker(D¥)) — Tr(y, ker(D7)),

is called the equivariant index of the Dirac operator D, and we will denote it
by indg (v, D); it is an element of the representation ring R(H) of the compact
group H. The purpose of this chapter is to calculate indg (7, D) in terms of
local data at the fixed point set of v acting on M; for v = 1 € H, this is just
the local index theorem of the Chapter 4. The other extreme occurs when the
fixed point set of -y consists of isolated points; if D is associated to an elliptic
complex, the formula for indg (v, D) in this case, due to Atiyah and Bott, is
particularly simple to derive, and we will present it in Section 2.

The foundation of the calculation of the equivariant index of a Dirac oper-
ator is the following generalization of the McKean-Singer formula.

Proposition 6.3. Let ki(v,z)|dz| = (z | ~ye~tD? | z) be the restriction of
the kernel of the operator 76“02 to the diagonal. Then for anyt > 0,

indg (7, D) = Str(ve Dz) = /M Str(k: (v, z)) |dz|.

Proof. We will give two proof of this result, which are transcriptions of the .
two proofs of the McKean-Singer formula Theorem 3.50 in its simplest versmn
If X is a real number, the A-eigenspace HE 3 of the generalized Laplacian D?,
actmg on I'(M, £%) is a finite dimensional representation of H, with character
. We have the following formula for the supertrace of ye -tD?,

Str(ye ") = 3" (xt (1) - xx (7))

A0
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The Dirac operator D induces an isomorphism between HY and H; when
X\ # 0. Since D commutes with H, this isomorphism respects the action of
H, so that

X)) = x5 (1) =0 for x>0,

and we are left with x3 (v) — Xg (7), which is nothing but the equivariant
index of D.
The second proof of Theorem 3.50 generalizes as follows. If a(y,t) is the

function Str(’ye“Dz), we again see by Lemma 2.37 that for t large,
|Str('ye"5D2 — YPeer(0))| < Ce™ /2 yol(M),
where )\; is the smallest non-zero eigenvalue of D2. This shows that

a(y,00) = lim Str('ye“toz) = indg (v, D).
t—o0

The proof is completed by showing that the function a(t,~) is independent of
t, so that a(v,t) = a(y,00) = indg (v, D). Differentiating with respect to ¢,
we obtain

—Z—ta('y, t)=— Str('yDze‘f‘y)
_ip2
= —1Str([yD, De~*P7]),
since D is odd and [D,7] = 0. This last line vanishes by Lemma 3.49. O

Thus, the calculation of the equivariant index is reduced to the calculation
of the limiting generalized section lim k;(y,z) of £.
t—0

6.2. The Atiyah-Bott Fixed Point Formula

The Atiyah-Bott fixed point formula is a generalization of the Lefschetz fixed
point formula, which gives the supertrace of the action of a diffeomorphism on
the de Rham cohomology of a manifold. In some respects, it is more general
than the equivariant index theorem which we will prove later, since the group
H is allowed to be non-compact. However, it is more restrictive, in that
it only gives a formula for elements v € H whose fixed point set consists
of non-degenerate isolated points, and D must be associated to an elliptic
complex.

Let D : I'(M,E®) — I'(M,E**!) be a differential operator acting on the
space of sections I'(M, €) of a Z-graded finite dimensional vector bundle £
over a compact manifold M. We say that (I'(M, &), D) is a complex if
D? = 0. Suppose that the cohomology space H*(D) = ker(D)/im(D) is
finite dimensional.
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Consider a group H acting on £ — M and assume that the action of H
on I'(M, £) commutes with D. The group H acts on the graded vector space
H*(D) and we define, for v € H,

indg (v, D) = »_(~1)* Tx(y, HY(D)).
1
If v acts on M with isolated nondegenerate fixed points, Atiyah and Bott
gave a fixed point formula for the index of the transformation v, even if H is
a non-compact group.

In this section, we will give a proof of Atiyah-Bott formula for those com-
plexes D for which there exist a Hermitian structure on £ and a Riemannian
metric on M such that the operator D + D* is a Dirac operator. Let £ — M
be a H-equivariant vector bundle over a Riemannian manifold M. However,
we do not need to assume that H acts by isometries on M; in particular, H
need not be compact.

If z is an isolated fixed point of the action of an element v € H on M,
denote by 1, the tangent action at the fixed point z, and by ¢ the endomor-
phism of the fibre £, induced by . The point z is called a non-degenerate
fixed point if the endomorphism (1 — v;) of T, M is invertible; for example,
this condition is satisfied if z is an isolated fixed point and H is a compact
group. Let L be a generalized Laplacian on £ and let k:(v,z) |dz| be the
restriction of the kernel of ye™tL to the diagonal; it is a section of £ ® |A|,
where |A| is the bundle of smooth densities on M.

Recall that a generalized section s € I'"%°(M, &) of a bundle £ is a contin-
uous linear form on the space of smooth sections of £* ®|A|; thus, the space of
smooth sections I'(M, £) of £ may be embedded in I'"°(M,E). We use the
notation [,,(s(z), ¢(x)) |dz| for (s, |dz|). If z € M, the delta distribution
6z at x is the generalized section (6, @) = ¢(z) of the bundle of densities |A|.

Lemma 6.4. Let o € M be a non-degenerate isolated fixed point of v €
H. If x(z) € C®(M) is a function equal to 1 near zo and vanishing in
a neighbourhood of all other fized points of the action of v on M, then as
t — 0, the section x(z)ki(v,z) of End(€) ® |A| has a limit in the space of
generalized sections of End(€) ® |A|, given by

’on 6370

—T% 7% __ e 1-%(),End(€) ® |A]).
Idet(l—’ya,l)| ( n ( )®| D

lim x(z) k¢(vy, z) |dz| =
t—0
Proof. We must compute

lim [ x(z)ki(y,z)$()|dz| for ¢ € T(M,E).

t—0JM
Since ki(7,x) = v (y 'z | e7tL | ), we see that the function x(x)k:(7,z) is
rapidly decreasing as a function of ¢, except in a small neighbourhood U of
9. Let V =T, M, and let F : U — V be a diffecomorphism of U with a
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small neighbourhood of 0 in V" such that d,, F' = I. We transport the integral
over M to an integral on a small neighbourhood of 0 in V, and trivialize the
bundle £ on this neighbourhood.

The approximation of (z | e7*L | y) shows that

im [ x(z) ks (v, z) ¢(z) |dz]
M

t—0

= lim (4‘7!'15)—"'/2/ e-—d(’ygolx,x)ﬁ/:;t w(x) ¢(x) |dx|,»
t—0 v

where 1)(x) is a smooth compactly supported section of End(£) equal to 'yfo
for x = 0. Consider the change of variables x — t/2x on V. We see by
Proposition 1.28 that

lim ¢~ d(yz, ¢ 2%, 81/%%)% = ||yzx - x|%,
t—0

where || - || is the Euclidean norm on V, and the lemma follows. O

If D is a complex on a Z-graded Hermitian vector bundle £ — M over
a Riemannian manifold M such that D + D* is a Dirac operator, then L =
DD* + D*D = (D + D*)? is a generalized Laplacian which commutes with
D:

(DD* + D*D)D = DD*D = D(DD* + D*D).

It follows from Hodge’s Theorem 3.54 that D + D* is essentially self-adjoint,
that the cohomology H(D) is a finite-dimensional vector space and that
ker(D + D*) = ker(D)Nker(D*) is a subspace of ker(D) isomorphic to H(D).

Lemma 6.5. Let L be a generalized Laplacian of the form DD* + D*D with
D? = 0. Assume that the action of H on I'(M,E) commutes with D. Then,
for every t > 0,

indg (7, D) = Str(ye™*).

Proof. The proof is very similar to that of the equivariant McKean-Singer
formula of Section1. First, note that the right-hand side of the equation is
independent of t; indeed, its derivative with respect to t is

% Str(ye~**) = — Str(y(DD* + D*D)e*t)
= —Str([yD, D*e~*) = 0.

Here, we have used the fact that the supertrace vanishes on supercommutators
and that L and v commute with D.

When ¢t — 00, the semigroup e~*~ tends to the projection Py onto ker(D +
D*). This subspace need not be fixed by the action of v, since v does not
commute with D*. However, we have ker(D) = Py (ker(D)) ®Im(D), thus the
supertrace of the operator Py-yP, is the index of v, and we obtain

indH('Ya D) = Stl'(Po’)’Po) = Str('ye"tl'). O
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From the above two lemmas, we obtain the following special case of the
Atiyah-Bott fixed point formula.

Theorem 6.6 (Atiyah-Bott). Let £ — M be a Z-graded Hermitian vector
bundle on a Riemannian manifold M, and let D be a first-order differential
operator onT'(M, €) such that D? = 0, and such that the operator DD*+D*D
is a generalized Laplacian.

Let v be a bundle map of the bundle £ covering the action of v on M,
and commuting with D. Assume that the action of v on M has only isolated
non-degenerate fized points. Then

. Str(v%,)
indg(r,D) = 3 ——tze)
2 e —D)

where M7 is the fized point set of the action of v on M.
Let us state the formulas that this theorem gives for the d and 8-complexes.

Corollary 6.7. If M is a compact manifold, and 7 is a diffeomorphism of
M with isolated non-degenerate fized points, then

DT H M) =} e(zo,),

o EMY
where £(zo,7) is the sign of the determinant det(1 — ~z.!).

Proof. The operator d acts on sections of the Z-graded bundle £ = AT*M
and satisfies the condition of the above theorem for any choice of Rieman-
nian metric on M. If v is an endomorphism of a real vector space V, then
P (~1)F Tx(y, AV*) = det(1 —7~2,V). O

Note that when -y lies in a compact group, the sign of det(1 —+s,) is always
positive, since the real eigenvalues of v are +1.
Next, we turn to the 6-complex.

Corollary 6.8. If M is a compact complex manifold with holomorphic vector
bundle W — M, and v is a holomorphic transformation of W — M, then
v acts on the 8-cohomology spaces H%*(M, W). If the action of ¥ on M has
only isolated non-degenerate fized points, then

w
S (-1 Tr(y, H M W) = Y Tr(Vzo)

-1
5 soenty detrzear(l = 7ao)

Proof. The operator 8 acts on sections of the Z-graded bundle A(T%!M >*®
W. We have

> (-1)' Ty (280 oWy () = Tr(7) detzo (1~ Vo).
B
Since |det(1 — ;)| = detraop (1 - Yoo detT£61 m(1 = 7z4), the corollary
follows. [ .
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6.3. Asymptotic Expansion of the Equivariant Heat Kernel

Let M be a compact oriented Riemannian manifold of even dimension n, and
let H be a compact group of orientation preserving isometries of M. Since an
element v of H is an isometry of M, its fixed point set M” is a submanifold
of M, which may consist of several components of different dimension. Using
the Riemannian metric on M , we may decompose the tangent bundle along
M?Y as

TM|yr 2TM" @ N,

where N is the normal bundle along M?.

Since « is an isometry of M, the Levi-Civita connection preserves the
decomposition 7'M |y~ = TM” @& N, so induces connections on TM” and A/
which preserve the metrics on these bundles; the connection on TM? is in fact
the Levi-Civita connection of M. Let R € A%(M, so(M)) be the Riemannian
curvature of T'M, and let R’ € A%(M",s0(M")) and R' € A%(M",s50(N))
be the curvatures of the induced connections on TM? and N : thus, RO is the
Riemannian curvature of the manifold M?. We have the following relation:

(6.1) R|y+ =R @ R.

Since RO is the Riemannian curvature of the manifold M 7, we see that

A . RY/2
e = oo i)

is the A—genus of M™.

The tangent map dy restricted to M” defines a section of the bundle
SO(M )| rr~, which preserves the orthogonal decomposition TM |+ = TMY &
N. Furthermore, T M7 is exactly the eigen-bundle with eigenvalue one of d:
if v € Tz, M is a tangent vector fixed by d,,vy for some zo € M7, the curve
€XPg, tv is fixed by -y so that v € T, M".

Fix a component My of M"Y and let +; be the transformation induced
on N|ar,. Since the only possible real eigenvalue of vy, is —1, we see that
det(1 — 1) > 0. Furthermore, since det(y:) = 1, we see that dim(N,) =
dim (M) —dim(Mpy) must be even. We denote by £y and ¢; the locally constant
functions on M7 such that dim(Mp) = 2£y and dim(N,) = 24 for all 2y €
My; it is clear that n = 2{y +2¢,. Denote by det(N) the line bundle over M?
which over the component My of M7 is equal to A1 A/*; this line bundle is
contained in AT*M |p~.

Lemma 6.9. The function det(1—-y;) is constant on each component of M".

Proof. If My is a component of M7, each fibre N, z € My, of the bundle
N carries a finite-dimensional representation of the closure G(v) of the group
generated by <y in the group of isometries of M. Since M is compact, this
is a compact group. Since the dual of the compact group G(v) is discrete,
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the representation must be independent of x € My, from which the lemma
follows. O

Let v € SO(V) and A € so(V). In Definition 3.25, we have defined the
analytic square root det'/?(1 — yexp A). Applying this with y; € SO(N,)
and A= —R; € s0(Ng,) ® A2T*,; M, we obtain an element of AT*,, M7; as
the point zo varies, we obtain a differential form det'/2(1 — ~, exp(—R,)) €
A(M?Y). It follows from the theory of characteristic classes that this form
is closed. Its zero-degree component is equal to |det(1 — 7;1)|*/2 so that
det'/2(1 — 7, exp(—R?)) is a well-defined invertible element of A(M?).

We may trivialize the density bundles |Aps| and |Aps+| by means of the
canonical sections |dz| and |dzo| derived from the Riemannian metrics on M
and M" respectively. Thus, the delta-function §psv of M7 is the generalized
function on M defined by

/ 5+ (z) 8(z) |dz| = / 8(z0) ldzol,
M M~

where |dz| and |dzo| are the Riemannian densities of M and M". If F is a
bundle over M and v € I'(M",F), then vépr~ is a generalized section of F
over M.

From now on, £ will be a H-equivariant Clifford module on M, with
H-invariant Clifford action and Clifford connection. As usual, we write
End(€) & C(M) ® Endgary(€). If M has a spin structure, then £ is iso-
morphic to W ® S for some bundle W, and Endg(ar)(€) = End(W).

Lemma 6.10. Along M", the action of v on € may be identified with a
section v¢ of C(N*) ® Endc(ar) ().

Proof. We have vc(a)y™! = c(ya) for a € I'(M,T*M). Thus the action
on &z, of v at a point zg € M? commutes with the Clifford action of
C(T*;,, M7). It is clear that the commutant of C(T%;,M?) in End(&;,) is
C(N;O) ® Endc(M)(E)zo. O

By this lemma, we may form the highest degree symbol ogim(n) (%),
which is a section of End¢(ar)(€) ® det(N) C Ende(ary (€) ® AT*M | ps+, since
det(N) = AdmNI N>,

Let F'€/5 be the twisting curvature of the Clifford module £. Recall that if
M has a spin-structure with spinor bundle S, we may write £ = W® S, and
then F€/5 = FW is the curvature of the twisting bundle W. We denote the
restriction of F€/5 to MY by F¢/® € T(M", AT*M" ® Endcar) (€)).

Let D be the Dirac operator of the Clifford module &; it is an H-invariant
operator on I'(M, £). Let

ki (v, z) |dz| € T'(M,C(M) ® Endcm) (€) ® |A])
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be the restriction of the kernel of the operator ’ye‘tD2 to the diagonal. The
main result of this chapter is to show that k;(y,z) has an asymptotic ex-
pansion when ¢t — 0 in the space of generalized sections I'"°(M,C(M) ®
Endc(ar)(€) ® |Al), and to calculate the leading order of the expansion. This
theorem is a generalization of a result of Gilkey.

Theorem 6.11. The section ki(7) of the bundle C(M) ® Endc(ar)(€) ® A
has an asymptotic expansion ast — 0 in the space of generalized sections of
C(M) ® Endc(ar)(€) ® |A| of the form

oo
k() ~ (4rt) =SR2 iy (),

=0
where ®;(v) is a generalized section of Coiydimn)(M) ® Endear)(€) ® A
supported on M. The symbol of ®;(7) is given by the formula

dim(M7)/2
Y cairdimn) (Bi(1) = I(7) - Spams

=0

where I(7y) € (M7, AT*M Q Endc(a)(€)) equals

AM) exp(=F"®) 0aimny (%)
det*/2(1 — v1) det'/?(1 — v, exp(—R?))

I(y) =

Observe that when + is the identity, this theorem reduces to the local index
theorem of the last chapter, Theorem 4.1.
From the formula

ki(y,z) =75 (v 1z | e | z),

we see that if yz # z, the function ¢ — k¢(7,z) is rapidly decreasing as
t — 0; thus only generalized sections with support in M will appear in the
asymptotics of the generalized section k:(v), and we need only study k:(7y) in
a neighbourhood of M.

The map (zo,v) € N — exp,, v defines a diffeomorphism between a neigh-
bourhood of the zero section of ' and a neighbourhood U of M. We may
identify gexpmo » With &z, by parallel transport along the geodesic s € [0,1] —
exp,, sv; this respects the filtration on End(€) = C(M)® Endc(p)(€). Thus
k:(v, exp,, v) may be thought of as lying in the fixed filtered algebra End(&z,).
If ¢ is a smooth function on M with support in U, the integral

I(t, 7,6, 20) = /N ke(, €xpg, v) d(exps, v) |do]
=0

defines an element of End(&,,), where |dv| is the Euclidean density of N,.
Using the rapid decrease of ki(7y,z) as t — 0 for z ¢ M7 and a partition of
unity argument, we see that Theorem 6.11 is implied by the following result.
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Proposition 6.12. Let My ‘be the component of the point o in M7, and
let ¢ be a smooth function on M supported in a small neighbourhood of My.
Then

(1) I(t,7,¢,z0) has an asymptotic expansion ast — 0 of the form

I(ta‘y’ ¢5 3:0) ~ (47rt)_eo ZtiQi(¢, 'TO)’

=0
where To 'I>i(¢, :Iio) S F(Mo, C2(i+£1) (M) ® Endc(M) (5)) .
2) If o(k(v,,20)) is given by the formula S 03:1.,) (B:($, 70)), then
U(k(71 ¢a 1:0)) = I(7, 'TO) ¢($0)

‘We will prove this proposition later in this chapter. However, if =g is an
isolated point of M7, the proof is much the same as that of Lemma 6.4, which
we proved in the course of proving the Atiyah-Bott fixed point theorem in the
last section. Indeed we see, using the change of variables v — t!/2y, that

£
lim I(t,’)’, ¢1 1:0) = ___'Yx___o ¢(§,O)M .
t—0 det (1 — Yz3° )

6.4. The Local Equivariant Index Theorem

The Atiyah-Segal-Singer fixed point formula for indg(y,D) is a formula for
the equivariant index indg(-y,D) of an equivariant Dirac operator D as an
integral over the fixed point manifold M”. In this section, we will show how
combining Theorem 6.11 with the equivariant McKean-Singer formula leads
to a local version of this theorem.

Let W be an H-equivariant superbundle on M. Fix v € H. If A is an
H-invariant superconnection on W, denote by Fj the restriction to M” of the
curvature F' = A2 of A. Define the differential form chy(y,A) € A(M?), by
the formula

chp(7,A) = Strw (7 - exp(—Fp)).
This is a closed differential form on M"Y whose cohomology class is indepen-
dent of the H-invariant superconnection A, by a proof which is identical to
that for the ordinary Chern character. In this section, we denote chy(vy,A)
by chg (v, W).

If £ is an H-equivariant Clifford module over M with H-invariant super-
connection A, we will define a differential form

chy(v,€/8) € A(M7,det(N)) = (MY, AT*M" ® det(N)),

which agrees with chg(y, W) up to a sign when £ = W® S is an equivariant
twisted spinor bundle. Recall that we have defined a map

Strg/s : F(M7,End0(M)(£)) — COO(M‘Y)
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€ =W®S and a € I'(M",End(W)), Strg/s(a) = Stryy(a). We extend
Strg/s to a map

Stre/s : F(M'y, EndC(M)(g) ® det(./\/)) — T'(M7, det(N)).

Let Fé: /5 be the restriction to M7 of the twisting curvature of A. Then

Stre/s (Taimy (vF) exp(—Fy /S))

is a differential form on M7 with values in the line bundle det(N).

Definition 6.13. Define the localized relative Chern character form
41

—————Str Odim(N €) exp(—F¢/S

detl/z(l ~ ) 8/5( dim( )('Y ) p( 0 ))

€ A(M?,det(N)).

Obviously, this rather peculiar definition requires some justification; we will
rewrite it in terms of more familiar objects when M has an H-equivariant
spin-structure; this is by definition a spin-structure determined by a princi-
pal bundle Spin(M) which carries an action of the group H, such that the
projection map Spin(M) — SO(M) is equivariant.

ChH(’Ya S/S) =

Proposition 6.14. If M has an H-equivariant spin-structure, then for any
v € H, the manifold M is naturally oriented.

Proof. The action of v on the fibre of the spinor bundle S,, at the point 2y €
M" gives an element 4 € End(S,,) = C(T™;, M) such that Je(a) = ¢(m1a)¥
for all « € N,. With respect to the decomposition Ty, M = V, @ V4, where
Vo = Ty M” and Vi = N, we see that ¥ is an element of C(V7¥).

Let €, 1 < i < 2¢y, be an orthonormal basis of V;*. If

Ty = expc(g g.:leZi’l A ezi) =c(e! A... A e?) e Spin(Vy),
then I'g -4 € Spin(V*) maps to (—1) x 1 € SO(Vy) x SO(V).
Let T': AT*;,M — R be the Berezin integral. By Lemma 3.28,
IT(Co-7)| = 274 det*/2(1 — 7).
Thus 0 gimr)(¥) is a non-vanishing section of det(N') such that

|odimy (7)] = 274 det2(1 — 7).

Thus ogim)(¥) defines a trivialization of det(N'), which is the same thing
as an orientation of M. But given an orientation of M and N*, there is a
unique orientation on M? compatible with these data. [J

Fix an orientation of M. Sometimes, there is a natural orientation on M~
(for example, if M7 is discrete), which may not agree with the orientation
which we obtained above. We will write e(7)(z) = 1 if the two orientations
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agree, and €(vy)(zo) = —1 if they do not; thus, for fixed v, £(vy) is a function
from M"” to {*1} which is constant on each component.
This discussion implies the following result.

Proposition 6.15. Let M be an H-equivariant even-dimensional spin mani-
fold, and let W be an H -equivariant vector bundle with H-equivariant super-
connection A. Consider the H-equivariant Clifford connection VV @ 1 +1®
V¢ on the Clifford module E =W ® S. Then

chu(v,€/S) = () chu (v, W).

Proof. In this case, v =y ® 7, and
gaim) (7°) = £(7)278 det*(1 =My, O

We now return to the general case, in which M does not necessarily have
a spin-structure, and state the equivariant local index theorem. Consider the
section of AT*M over M" given by

~

A(M?) chu(v,€/S)
det1/2(1 -m exp(—Rl))'

Since M is orientable, we may take the Berezin integral of this section, to
obtain a function on M?, which we denote by

A(M?) chy (v, £/5)
det'/?(1 — 4, exp(—R?))

) € C®(M").

‘We can now state the equivariant index theorem.
Theorem 6.16 (Atiyah-Segal-Singer). The equivariant indez indg (v, D)
of an equivariant Dirac operator D associated to an ordinary connection is

given by the formula

indH (7: D) =

- dim(M)/2 / (Q,r)-dim(szTM( AWMT) cha(,£/5) )]d:ro|.
M~

det*/%(1 — v, exp(—R?!))

Proof. We will show that this theorem is a consequence of Theorem 6.11. Let
U be a tubular neighbourhood of MY and let ¥ be a smooth function with
support in U identically equal to 1 in a neighbourhood of M". Using a
partition of unity, we see that

/ St (ke(y, ) d ~ / Str(ke(7, 2))(z) |dal
M U

~ /N Str(ke (7, expy, v)) ¥(expy, v)b(zo, v) dzo |dv].
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Here, we have rewritten the Riemannian volume |dz| in terms of the Rieman-
nian volume on N and a smooth function b(zo,v) satisfying b(z¢,0) = 1, by
the formula

/M o(z) |dz| = /M” /;vmo #(exp,, v)b(zo, v) |dv| |dzo.

Applying Proposition 6.12 with ¢(v) = ¥(exp,, v) b(xo,v), we see that
Ity dmn) = [ by eme,v) 60) o
z0

has an ‘asymptotic expansion of the form

00
I(t, 7, ¢, 0) ~ (4rt) = dmMD/2 N " 4ig, (z),

=0

where the Clifford degree of ®;(zo) is less than or equal to 2(i + £1). We
now use the fact that the supertrace vanishes on elements of Clifford degree
strictly less than n. It follows from Theorem 6.11 that Str(I(t,~y,zo)) has an
asymptotic expansion without singular part, so that

indz(v,D) = lim / Str(ke(7, 2)) |de]
t—0JM

=/ lim Str I(t, v, ®, zo) |dzo
M

v t—0

=/ (4m) = SmM™/2 St (B gign vy /2(Z0)) dol,

from which the theorem follows immediately on substituting the formula for
on (Bdim(my/2)- O

There are two special cases of this formula in which the geometry is easier
to understand. The first case is that in which M has an H-equivariant spin-
structure, with spinor bundle S. Thus, the Clifford module £ is a twisted
spinor bundle W®S, where W = Homg(ar) (S, £), and D is the twisted Dirac
operator associated to an invariant connection V" on W with curvature F"V.
Then Proposition 6.15 shows that

AM) chu (v, W)
det!/2(1 — ~; exp(—RY))’

indg(v,D) = /M7(27ri)_e°i_els('y)

A further simplification of the formula occurs if in addition the fixed point
set M has a spin-structure. In this case, the normal bundle A has associated
to it a spinor bundle S(N), defined by the formula

S(N) = Home(arv)(Snv, Sm|mv)-
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The actions of 7y on the spinor bundles Sps+ and Sy induces an automorphism
7, of the vector bundle S(NV). Choosing compatible orientations on M~ and
N, we have

chr(y,SWN)) = cha(v, STN)) — chu (1,8~ (N))
=i"4e(y, M") det'/?(1 — v, exp(—R")),
and the equivariant index formula may be rewritten as follows:

A(MY) chy(y,W)
ChH ('71 S(N))

indg(v,D) = /M (27”;)—20(_1)21

6.5. Geodesic Distance on a Principal Bundle

In this section, we prove a technical result which is basic to the proof of
Proposition6.12. Let w : P — M be a principal bundle over a Riemannian
manifold, with compact structure group G, connection form w € A(P) ® g,
and curvature €.

We denote by d?(p1,p2) the square of the geodesic distance between two
points p; and p2 of P. If p; and ps belong to the same fibre 7~ 1(z), the
horizontal tangent spaces at p; and ps may be identified with T, M. Given
v, Ve in T, M, we are going to compute the Taylor expansion up to second
order in t € R of dz(expp1 tv1,exp,, tve). We have py = p; expa for some
a € g. Recall from Theorem 5.4 that

expy, (a + tv) = exp,, (tJ(p1,a)v 4 o(t)) forv e TM,
where '
1 — e, -0)/2
T T Q)2

Proposition 6.17. For small a, dz(exppl tv1, exp,, tvz) equals

(6.2) J(p1,0)|T. M

llall?+t2 ((v1, I (p1,a) " 1) — 2(v1, J(p1,a) " v2) + (v2, J(p1,a) "tv2))+o(t?).

Proof. Let pi(t;) = exp,,(tivi), i = 1, 2, and define X (t1,t2) € Tpl(t,)P by
p2(t2) = expy, 1,) X (t1,t2). Thus, we must compute | X (t1,2)]|? to second
order with respect to (t1,t2).

‘We identify a neighbourhood of p; in P with a neighbourhood of the origin
in V' x g by means of the exponential map; here, V' = T; M. Thus, for ¢ small,
Ty, (+)P may be identified with V' @ g. Under this identification, the metric
on T, ()P coincides with the orthogonal sum metric on V & g = Tj, P up to
second order.

Let us start by computing X (¢, t2) up to first order. We have

X(t) = X(t,t) = a+tX; + O(t?).
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Differentiating both sides of the equation expy, ;) X(t) = p2(t) with respect
to t, we obtain

v1 + J(p1,a) X1 = vo;

here, we have used the fact that exp,, ;) a = exp,, (tv1), which follows because
both sides of this equation are geodesic curves starting at p, with tangent
vector v;. Thus, we obtain

X(t1,t2) =a+ J(Pl,a)_l(tzv2 —t1v1) +o([t1] + [t2])-

In particular, since the horizontal and vertical tangent spaces are orthogonal
for t; = ty = 0, this implies that || X (¢1,%2)||? — ||a]|? vanishes to at least
second order.

Denote by V¥ the Riemannian covariant differentiation on P, and by RP
its curvature. Consider the map p : R® — P given by

p(s,t1,t2) = expy, 1,) (s X (t1,12))-
This map satisfies the equations
V5.8:p =0, [|9sp|* = | X (t1,22) 1%, and 8spl,g = X (t1,12).
Thus, for i =1, 2,

82 (8¢, p, 8sp) = (Va,va.at p,0sp)
= (V}, Vaf sp, 8sp), by the vanishing of the torsion,

(R (Osp, O, p)Osp, asp),

=0, since RY is antisymmetric.

‘From this, we see that (0;,p, 0sp) is an affine function of s. Furthermore, the
vector Oy, p|s=1 is tangent to the curve

t1 — expp, (¢,) X (t1,t2) = pa(t2)-
Thus 8}, p|s=1 = 0, from which it follows that
(3t1P, asp) = (l - s)(atlps asp)|s=0
Writing
ah Hasp||2 = 2(V§:1 asp’ 8313)
= 233 (atlp, asp)
= —2(8t1p1 asp) |s=0,
we obtain the differential equation
at). ”X(tl) t2)“2 = —2(8t1p1 X(tls t2))p1 (t1)
= Q(UI’J(plaa)—l(tl'Ul - tzvz)) +o([t1] + [t2])-
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Let || X (t1,82)]|* = lla]|® + 13211 + 2t1t212 + 3202+ 0(82 +13) be the Taylor
expansion of || X (t,t2)||?. We see that

z11 = (v1,J(p1,a) "'v1), and

z12 = —(v1,J(p1,0) " v).

Now d?(p1(t1), p2(t2)) = d?(p2(t2), €XDy, exp(q) t1v1). Thus, exchanging the
roles of (p1,t1) and (p2,t2) we obtain

Tz = (va, J (P2, —a) " v2) = (J(p2,a) vz, ).

Since J(p1,a) = J(p2,a), this completes the proof. [J

6.6. The Heat Kernel of an Equivariant Vector Bundle

As in Chapter 5, let 7 : P — M be a principal bundle with compact structure
group G, and let £ = Px ¢ E be an associated vector bundle corresponding to
the representation p of G on the vector space E. Let w be a connection one-
form on P, and let V be the corresponding covariant derivative on &£; we will
always consider P with the Riemannian structure associated to the connection
w. In this section, we will generalize the results of Section 5.2 to the situation
in which a compact group H acts on the left on P by orientation-preserving
isometries, and leaves the connection one-form w invariant.

Also, suppose we are given an auxiliary bundle W with an action of H,
endowed with an H-invariant Hermitian metric and an H-invariant Hermitian
connection. Let F be a potential of the form F = FO + F1, where F° ¢
I'(M,End(W)) and F! € I'(P,End(W) ® )€, as in Section 5.2. Assume that
F commutes with the action of ~.

The group H acts on &£, hence on the space of sections I'(M,E) by the
formula (v-s)(z) = vs(y"!z), where v € H and z € M. If AW®E is the
Laplacian on the bundle W ® £ associated to the connection VWV @ 1+1® V¢
on W Q® £, we will interested in the smooth kernel

<$0 i ,ye-t(AW®5+F) i x1>‘

We can lift this kernel to the principal bundle P, obtaining there the kernel
(po | 7 1A +F) | p) € T(P x P,W R W*) ® End(E).

Fix v € H, and let N be the normal bundle to M” in M. The exponential
map (To,v) — exp,, v, for o € MY and v € Nj,, gives an isomorphism
between a neighbourhood of the zero section in A/ and a neighborhood of M
in M, and if p € m~1(z), the point exp, v projects to exp,, v under m. We
identify Wexpzo v and Wy, by parallel transport along the geodesic. Let ¢
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be a smooth function on A, with small support. Our aim is to study the
asymptotic behaviour of the time-dependent element of End(W;,) ® End(E)

I(t,y,¢,p) = /N {exp, v | yexp(—t(AW®E + F)) | exp, v) ¢(v) dv.

Generalizing Theorem 4.1, we will prove that I(t,v, ¢, p) has an asymptotic
expansion as a Laurent power series in t1/2 when t — 0, and give an integral
formula for this expansion.

Consider the quadratic form @, on Ty, M @T; M defined for vy, vo € Ty M
by the formula

Qa(v1,v2) = (v1, J(p,a) ;) — 2(v1, I (p, a) ") + (vg, J(p, a)’lvg).

By Proposition 6.17, Q, is t;he Hessian of the function
(vy,v2) — d2(expp V1, €XPpexpa V2)

at the critical point v; = v2 = 0, and for a = 0, we have that Q,(v1,v2)|a=0 =
|l — va||?. Let Q1(a,~y) be the quadratic form on Nz, given by

Q1(a,7)(v) = Qa(v,yv) for v € Na;

for a = 0, we have det(Q;(0,7)) = det(1 — 1)? # 0. Finally, let 5 be the
element of G such that yp = p7y.

Theorem 6.18. Assume that the Casimir Cas of the representation p is a
scalar. There exist smooth sections ®; € T'(P x g,End(W)) such that as
t — 0, I(t,7,®,p) is asymptotic to the Laurent series

. asymp sl X
(4t)~ Sm(P)/2+6 / g llall*/4t E t*®;(p, a) p((exp a)~'7)j4(a) da.
g i=0

Furthermore, ®o(p, a) is given by the formula

Yy exp(Fy -a/2) $(0) ‘
| det(Qu(a, )2 g (a) 31 pe (7(p - 0)/2)

Proof. The proof is a generalization of that of Theorem5.9. However, we
will only give the details in the scalar case, in which W is the trivial bundle,
since the extension to non-zero potential F' is similar to the corresponding
extension in the non-equivariant case, apart from the occurrence of 'y;’})’ in the
fox;mula for ®. Thus, from now on, we study the heat kernel of the operator
Ac.

Let h:(po,p1) be the scalar heat kernel of P and let Cas be the Casimir of
the representation (p, E) of G. The following lemma is the equivariant version
of Proposition 5.7.

o (p’ a) =
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Lemma 6.19.

(po | 7e*° | py) = em10% /G hi(po, Yp19)p(g) ™" dg

Proof. In the identification of I'(M,£) with C*°(P, E)C, the action of H on
I'(M, &) corresponds to the action on C*°(P) given by (ys)(z) = s(y~'z).
Now the operator 'ye‘mp on C*°(P) has kernel hy(y 1po,p1) = he(po,1p1);
the rest of the proof is as in that of Proposition5.7. O

Identifying v € T, M with a horizontal tangent vector at p € P, the
geodesic exp,, tv is a horizontal curve which projects to the curve exp,  tv in
M. It follows from the above lemma that

(exp,v | ye™*4 | exp, v) = e7?C /G he(exp,, v, yexp,(v) - 9)p(g) ™ dg.

The curve yexp,(tv) is a geodesic in P starting at yp = py with a horizontal
tangent vector which projects onto y1v. Thus yexp,v = exp,(71v)-7 and,
replacing g by 4~ 1g, we obtain

— £ -— — ~
{exp,v | ye™*" | exp,v) = /G hi(exp, v, exp,(110) - 9)e~*%*p(g7'7) dg.
‘When g is far from the identity and v is small enough, the function

t — hi(exp, v, exp,(71v) - g)

decreases rapidly as t — 0. Thus, since only a small neighbourhood of the
identity contributes asymptotically, we can work in exponential coordinates
on G. Let ¢ € C¢°(g) be a smooth cut-off function equal to 1 on a small
neighbourhood of 0. Since |d(expa)| = j4(a)|dal|, we see that I(t,, ¢, zo) is
asymptotic to

et [ hu(expy v,exp,(110) - €*)ple™%) $(4) ¥(a) Jo (@) dal ldol.
gxXNzg

Applying Theorem 2.30, we may replace h¢(exp,v,exp,(11v)-expa) by its
approximation
o0
(47rt)" dim(P)/2e—f(a.,v)/4t Z ti<I>i(a, ’U),
i=0
where f(a,v) = d?(exp, v,exp,(11v) - expa) and
®;(a,v) = Ui(exp, v, exp,(71v) - expa).
Furthermore, Theorem 5.8 shows that
Bo(a,0) = Gg(a) ™ 257 iy (T(Rp - 0) /2).

By Proposition 6.17, the function v — f(a,v) on Nz, has its only critical
point at v = 0, where its Hessian is the quadratic form v — Qi(a,)(v).
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When a = 0, we have Q1(0,7)(v) = ||(1 — 71)v|?>. Thus, for small a, the
quadratic form Q;(a,<) is not degenerate on N;,. By Morse’s Lemma, there
exists a local diffeomorphism v +— w = F,(v) of N, such that F,(0) = 0 and
f(a,v) = [la]|? + |lw||. Note that

dv _ —-1/2
ol | det(Q1(a,7))|”'".
Thus, we see that I(t,, $,Zo) is asymptotic to
(47rt)= dim(P)/2—tCas / TP o= Clal %)/t
gxXNzq
xS 60y (a, P ) S () @) plexp(a) ) o(e) | | 1daldul.

2=0

The change of variable w — t=1/2y gives us the asymptotic expansion of the
right-hand side that we wished to prove, with

$(0) ‘
| det(Q1(a, 1))["/2 55" (@) 312 s (T(Qp - 0) /2)

In the case of a twisting bundle W, we consider the heat kernel h; of the
operator A + F of Theorem 5.9, and we use the formula

- WQE . - -
(po | yeHATTHE) fp1>=/Ght(po,7p1-g)'rZ"®e Casp(g™l) dg. O

Po(p,a) =

6.7. Proof of Proposition6.13

In this section, we will prove Proposition 6.12, and hence Theorem 6.11. The
proof is a generalization of the method of Chapter5. As in that chapter, we
will take advantage of the fact that the theorem is local to require that the
manifolds M has an equivariant spin structure, with spinor bundle S. Thus,
the Clifford module £ is isomorphic to W® S, where W is a Hermitian vector
bundle with connection V.

Let P = Spin(M) be the double-cover of the orthonormal frame bundle
SO(M) corresponding to the spin-structure on M. A point p € Spin(M)
projects to an orthonormal frame at the point ¢ = m(p) € M, which we will
denote by p : V — T, M, where V is the vector space R™. The theorem will
follow from an application of Theorem 6.18, with group G = Spin(n).

Let My be a component of the fixed point set y. Decompose V' = R™ into
the direct sum of Vo = R%° and V; = R?%, If x4 is a point in My, we will
denote by p a point in the fibre of the bundle Spin(M) at zg such p restricted
to Vo is a frame of T, My C Ty, M, while p restricted to V; is a frame of Nq,.

Let % be the element of Spin(V') such that yu = u%. The element 4 induces
an endomorphism of ;. Since # lies above a transformation v; € SO(Nz,)
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such that det(1 —71) # 0, we see that 4 belongs to C(V;), and that its symbol
o2e, (7) is non-zero.

We may identify the curvature FY of the connection V» with an element

of A2V @ End(Wy,). Lichnerowicz’s formula (Theorem 3.52) shows that D? =
AW®S + FO+ F', where F =M /4 and F} = F)¥. Thus, by Theorem 6.18,
we obtain the following result.

Lemma 6.20. The section I(t,7y,$,zo) has the asymptotic expansion

asy:

. mp ey .
(4rt)~ dim(@)/2=0 / e~ llel*/4 3™ 1%, (a) p(exp(a)7) 4 (a) da,
g i=0

where ®q(a) equals
exp(—FY -a/2) 7Y ¢(x0)
| det(Q1(~a,1))[1/2 g(a)1/2 55 * (7(Qp - a/2))

Proposition 5.16 implies the first assertion of Theorem6.12, as well as giv-
ing us the formula

a(k(7, #:%0)) = Jg(2e Ae”) Ro(2e A €7) A 02, (7).

Let us consider the decomposition V = Vo @ V; = R%° @ R?%:. Denote by
eo A e} the antisymmetric n X n-matrix whose (3, j)-coefficient equals e* A e
if i < 2fp and j < 24y, and such that all other coefficients vanish. If ® is
a function on g, we denote by ®(eg A eg) its evaluation at this element of
g ® A2V, It is clear that ®(eg A ef) depends only on the restriction of ® to
the subspace go = A?Vp of g = A2V

Since oae, (7) € A%2 V4, it is clear that

D(2e Ne*) Ao, (F) = B(2e0 A eg) Aoae, (7).

‘We now have the following results:
(1) jg(2e0 A ef) =1 A
(2) FY -(eo A €}) equals the restriction to M7 of the curvature F";

(3) if R = R°@R! is the decomposition of the curvature of the bundle TM |y,
of (6.1), corresponding to the decomposition TM|p, = TMy & N, it
follows that for a € go = A2V,

v (T(Qp - 0)/2)) = v, (T(0, - 0)/2) wa (T(Q5 - ) /2).

It only remains to calculate Q,(2eo A €f,71)-

Lemma 6.21. For v € V§ and a € go, we have

(Q1(a,M)v,v) = 2(v, Ju; (7(Q5 - ) /2) (1 = 1))
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Proof. By Proposition 6.17, we have

(Ql(a'a 71)7)) 'U) = ('U) JV(p: a)'lv)—2(v, JV(p, a)—171v)+(71'u, JV(pa a)—I'Ylv)-
For a € go, the endomorphism Jy (p,a) preserves the decomposition V' =
Vo & V1, and
JV(p: a‘)lV1 = JV1 (T(Q}lz : a‘)/2)

The lemma follows from the fact that Jy, (T(Q}, -a)/2) commutes with y;. O

Let A = Jy;(r(Q}-a)/2)~". The matrix A-(1 —~1) is not symmetric, so
we must rewrite (Q1(a,~)v,v) in the form (Bv,v), where B is a symmetric
matrix. Thus, we write

(Qi(a,7v,v) = (v, A-(1 =m)v) + (v, (1 —1)" - A™v).
We have A* = (% -9)/ 24, and hence
A=m)+ A=) A" = A= m) (1~ rier ),
Thus for a € go, we find that

372 (1(Qp, 0) /2) | det(Q1(a, m))| "1/
= j;ol/z(r(ng -a/2)) det(1 —v1)~Y/2 det(1 — v exp(—T(Q3 - a)/2)"Y/2.

‘We now replace a by 2eg A ef. Using the fundamental symmetry of the Rie-
mannian curvature as in Lemma5.17 we see that

i (7(9, 00 A€f)) = AM),
which completes the proof of Proposition 6.12.
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Chapter 7. Equivariant Differential Forms

Although it is rarely possible to calculate the integral of a differential form
exactly, it was a beautiful discovery of Bott that it is sometimes possible
to localize the calculation of such integrals to the zero set of a vector field
on the manifold. In this chapter, we will describe a generalization of this,
a localization formula for equivariant differential forms. Only the results of
Chapter 1 are a prerequisite to reading this chapter.

Let M be an n-dimensional manifold acted on by a Lie group G with
Lie algebra g. A G-equivariant differential form on M is defined to be a
polynomial map o : g — A(M) such that a(¢X) = g-a(X) for g € G. The
equivariant exterior differential d; is the operator defined by the formula

(dg)(X) = (d — «(Xm))x(X),

where Xps is the vector field on M which generates the action of the one-
parameter group exptX. The space of equivariant differential forms with
this differential is a complex, with cohomology the equivariant cohomology of
M, denoted Hg(M).

The condition that X — a(X) is equivariantly closed means that for each
X € g, the homogeneous components of the differential form

a(X) = (X)) + (X)) + - -
satisfy the series of relations
UX M) X)) = do(X) 52y

These relations imply that o/(X), is exact outside the set Mo of zeroes of
the vector field Xy, if the one-parameter group of diffeomorphism generated
by X is a circle. The localization formula then reduces the integral [,, o/(X)
to a certain integral over My.

Equivariantly closed differential forms arise naturally in a variety of sit-
uations. Bott’s formulas for characteristic numbers, the exact stationary
phase formula of Duistermaat-Heckmann for a Hamiltonian action, Harish-
Chandra’s formula for the Fourier transform of orbits of the coadjoint repre-
sentation of a compact Lie group, and Chevalley’s theorem on the structure
of the algebra of invariant functions on a semi-simple Lie algebra are all con-
sequences of the localization formula. These results will not be needed in the
rest of the book, but are included for their intrinsic interest.
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We will also use equivariant differential forms to give a generalization of the
Chern-Weil map, thereby relating the equivariant cohomology of a G-manifold
M to the cohomology of fibre bundles with M as fibre. As an illustration,
we consider in Section 7 the simple case of a Euclidean vector bundle with an
action of the orthogonal group, which leads to the Mathai-Quillen universal
Thom form of a vector bundle.

7.1. Equivariant Characteristic Classes

Let M be a C°°-manifold with an action of a Lie group G, and let g be the
Lie algebra of G. The group G acts on C*°(M) by the formula (g-¢)(z) =
#(g~'z). For X € g, we denote by Xps (or sometimes simply X) the vector
field on M given by

(XM -9)(z) = a%qs(exp(—eX):n)L:O

The minus sign is there so that X — X, is a Lie algebra homomorphism.
On the other hand, if G acts on the right on a manifold P then we must write

(Xp-9)(p) = -d(pexpeX)|

e=0

Let C[g] denote the algebra of complex valued polynomial functions on g. We
may view the tensor product Clg] ® A(M) as the algebra of polynomial maps
from g to A(M). The group G acts on an element a € C[g] ® A(M) by the
formula

(g-0)(X)=g-(a(g7!-X)) forallge Gand X €g.

Let Ag(M) = (C[g] ® A(M))C be the subalgebra of G-invariant elements;
an element o of Ag(M) satisfies the relation a(g-X) = g- a(X), and will be
called an equivariant differential form:.

The algebra C[g] ® A(M) has a Z-grading, defined by the formula

deg(P ® a) = 2deg(P) + deg(a)

for P € C[g] and oo € A(M). We define the equivariant exterior differential
dg on Clg] ® A(M) by the formula

(dga)(X) = d((X)) = o(X) (X)),

where «(X) denotes contraction by the vector field X ; from now on, we will
frequently write X instead of X»s. Thus, d, increases by one the total degree
on Clg] ® A(M), and preserves Ag(M). The homotopy formula «(X)d +
du(X) = L(X) (see (1.4)) implies that

(d3e)(X) = —L(X)(X),
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for any o € Clg] ® A(M), hence (Ag(M),dy) is a complex. The elements
of Ag(M) such that dgox = 0 are called equivariantly closed forms; those of
the form a = dyf are called equivariantly exact forms. This complex was
introduced by H. Cartan.

Definition 7.1. The equivariant cohomology Hg (M) of M is the coho-
mology of the complex (Ag(M),dy).

We will also consider equivariant differential forms X +— a(X) which de-
pend smoothly on X in a neighbourhood of 0 € g, and not polynomially; the
algebra of all of these is written A (M). Although A¥ (M) is not a Z-graded
algebra, it has a differential dg, defined by the same formula as before, which
is odd with respect to the Z,-grading.

If H — G is a homomorphism of Lie groups, there is a pull-back map
Ag(M) — Ag(M) on equivariant forms, defined using the restriction map
Clg] — CI[h]. This is a homomorphism of differential graded algebras; that
is, it sends exterior product to exterior product and equivariant exterior diff-
erential dg to exterior differential dy, and hence induces a map H&(M) —
Hy(M).

It is clear that when H is the trivial group {1}, the equivariant cohomology
of M is the ordinary de Rham cohomology. Thus, letting H = {1} and pulling
back by the inclusion of the identity {1} — G, we obtain a map Ag(M) —
A(M), given explicitly by evaluation a — «(0) at X = 0.

If $ : N — M is a map of G-manifolds which intertwines the actions of G,
then pull-back by ¢ induces a homomorphism of differential graded algebras
¢* : Ag(M) — Ag(N). In particular, if N is a G-invariant submanifold of
M, the restriction map maps Ag(M) to Ag(N).

If M is a compact oriented manifold, we can integrate equivariant differ-
ential forms over M, obtaining a map

/ : Ag(M) — C[g]°,
M

by the formula (f,, @)(X) = [;, &(X); here, if a is a non-homogeneous diff-
erential form, the integral [ am @ is understood to mean the integral of the
homogeneous component of top degree. If a is equivariantly exact, that is,
o = dgv for some v € Ag(M), and dim(M) = n, then

a(X)[n] = d(U(X)[n—l])a

so that [,, &(X) = 0. Thus, if  is an equivariantly closed form, [;, a is an
element of C[g]® which only depends on the equivariant cohomology class of
Q.

We will now associate to an equivariant superbundle certain equivariantly
closed forms whose classes in equivariantly cohomology will be called equi-
variant characteristic classes. This construction follows closely the construc-
tion of non-equivariant characteristic forms in Chapter 1.

Recall the definition of a G-equivariant vector bundle Definition 1.5.
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Definition 7.2. If £ is a G-equivariant vector bundle, the space of equivari-
ant differential forms with values in £ is the space

G
AG(M’g) = (C[g] ® 'A(M, 8)) s
with Z-grading defined by a formula analogous to that on Ag(M).

A G-equivariant superbundle £ = & + @ £~ is a superbundle such that £F
and £~ are G-equivariant vector bundles. If A is a superconnection on a G-
equivariant superbundle £ which commutes with the action of G on A(M, £),
we see that

[A, L5 (X)] =0

for all X € g. We say that A is a G-invariant superconnection. If G
is compact, then every G-equivariant bundle admits an invariant connection,
constructed as in (1.10).

Definition 7.3. The equivariant superconnection A corresponding to
a G-invariant superconnection A is the operator on Clg] ® A(M,£) defined
by the formula

(Aga)(X) = (A - uX))(a(X)), X €,
where +(X) denotes the contraction operator +(X) on A(M,E).
The justification for this definition is that
Ag(ang) =dganf+(-1)lanA.b

for alla € Cg)®.A(M) and 6 € C[g]|®A(M, E). The operator Ay preserves the
subspace Ag (M, €) C Clg] ® A(M, E), and we will also denote its restriction
to this space by Ag.

Bearing in mind the formula

d2a(X) + L(X)a(X) =0,

we are motivated to define the equivariant curvature Fy of the equivariant
superconnection Ay by the formula

e(Fy(X)) = Ag(X)? + L5(X).

If § € Ag(M,End(£)), let Ay0 be the element of Ag(M,End(£)) such that
£(Ag0) = [Ag,€(0)].

Proposition 7.4. The equivariant curvature Fy is in Ag(M,End(£)),
and satisfies the equivariant Bianchi formula

AgF, =0.
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Proof. To prove that Fy € Ag(M,End(€)), we must show that Agz(X)2 +
L8(X) commutes with multiplication by any a € Clg] ® A(M):

[Ag(X)? + L5(X), e(a(X))] = [Ag(X), [Ag(X), e(a(X))]] + [L5(X), e(e(X))]
= [Ag(X), e(dga(X))] +e(L(X) (X))
= e(da(X) + L(X)a(X)) = 0.

The equivariant Bianchi identity is just another way of writing the obvious
identity [Ag(X),Ag(X)?+ £5(X)]=0. O

If we expand the definition of Fy, we see (identifying F; with the operator
e(Fy) on Ag(M,End(£))) that

Fy(X) = (A = «(X))? + L5(X)
=F —[A, (X)) + LE(X).

where [L(X),A] = (X)A + Au(X) is the supercommutator, and F = A2 is
the curvature of A. In particular, F3(0) = F. Motivated by this formula for
Fy(X), we make the following definition.

Definition 7.5. The moment of X € g (relative to a superconnection A) is
the element of AT (M, End(£)) given by the formula

u(X) = L5(X) = (X)), Al.
Observe that u = Fy; — F' is an element of Ag(M,End(£)), so that
Fy(X) = F + u(X).
The following formula is a restatement of the equivariant Bianchi identity,
(7.1) Ap(X) = (X)F.

The use of the word moment is justified by the similarity between this equation
and the definition of the moment of a Hamiltonian vector field in symplectic
geometry, as we will see later.

In the special case in which the invariant superconnection A on the equi-
variant bundle £ is a connection V, the above formulas take a simplified form.
Since [V, ((X)] = Vx, we see that the moment u(X), given by the formula

w(X) = LE(X) - Vx,
lies in I'(M, End(£)), and hence
p € (5" ® T(M,End(£)))® C A%(M,End(€)).

If the vector field X, vanishes at a point zg € M, the endomorphism
1(X)(zo) coincides with the infinitesimal action £(X)(zo) of exptX in E,.

We can give a geometric interpretation of the moment u(X) in this case.
Denote by 7 : € — M the projection onto the base. The action of G on £
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determines vector fields Xg on the total space £ corresponding with X € g.
The connection V on £ determines a splitting of the tangent space T'€,

TE=rm"€@n*TM,

into a vertical bundle isomorphic to 7*€ and a horizontal bundle isomorphic
to ™T'M.

Proposition 7.6. Let x be the tautological section of the bundle ©*&€ over
E. The vertical component of Xg may be identified with —u(X)x.

Proof. This follows from Proposition 1.20, once we observe that L™ ¢(X)x =
0. O

We now construct the equivariant generalization of characteristic forms.
If f(z) is a polynomial in the indeterminate 2, then f(Fy) is an element of
AL (M,End(£)). When we apply the supertrace map

Str: AL(M,End(€)) — AL (M),

we obtain an element of A% (M), which we call an equivariant character-
istic form.

Theorem 7.7. The equivariant differential form Str(f(Fy)) is equivariantly
closed, and its equivariant cohomology class is independent of the choice of
the G-invariant superconnection A.

Proof. If a € Ag(M,End(€)), it follows from Lemma 1.42 that
dg Str(a) = Str(Aga).

The equation dg(Str(f(Fy))) = 0 now follows from the equivariant Bianchi
identity AgFy = 0. Similarly, if A® is a one-parameter family of G-invariant
superconnections, with equivariant curvature Ft, we have

2 (s = s ([a5, 2] 729

dAy
= d, su( (Ft))
so that the difference of the two equivariant characteristic forms
Str(f(Fy)) — Str(f(Fy))

is the equivariant coboundary of

1 d t .
/OS“( S8R di. O

As in the non-equivariant case discussed in Section 1.4, we can also allow
f(z) to be a power series with infinite radius of convergence. In particular, the
equivariant Chern character form chg(A) of an equivariant superbundle
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& with superconnection A is the element of the analytic completion A% (M)
of Ag(M) defined by

(7.2) chg(A) = Str(exp(—Fy)),

in other words, chg(A)(X) = Str(exp(—Fy(X))).

In the case of a G-invariant connection V, the component of exterior degree
zero of the equivariant curvature Fy(X) = u(X) + F is u(X), which satisfies
w(X) = O(|X]). Thus we can define f(Fy(X)) = f(u(X) + F) even if f
is a germ of an analytic function at 0 € g. As an example, we have the
equivariant A-genus A4(V) of a vector bundle € over a compact manifold

M1
Ag(V)(X) = det/? (’s‘ﬁ%> '

Finally, we define the equivariant Euler form. Let £ be a G-equivariant
oriented vector bundle with G-invariant metric and G-invariant connection
V compatible with the metric. The curvature F' and the moment p are both
elements of Ag(M,s0(E)). We define the equivariant Euler form of £ by

Xs(V)(X) = PE(=F3(X)) = det'/2(—Fy (X)),

where the notations are those of Definition 1.35. An argument similar to that
of Theorem 7.7 shows that x4(V) is an equivariantly closed form, and that its
class in cohomology depends neither on the connection nor on the Euclidean
structure of £, but only on the orientation of £.

We close this section with two important examples of the equivariant mo-
ment map.

Example 7.8. Let us compute the moment p™ (X) € T'(M,so(TM)) of an
infinitesimal isometry X acting on the tangent bundle of a Riemannian mani-
fold; this is called the Riemannian moment of M. The group G of isome-
tries of M preserves the Levi-Civita connection V on T'M. By the definition
of the moment, we see that

pM(X)Y =[X,Y] - VxY,
and from the vanishing of the torsion we obtain
(7.3) pM(X)Y = ~VyX,

in other words, u™(X) = —VX. Since £(X) and Vx preserve the metric on
M, uM(X) is skew-symmetric. In this example, (7.1) states that the covariant
derivative of the moment u™ is given by the formula

(7.4) [Vy, s (X)) = R(X,Y),

where R is the Riemannian curvature of M.
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The equivariant curvature of a Riemannian manifold M acted on isometri-
cally by a compact group G is defined by the formula Ry(X) = R+ pM(X) e
AL (M, s50(TM)).

Example 7.9. The next example of a moment map is due to Kostant and
Souriau; it is fundamental to the theory of geometric quantization. Let M be
a symplectic manifold with symplectic two-form Q, that is, @ € A?(M)
is a closed two-form, d = 0, such that the bilinear form Q.(X,Y) on T, M
is non-degenerate for each z € M. If f € C*°(M), then the Hamiltonian
vector field generated by f is defined as the unique vector field Hy such that

df = «(Hy)Q.
Assume that a Lie group G acts on M and that the action is Hamiltonian:

this means that, for every X € g, there is given a function x(X) on M such
that

(1) p(X) depends linearly on X;
(2) the vector field Xy is the Hamiltonian vector field generated by u(X),
that is
du(X) = U Xnm)

(3) wu(X) is equivariant, that is, g- u(X) = u(g- X) for g € G.

The symplectic moment map of the action is the C*° map p : M — g*
defined by (X, u(m)) = pu(X)(m). One sees easily that

X — Q5(X) = u(X) + 0

is an equivariantly closed form on M such that Q4(0) = Q.

This equivariant differential form may in some cases be identified with 4
times the equivariant curvature of an equivariant line bundle. Let £ be a
complex line bundle on M. Suppose that £ carries a connection V4 whose
curvature

(V5)? = iQ € AX(M)
equals ¢ times the symplectic form Q on M. Furthermore, suppose that the
Lie group G acts on the manifold M and on the line bundle £, in such a way
as to preserve the connection V£. It follows immediately that the symplectic
form Q is preserved by the action of G.

We may define the moment of this action, u*(X) = L*(X) — V%, and the
equivariant curvature

Fy = pf +iQ € A2(M).
In fact, u* equals /=1 times the moment y defined above, since by (7.1),
iW(Xp)Q = dpc(X).
It follows that Fy = iQ.
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7.2. The Localization Formula

If M is a manifold acted on by a compact group G, there is a Riemannian
metric (-, -) on M which is invariant under the action of G. For example, such
a metric may be formed by averaging any metric on M with respect to the
Haar measure of G. In this section, we will show how such a metric may be
used to study equivariant differential forms.

Proposition 7.10. Let G be a compact Lie group and X — a(X) be an
equivariantly closed differential form on M. If X € g, let My(X) be the set
of zeroes of the vector field Xpr. Then for each X € g, the differential form
(X)) s ezact outside Mo(X).

Proof. Fix X € g and write dx = d —(X). Let 6 be a differential form on M
such that £(X)8 = 0 and such that dx6 is invertible outside My(X). Such a
differential form may be constructed using a G-invariant Riemannian metric
(+,+) on M. We define 0(¢) = (X, &) for € € T'(M,T M), then 0 is a one-form
on M invariant under the action of X such that dx6 = |X|? + df, which is
clearly invertible outside the set Mo (X) = {|X|? = 0}.

On the set M — My(X), we have

6 A (X
a(X)[n1=d< Adi(e ))[ i

for every equivariantly closed differential form o on M. Indeed, since d%6 =

0, we have
_ 0N a(X)
a(X) =dx (TXG—>’

and the result follows by taking the highest degree piece of each side. [

Note that it is essential to assume that G is compact. For example, consider
M = 8 x S with coordinates z,y € R/27Z. Let X be the nowhere-vanishing
vector field (1 + 1 sinz)d,, and let

a(X) = —3(7cosz +sin2z) + (1 — 4sinz)dz A dy.

It is easy to verify that dxa(X) = 0. However, [, a(X) = (2)?, so that
a(X)g is not exact.

Proposition 7.10 strongly suggests that when G is a compact Lie group
and M is compact, the integral of an equivariantly closed form a(X) depends
only on the restriction of a(X) to My(X). In the rest of this section, we will
prove the localization formula, which expresses the integral [,, o(X) of an
equivariantly closed differential form o as an integral over the set of zeroes
of the vector field X .

We will first state and prove the localization formula in the important
special case where X s has isolated zeroes. Here, at each point p € My(X),
the Lie action £(X)¢ = [Xp, €] on I'(M,TM) gives rise to an invertible
transformation L, of T,M. This can be proved using the exponential map
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with respect to a G-invariant Riemannian metric: if £ € 7, M was annihilated
by Ly, all the points of the curve exp,(s§) would be fixed by exp(tX). The
transformation L, being the Lie derivative of an action of a compact Lie group,
it has only imaginary eigenvalues. Thus the dimension of M is even and there
exists an oriented basis e;, 1 <4 < n, of T,M such that for 1 <1 <Z=n/2,

Lpezi—1 = Asezs,
Lpey; = —Xieai—1.

We have det(L,) = A\?)%...)7, and it is natural to take the following square
root (dependent only on the orientation of the manifold):

detY2(L,) = A1 ... A

Theorem 7.11. Let G be a compact Lie group with Lie algebra g acting on a
compact oriented manifold M, and let o be an equivariantly closed differential
form on M. Let X € g be such that Xas has only isolated zeroes. Then

— (—97)¢ o(X)(p)
/Ma<X>—< o) 3 ,

1/2
pe i) det 2(Lp)

where £ = dim(M)/2, and by a(X)(p), we mean the value of the function
a(X)(o) at the point p € M.

Proof. Let p € Mp(X). Using a G-invariant metric and the exponential
map, the vector field X can be linearized around p. Thus there exist local
coordinates 21, ... ,Z, around p such that X, is the vector field

Xnm = (2201 —2102) + ... + M(2nOp—1 — Tn—10n),

and det*/2(L,) = A1... A
Let 6 be the one-form in a neighbourhood Uj, of p given by

6P = AT (z2dzy — 1d22) + . .. + A (ZndTp_1 — Tn_1dTy).

Then 67 is such that £(X)6? = 0 and 6P(Xpy) = Y ;22 = ||z||°. Using
a G-invariant partition of unity subordinate to the covering of M by the
G-invariant open sets U, and M — My(X) (which may be constructed by
averaging any partition of unity with respect to the action of G), we can
construct a one-form 6 such that £(X)6 = 0, dx 6 is invertible outside My(X),
and such that 8 coincides with 67 in a neighbourhood of p.
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Consider the neighbourhood B? of p in M given by B? = {z | ||z||? < ¢}.
If SP = {z | ||z||?> = €}, then

/ a(X) = lim a(X)
M

e—>0JM~-U,B?

. A o(X)
lim d{ ————
sl—>0 M-u,B? ( dx6 )

_ A a(X)
= Zl /S:———dxe :

e—0

(The sign change comes from exchangmg the interior for the exterior orienta-
tion of SP). Let us fix a point p. Near p, § = 6P. Rescaling the variable z by
a factor of €}/2, the sphere S. becomes the unit sphere S;, while 8(dx8)~!
being homogeneous of degree zero is invariant. Then

/ 0/\a(X)__/ 0 A e (X)
T dx8 [, dx6

where o (X)(z, dz) = a(X)(eY/%z,e'/%dz). When & — 0, (X) tends to the
constant a(X)(p). To prove the proposition, it remains to compute

- [ oaxt) = [ oa-aoyt= [ o= [ oy

(d6)® = (=2)%0' (A1 ... X)) dzy A ... A da,
Since the volume of the 2¢-dimensional unit ball equals 7¢/£!, we obtain the
theorem. [

But

We now turn to the localization formula in the general case. Fix an element
X € g, and let My denote the set of zeroes of X.

Proposition 7.12. The set My of zeroes of the vector field Xy is a sub-
manifold of M, which may have several components of different dimension.
The normal bundle N of My in M is an even-dimensional orientable vector
bundle.

Proof. Fix a G-invariant Riemannian structure on M. If zg is a zero of X,
the one parameter group exptX acts on Ty, M. If a tangent vector at zo is
fixed by exptX, then the geodesic tangent to it is contained in My, which
proves that My is a submanifold of M.

The Lie derivative Y — L£(X)Y = [Xp,Y] is an endomorphism of Ny, =
Ty M/Tyy My which is invertible and antisymmetric. This implies that the
real vector bundle A can be given a complex structure and is therefore even-
dimensional and orientable. Indeed, observe that the eigenvalues of £L(X) in
.N'fo = Ni, ®r C come in pairs +i)\;, with A; > 0. Therefore, we have a
decomposition L

NE =N o NG,
where NV, is the sum of the eigenspaces such that X; > 0. O
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Let tk(N) : My — Z be the locally constant function on My which gives
the codimension of each component. Let go = {Y € g | [Y,X] = 0} be
the centralizer of X € g, and let Gy be the connected Lie subgroup of G
with Lie algebra go. Then Gg preserves the submanifold My and acts on
the normal bundle A/. We choose a Gg-invariant Euclidean structure and a
Go-invariant metric connection V» on A. The normal moment of Y € go is
the endomorphism gV (Y') of NV such that

NY)=vY +1N).
In particular, since the vector field Xy vanishes on My, we have
N (X)E = [Xnm,€] for N,

and V' (X) is an invertible transformation of A. Choose an orientation on A/
and consider the equivariant Euler form xg4,(N) € A" (Mp). Its degree zero
piece equals det(—u"V)!/2, and therefore x4,(N)(Y) is invertible in A+ (M)
when Y is sufficiently close to X. We can now state the general localization
formula.

Theorem 7.13. Let G be a compact Lie group acting on a compact manifold
M. Let a be an equivariantly closed form on M. Let X € g, let My be the
zero set of the vector field Xp; and let N be the normal bundle of My in
M. Choose an orientation on N and impose the corresponding orientation
on My. Then forY in the centralizer go of X in g and sufficiently close to

X, we have
_ k2 oY)
[ o= [ e

where xg4,(N) is the equivariant Euler form of the normal bundle. In partic-
ular,

_ o) TkN)/2 a(X)
f 0= 2 deti 2 (LN (X) + BN

The proof follows from several lemmas. As before, let 8 be the Go-invariant
one-form on M dual to the vector field X, with respect to the G-invariant
Riemannian metric on M,

0(Z) = (Xm,Z) for Ze'(M,TM).
Then we have

(dge)(Y) =df — (XM, YM), for Y € go.

Lemma 7.14. For allt e R and Y € go,

= t(dg6)(Y)
A{a(Y) /Me Va(Y).
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Proof. We give two arguments, the second of which extends better to non-
compact manifolds. The first proof follows from the fact that e%sf — 1 is

equivariantly exact:
e(etdge _ 1)
tdgb _ 1 — e SR 74
° % ( dgb > '

The other argument is analogous to the proof of the McKean-Singer formula.
Theorem 3.50: we observe that

ii_/ et(due)(Y)a(y).__/ (dg8)(Y)et )Mo (y)

= [ dyfoeneayn) =o,
M

since a is equivariantly closed. Thus, we may set ¢t = 0 without changing the
integral, whence the result. O

Thus, we must compute the limit when ¢ — 0 of

n/2
/ e@)(Y)/to(y) = / e—<x,Y)/ta(Y)Zt_k(d0)’°_
M M = k!

To do this, we study the form 6 in the neighbourhood of Mj.

By orthogonal projection, the Levi-Civita connection V gives a connection
VN on the normal bundle N which is compatible with the induced metric.
Identifying My with the zero section of A, we obtain a canonical isomorphism

TNlMo ETMIMO.

Consider the moment map uM™(Y)Z = —VzY of TM. Since p™(Y) com-
mutes with the operator £(X) on My, it preserves the decomposition

TM|pm, =TMo ®N;

thus, the restriction of ™ (Y") to A coincides with the moment endomorphism
pN(Y). The endomorphism uV(X) of N coincides with the infinitesimal
action £(X). The action of Gy on the manifold A determines vector fields on
N. The vector field X is vertical and is given at the point (z,y) € My x Ny
by the vector —uM ()f)y €N;.

The connection V¥ determines a splitting of the tangent space to the total
space A into horizontal and vertical tangent spaces. We denote by (v1,v2)0
the Euclidean structure of the vector bundle N'. Consider the one-form 6 on
the total space N given by

(7.5) 60(2) = (XN, Zv)o

where Zvy is the vertical part of a vector field Z on V.

To prove Theorem 7.13, we could proceed as in the proof of Theorem 7.11,
multiplying the one-form 6, by a cut-off function to obtain a one-form 6 which
coincides with 6 in a neighbourhood of M. However, we will see in the next
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lemma that this is not necessary, since y arises naturally as a scaling limit
of the one-form 6.

Let ¢ be a diffeomorphism of a neighbourhood U of the zero section in //
with a neighbourhood of Mg in M, such that

Y(z,0) =z for z € My,
dlm, =1 on TN |n = TM|p,-

An example of such a map is the exponential map ¥(z,y) = exp, y, but the
exponential map is difficult to compute explicitly in most cases, so that it is
interesting to permit a different choice of . Transport the metric (-,-) and
the one-form 6 to U, by means of the diffeomorphism 1. Consider the dilation
8., t > 0, of N given by the formula

6i(z,y) = (z,t'/%y), where z € My and y € V.
We assume that U is preserved by §; for ¢ < 1.
Lemma 7.15. (1) dO(Z]_,ZQ) = —Q(ﬂM(X)Zl, Zz) for Zy, Z5 € F(M, TM)
(2) lim t716;6 =6,
t—0
(3) PorY € go, lim (X, Y) g2y = W (X)y, 1V (¥)y)o.
—

Proof. Tt is easy to calculate df, using the explicit formula for the exterior
differential of a one-form: if Z; and Z, are vector fields on M, then

db(Zy, Z2) = Z1(X, Z3) — Z2(X, Z1) — (X, |21, Z3))
= (vlea Z2) - (VZQX) Zl)
= —2(uM(X)Z1, Zo).
Since pM(X)Z; = 0 if Z; is tangent to My, we see that df(Z;, Z2) vanishes
if Z; or Z, is tangent to My. Consider local coordinates (z,y) on U such

that M, is the set y = 0. Since 6 vanishes on My, as does ¢(Z1)dé if Z, is
‘tangential to My, we see that

0= aik(z,y)yyidzk + Y bij(2,y)yidy;
ijk i
for some smooth coefficients ai;x(z,y) and b;;(z,y). This shows that
71670 =) aijk(, t/2y)yiy dai + Y bij(z,t'/%y)yidy;
ijk ij
has a limit when t — 0:

lim 71670 = ) aijk(z,0)ysyjdze + ¥ bij(, 0)yidy;.

t—0 ik i
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In order to obtain (2), it remains to show that

(7~6) 6)’1'.6(8}'_1')')’:0 = ayieo(ayj)|y=o
and
(7-7) 6)’1' an 6’(annc)|y=0 = ay.- ay,- 6o (axk)|y=0-

Denote by © the one-form on Mj which represents the connection YV in the
local basis 8y, of the normal bundle M. Thus

VY., Oy, = ©(8s,)8y
By Proposition 1.20, we have
8o = — (b (X)y,dy + ©y)o.
Since X vanishes on My, we have on M, the formula
a)’i (X’ ayj)|)'=0 = (vay.; X, an)lMo
= _(#N(X)ay-nay,- )Oa

which proves (7.6).
Let us prove 7.7. We have

8)’1‘6}'500(83:}:)'}':0 = _(“M(X)aym@(azk)ayj)o - (p‘M(X)a}'j’e(aIk)ay-i)O'
By (7.4), we have
Vv, Vv X = =Vy, (WM (X)Y2) = —pM(X)Vy Y2 — R(X, Y1)Y2.

If Z is tangential to My, so that 4™ (X)Z and R(X,Y;) vanish on My, we see
that

(VY1VY2X’ Z)|Mo = (VY1Y2:/J'M(X)Z)|M0 - (R(X7Y1)Y2’Z)|Mo =0.
It follows that
(7.8) Y1Y2 (X, Z) Mo = (Vi X, Vv, Z) Mo + (Vv X, Vy, Z) M,

We apply this with Z = 0;,, Y1 = 8,,,, and Y2 = Oy;. Using the relation
Va,, 0z, = Va,, Oy, and the fact that u M(x) preserves the decomposition
TMIMO =TM, EBN we obtain

(Vayi X, Vayj Oz, ) lMo = —(,U,N(X)ay’. ) V@Ck a)'j )0
= — (' (X)dy,©(s,)dy;)o,
and hence

ay-iayje(amk)|y=0 = "(IJ'N(X)ayu@(amk)ayj)O - (iu'N(X)an’g(axk)aYi)o
= am ayj eo(amk)|y=01

proving the second part of the lemma.
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The vector field X s is vertical and is given at the point (z,y), z € M,
y € Ng, by the vector —pV(X)y € N;. If Y € go, the vector field Yy,
commutes with X7, and hence is tangent to My, so that the function (X,Y)
vanishes to second order on My. Equation (7.8) shows that

YiYa(X,Y)|m, = (WY (X)Y1, 6V (V)Y2)o + (W (X)Ya, iV (V)11)o,
which proves the third part of the lemma. [

Using the diffeomorphism 1, we can identify the neighbourhood U of the
zero section in A with a neighbourhood U of My in M. Outside the neigh-
bourhood U, the function (X, X) is strictly positive, so we can find € > 0
such that if Y € go is sufficiently close to X, (X,Y), > eforally ¢ U. Since
df is nilpotent, a partition of unity argument now shows that

lim [ e~ XV/ted/ta(y) = lim [ e K¥)/ted/t(y)g,
t—0J M t—0JU

if ¢ is a compactly supported function on U equal to one on a neighbourhood
of Mo.

Let us consider a(Y)¢ as a differential form on N. If we denote the one-
form a(Y) on My and its pull-back to A by the same notation, we see that
lim, ,, 6f(a(Y)¢) = a(Y)|m,- Thus, it follows from Lemma7.15 that

lim 7 (e~(X¥)/te®/t0(Y)g) = e~ W KW (V9o o )
t—0

|Mo'

Furthermore, for Y near X and y in a neighbourhood of My, we have a bound
(X,Y)(z,y) = cllyl|? with ¢ > 0, so that by dominated convergence and change

of variables (z,y) — (z,t*/2y), we see that

lim [ e~(XW)/tedd/ty(v)g = / e~ WV Xy (V)¥)o gdbo o (Y
t—0JN N °

Consider the differential form defined by integration over the fibre,
/ =V Xy (¥)y)o gdbo
N /Mo

We have
8o = -1V (X)y, VVy)o.

Recall that V4 is invariant under £(X), so that [VV, N (X)] = 0. We see
that dfy equals

(N (X)VVy, VWy)o - (N (X)y, RV y)o.
It follows that

e~ W Xy (V)¥)o gdbo — o= (X)y, (b (V) +RY)y)o— (N (X)VVy, VN y)o
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The proof of the theorem is completed by the following lemma. Here, the
element xg, (N)(Y) = det /2(—(u (Y) + RM)) is an invertible element of
A(My), for Y sufficiently near X.

Lemma 7.16.

/ = (Y. (N (V4B Yy)a=(u (X) TNy, 7N y), _ (2T)H/2
N /Mo

B Xgo (N)(Y) )

Proof. Choose a point £o € My and let V = Ng,. Given a local oriented
orthonormal frame of N around g, we may write VV = d + ©. We must
show that

2
/ =BV, (W HRIV) = (4(X)dy dy) — (_gur)(N)/2 det/(u(X)) '
v det(u(X) (u(Y) + R))2

where p = pf € g* ® End(V) and R = RY € AT, My ® End(V).
It is a simple matter to evaluate this integral. First we apply the definition
of the Pfaffian, which shows that

/ o= (1(X)Y, (B(X)+R)Y) ~ (1(X)dy.dy)
v

- (_Q)n/2/ e~ (W(X)y,(u(Y)+R)y) detl/z(y(X))dyl A...Ndyn.
v

Recall the formula for a Gaussian integral: if A is a positive-definite endo-
morphism, then

/ e ) dy = 77/2 det(A4) /2.

v

Since u(X) and p(Y) + R are antisymmetric and commute, the matrix
—u(X)(u(Y) +R)

is symmetric. Its zero-degree component —u(X)u(Y') is positive definite when
X =Y, and hence for all Y sufficiently close to X. Hence, we obtain

/ e~ W WHRW) dy) A L. Adyn = 7™ 2 det(—p(X)(u(Y) + R)) /2
v

= ™2 det™ /2 (u(X)) det™?(u(Y) +R). O

7.3. Bott’s Formulas for Characteristic Numbers

In the next three sections, we will give some applications of the localization
formula. The first of these predates this formula, and is due to Bott.
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If & € C[so(n)]°™ is an invariant polynomial function on the Lie algebra
s0(n), where n = 2£ is.even, then @ is uniquely determined by its restriction
to the Cartan subalgebra t C so(n) of matrices X of the form

Xegi—1 = Zi€2i,
Xeo; = —zie2i-1.

Let px be the k-th elementary symmetric polynomials in mf, given by the

formula
Z 2 2
pkz 4 mil..-xik.

1<i1 << <L

(In particular, p, = det(X).) If @ is O(n)-mvanant the restriction of @ to t
is a symmetric function of the variables z2, so belongs to the polynomial ring
generated by p;, 1 < ¢ < ¢, that is, C[sa(n)]o(") = C|p1, ..., pe)-

The function det'/2(X) = z;...z¢ = Pe/ is only invariant under the
group SO(n), and is the additional generator of the ring of SO(n)-invariant
polynomials over the ring of O(n)-invariant polynomials; it is nothing but the
classical Pfaffian function Pf(X).

Let M be a compact oriented Riemannian manifold of dimension n =
2¢, and let R be the curvature of a connection on the tangent bundle TM
compatible with the metric. The Chern-Weil map defines a homomorphism

¢ : Clso(n)}S0™ = Clp1,-- ,pe,pe ] A(M),

by the formula ¢(®) = ®(R), and ®(R) is a closed form on M whose coho-
mology class is independent of the choice of connection. Define

301) = (-2 [ a(®)

The number ®(M) is called a characteristic number of M; it is a classical
theorem of algebraic topology that if ® € Z[ iy D Y 2] ®(M) is an integer.

Suppose that M admits a circular symmetry w1th isolated fixed points. At
each fixed point p, the action of the infinitesimal generator X of the circle
group G = {€?"*} on the tangent space T,M determines an endomorphism
Ly, given in an appropriate oriented basis by

Lyegi1 = — e,
Lpeo; = Aieg;—1,
where \; are 1ntegers called the exponents of the action at p. Recall that by

definition det* 2(L,,) = A1 ..., and depends on the orientation of T, M but
not on its metric.
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Theorem 7.17 (Bott). Let M be a manifold on which the circle acts with
isolated fized points. If ® is a homogeneous polynomial of degree k < ¥,

(L) _Je(M) k=¢,
Xp: det*/2(L,) {o, k<.

Proof. Identify the Lie algebra of G with {uX | u € R}. Choose a G-invariant
metric, and let up™(X) + R be the equivariant curvature of the associated
Levi-Civita connection. If @ is a polynomial, u — ®(up™(X) + R) is an
equivariantly closed form on M, and we see from Theorem 7.11 that

(—2m)~¢ / d(upM(X)+R) = *fzdtlj‘f”)).

The left hand side of this equation is a polynomial in u with value at zero the
characteristic number ®(M), while the right hand side is a Laurent polynomial
in u. The equality of the two sides implies remarkable cancellations properties
over fixed points of the values of ®(L,) if deg(®) < ¢, while the equality of the
constant term of this Laurent polynomial gives the formula when deg(®) =
¢ O

When applied to the Pfaffian function ®(X) = Pf(X) on so(n), the char-
acteristic number (—2m)~¢ [, Pf(R) is (—1)* times the Euler characteristic of
M, by the Gauss-Bonnet-Chern theorem, and we see that the number of fixed
points of the circle action is the Euler characteristic of M. Since the vector
field X generating the circle action is an infinitesimal isometry, it always has
index v(p, X) = 1 at an isolated zero X (p) = 0. Thus, this result is a very
particular case of the Poincaré-Hopf theorem, Theorem 1.58.

The general localization theorem allows us to generalize the above formula
to situations in which My(X) is not zero-dimensional; this extension was
made by Baum and Cheeger. Let us merely mention the case of the Pffafian,
in which we obtain the following result.

Proposition 7.18. Let M be a compact oriented even-dimensional Rieman-
nian manifold, and let X be an isometry of M with fired point set My. Then
the Euler characteristic of M equals the Euler characteristic of M.

Proof. Observe that
det™/2(=Rg(X))lno = det'/2(— Ry (X)) det™/*(~R?),

where R? is the Riemannian curvature of My. By the localization theorem,
we see that

@)% | det?(~Rg(X)) = [ (2m)” 4mMo)/2 det'/2(—RO).
M ¢ M,
o]

Setting X = 0 and applying the Gauss-Bonnet-Chern theorem to both sides,
the result follows. O
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7.4. Exact Stationary Phase Approximation

One important application of the localization formula is the “exact stationary
phase approximation” of Duistermaat-Heckmann.

Let M be a compact manifold of dimension n = 2¢, f a smooth function
on M and let dx be a smooth density on M. Let t € R and consider the

function
F(t) =/ e'tf dz.
M

The major contribution to the value of this integral when ¢ tends to infinity
arises from the neighbourhood of stationary points, that is, points where
the differential df of the phase function f vanishes. Assume that the phase
function f is non degenerate, which means the set My where the differential
of f vanishes consists in a finite number of points and at these points the
Hessian H, = V,df of f is a non-degenerate quadratic form on T, M. Let
o(Hp) be the signature of the quadratic form Hy,. If T,M = T,f ® T, is
an orthogonal splitting for Hy, such that H, is positive definite on 7" and
negative definite on 7'~ then o(H,) = dim(T't) — dim(T").
If e; is a basis of T, M such that (|dz|p,er A...Aep) =1, let

ap(f,dz) = | det(Hy (e, €))%

It is not hard to show that when ¢ tends to infinity,

£ i N
F(t) = Z (2_:_-) ema(H")Map(f,d:l:)e"f(p) +O(t_e*l),
PEMo

Duistermaat and Heckman discovered a class of examples of “exact stationary
phase approximation”, where the error term in the above formula vanishes.

Let (M, Q) be a compact symplectic manifold of dimension n, and let G be
a compact group of Hamiltonian transformations of M. For X € g, let u(X)
be the symplectic moment of X, defined in (7.9). Since du(X) = o(Xn)Q,
the set of points where the one-form du(X) vanishes coincides with the zero
set Mo(X) of the vector field Xys. For p € My(X), we denote by £,(X) the
infinitesimal action of X on T,M. The Liouville form of the symplectic
manifold M is the form

Q/2 Q¢
46 = (") = Gy

this is a volume form which defines a canonical orientation on M.

Theorem 7.19 (Duistermaat-Heckman). Let (M, ) be a compact sym-
plectic manifold, with compact Hamiltonian symmetry group G. If X is an
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element of the Lie algebra of G such that Mo(X) consists of a finite number
~ of points, then

£ (X) ()

iu(X)d — ¢ ]
/Me =it 2 det™2 (L, (X))

PEMo(X)

(The square root of det(L,(X)) is computed with respect to the canonical
orientation of T,M.)

Proof. The equivariant symplectic form Q4 (X) = u(X)+Q is an equivariantly
closed form on M, as is

1% (X) _ gin(X) 4

The theorem follows from the application of the localization theorem, Theo-
rem7.11 to the integral

/ e X)dg = (2mi)~¢ / (X O
M

M

Corollary 7.20. Let X be a Hamiltonian vector field with Hamiltonian f
on a compact symplectic manifold M, such that the flow generated by X is
periodic, and X has discrete zeroes. Then the error term in the stationary-
phase approzimation to the integral [,, e*fdf vanishes:

. 2m\¢ . ;
itf — wio(Hp)/4 itf(p)
/ e dp peg o(——t ) e ap(f,dz)e .

Proof. We need the following lemma.

Lemma 7.21. The Hessian Hy(Y,Z) of the function f at the point p €
My(X) is given by the formula

Hp(Y, Z) = —Q(Lp(X)Y, Z).
Proof. Since L(Z)f = «(Z)u(X)Q, we have
LY)L(Z)f = LIY)(UZ)UX)Q)
= o (L(Y)Z)u(X)Q + U Z)(LY)X)Q + 1(Z)(X)(LY)R).

Since X vanishes at p, we obtain Hp(Y,Z) = —Q([X,Y],Z), proving the
lemma. [

By the lemma, we see that
ap(f,dB) = (2m) 4] det(L,p(X))| V2.
Thus, we must prove that for each critical po.int pof f,
(7.9) sgn(det'/2(L,(X))) = i~™/2emio(Hp)/4

Let (V, Q) be a symplectic vector space, and let A be an invertible semisim-
ple endomorphism of V' with purely imaginary eigenvalues. The quadratic
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form H(v,w) = —Q(Av,w) is non-degenerate, and A is a skew-adjoint endo-
morphism of V' with respect to H. Choose a basis for V' of vectors p; and ¢;,
1 <4 < ¢, such that Q(p;, g;) = 85, Qpi, p5) = ¢i,¢5) = 0, Ap; = Aig;, and
Ag; = —\;p;. We see that

J4
sgn(H) =2 sgn(Ay),
i=1
while ,
e
det'/2(4) =[] X
=1

It is now easy to check (7.9). O

Of course, using the general localization formula, it is possible to remove
the condition in the above theorem that My(X) is zero-dimensional, at the
cost of introducing the curvature of the normal bundle to Mj(X).

7.5. The Fourier Transform of Coadjoint Orbits

Let G be a Lie group with Lie algebra g, and let g* be the dual vector space to
the vector space g. The group G acts on g by the adjoint action, and the dual
action of G on g* is called the coadjoint action. One of the most important
examples of a Hamiltonian action arises in this situation.

Let M be an orbit of the coadjoint representation; thus, for some f €
g%, M = G-f. The vector fields Xps, X € g, are sections of TM and
span the tangent space at each point, and we have (Xa7)y = —X - f, where
—(X-HY) = (f,[X,Y]). Let u(X) be the restriction to M of the linear
form f — f(X) on g*.

Lemma 7.22. The form Q(Xum,Ym)r = —(f,[X,Y]) defines a G-invariant
symplectic form on M. Furthermore the action of G on M is Hamiltonian
and the symplectic moment of X is the function u(X).

Proof. The form  is clearly non-degenerate and G-invariant. The function
1(X) being the restriction of a linear function obviously satisfies

du(X)(Yar)s = (Yar)s(X) = —(£,[X,Y]),

and hence du(X) = +(Xa)Q, which shows that u(X) is the Hamiltonian for
the vector field Xps. Furthermore, it follows that

0= d?u(X) = du(Xp)Q = —1(Xa)d,

where in the last equality, we used the invariance of 2, £(X7)Q = 0. Since
the vector fields X)s span the tangent space, we see that d2 =0. [OJ



7.5. The Fourier Transform of Coadjoint Orbits 227

Let dB be the Liouville measure on M. By the Fourier transform of an
orbit, we mean the integral

Fu(X) = [ &g,
M
this is a generalized function on g if the orbit M is sufficiently well-behaved.
Such integrals are very important in representation theory. The above lemma
shows that such a Fourier transform is the integral of an equivariantly closed
differential form, since

FM(X) - (27”:)—11/2/ eing(x)‘
M

When G is a compact Lie group, the localization theorem will lead to a
formula for the Fourier transform of the Liouville measure of M, due to
Harish-Chandra. This formula in turn implies Chevalley’s theorem on the
structure of C[g]®. To state Harish-Chandra’s formula precisely, we first
recall a few results on the structure of compact Lie groups.

Let gc be a reductive Lie algebra over C; in other words,

gc =39 [gc, o¢),

where 3 is the centre of g¢ and [gc, gc] is semisimple. Consider the collection
of all abelian subalgebras a of gc such that the transformations

{ad X | X € a} C End(gc)

are simultaneously diagonalizable; a maximal subalgebra among this set is
called a Cartan subalgebra, and as is well known, any two Cartan subalgebras
are conjugate under the action of the adjoint group Ad(gc).

Choose a Cartan subalgebra § of gc. If o € h*, define

(gc)a ={X € gc | [H,X] = (a, H)X}, forall Heb.

If o #0 and (gc)o # 0, @ is called a root of ) in gc. The set of roots of h in
gc is denoted by A(gc, b), or A when } is fixed. If a € A, then dim(gc)a =1,
—a € A and dim[(gc)a, (8c)-a) = 1. Furthermore, [(g¢)a, (8c)—<] C b, and
there exists a unique element Hy € [(gc)a, (g¢)—a] such that (o, Hy) = 2.

For a € A, we may consider the reflection of § about the plane orthogonal
to Hy, so(H) = H — (o, H)H,, which satisfies s2 = 1. The subgroup W =
W (gc,h) of transformations of h generated by the reflections s, is a finite
group, called the Weyl group. We denote by e(w) = +1 the determinant of
the transformation w € W.

The Killing form B(X,Y) = Tr(ad X - adY) is positive definite on the real
span ), RH,. The vector Hy, = 2B(H,, H,)"'H, €} is the unique element
of § such that for all H in §, B(Hy, H) = (o, H).
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A positive system P of roots is a subset of A such that for o € A, either
a or —a, but not both, belongs to P, and such that if « € P, § € P and
a+ B € A then a+ 3 € P. We define

PP=%ZC¥-

a€EP

A simple root with respect to a fixed positive system P is a root which cannot
be written as the sum of two elements of P. The set {s, | @ simple} is a set
of generators for W. If w € W, we denote by |w| the length of w with respect
to this set of generators.

A compact connected abelian Lie group T is called a torus; it is the quotient
of its Lie algebra t by a lattice. If T' acts on a finite dimensional real vector
space V,then V =V, @ Eket.\ (0} Vix); where Vp is the subspace of V' fixed
by T and V) is an even-dimensional real vector space on which the spectrum
of the action of t is *zk.

If G is a compact connected Lie group, every element of G belongs to a
torus and any two maximal tori of G are conjugate under the adjoint action of
G. The complexification g¢ of the Lie algebra g of G is a complex reductive Lie
algebra. If T' is a maximal torus in G with Lie algebra t, we have g = t®r,
where t = [t,g], and thus g* = t* @ t*, and t¢ is a Cartan subalgebra of
gc. Every element of g is conjugate to an element of t by the action of an
element of G, and every element of g* is conjugate to an element A € t*. Let
A = A(gc,tc). Roots a € A take imaginary values on t, and iH, € t for
all @ € A. The group T acts on t and we write t(;,) for the two-dimensional
subspace of t on which X € t acts by the infinitesimal rotation of angle zc.(X).

If T is a maximal torus in a compact Lie group G, let

N({T)={geG|gTg ' =T}

be the normalizer of T in G. The group N(T') acts on t by the restriction of
the adjoint action. Since T' acts trivially on t, this defines an action of the
quotient group W(G,T) = N(T)/T, which can be identified with the Weyl
group W(gc, tc). We will denote it by W. :

For a compact Lie group G, every coadjoint orbit is of the form M) = G- A,
with X\ € t*. We will give an explicit formula for the Liouville measure of an
orbit M) and for its Fourier transform F)(X). For A € t*, let Py be the set
of roots

Py ={a€ Al (\iH) >0},
and let tx = ) cp, Tia)- The orbit M) may be identified with the homo-
geneous space G/G()\), where G()) is the stabiliser of A\. The space t) is
isomorphic to the tangent space T.(G/G())) at the base point e = G(\). In
particular, if (A,iH,) # O for every o € A, then G(A) = T and t) = .
Such a point M is called regular and its orbit has maximal dimension. The
restriction of minus the Killing form to t) is positive definite and determines
a G(A)-invariant inner product on T, (G/G()\)). Thus the homogeneous space
G/G(X) is a Riemannian manifold, with a G-invariant metric which coincides
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with — B, at the point e. Denote by dg the corresponding G-invariant mea-
sure on G/G(A). This measure depends only on the subgroup G(\), which
varies over a finite number of subgroups of G.

Lemma 7.23. The Liouville measure dBx of M) is given by the formula
A, zH
[, sam= 1 28 [ g
aEPA G/G(N)
Proof. We can choose X4, such that {e,, fo} is an orthonormal basis of lia]s

where X, X X 4iX
—a 1 Xo +1X_o
B(HQ,H )1/2)and .fa— (Ha,Ha)1/2

Since Qx(fa - A, €a - A) = iA(H,), we easily obtain the lemma. [J

€ =

The Fourier transform of the measure df) is a G-invariant analytic function
F,(X) on g, which is clearly determined by its restriction to t.

Theorem 7.24 (Harish-Chandra). Given X\ € t*, let Wy = {w € W |
w\ = A} be the stabilizer of X in the Weyl group W. For X € t, X regular,
the Fourier transform F)\(X) = [, M, e X)dBy(f) is given by the formula
ez(wA,X)

AX)= Y

wEW/Wa [aep, (was X)°

Proof. Let X be a regular element of t. In this case the zero set of the vector
field generated by the action of exptX on g* is the subspace t* of g* which
is fixed by the whole of T". Thus the zero set of the vector field Xy, is the
finite set

Mynt = {w|we W/Wy}.

Applying Theorem 7.11, we see that it suffices to compute det?/ 2(Lwr(X)).
The element [] py, fa Nea determines the orientation of ty = T,M). Since

L2 (X)fa = ia(X)eq, we find that det'/2(L(X)) = [Taep, ((X)). O
If ) is regular, Py is “half” of A, and up to a sign, the denominator
det2(L(x)) = [ (wa,iX)
CEP;
is the same at each fixed point. Thus we obtain the following corollary.

Corollary 7.25 (Harish-Chandra). If M) is a regular orbit of the coad-
joint representation, then for X € t, X regular,

Fun (%) = [[ (@)™ Y ew)e ),
a€P) weWw

When ) is regular, we can compute the volume vol(M)) of the symplectic
manifold (M, ,) as the limit when X tends to 0 of Fiz, (X).
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Proposition 7.26. Let A be reqular and A =i)\. Then

— Ha>0<a: A)
Ha>0 (aa P)
Proof. We will also write p for the element of t¢ dual to p € t*, which is half

the sum of the roots in the positive system P, C A. The volume of M), is the
limit when ¢ tends to 0 of Fy, (tp). Since

t—n/2 Z E(w)ei(wA,tp) =t—n/2 Z €(w)et(A’w_1P)
weEW weEW
- t—n/2 H(et(A,a)/Z _ e—t(A,a)/2)
a>0

vol(M))

tends to J],.q(, A), when t — 0, we obtain the proposition. O

In particular, for ¢A = p the symplectic volume is 1. Using Lemma 7.23,
which relates the symplectic volume and the Riemannian volume, we obtain
the following result.

Corollary 7.27. The Riemannian volume of the flag manifold G/T equals
Ha>0 27!‘(6!, p>_l'

Using the above results, we will now analyse the structure of the algebra of
G-invariant functions on g. If § : t — g is the inclusion map, then we obtain
a restriction map

§*: C=(g)® — =Y.
There are similar maps where the space of functions C*(g) is replaced by
analytic functions C“(g) or polynomials C[g]. We will prove that the restric-
tion map is an isomorphism in all of these cases, by constructing an explicit
inverse for it.

Choose a system P C A of positive roots, and define

w) = T 222 ¢ ey

wcp (P2)

Let us denote by 0., the constant coefficient differential operator on t, given

by
Oy = H(paa)—l H aiﬁav

aEP a€EP

where 8, is differentiation in the direction of the vector iH,.
Let pr be the projection from g = t@tr to t. Let 7 /¢ be the real polynomial
ont
mo(X) = [] ia(X) € Clt).
a€P
All integrals over G are with respect to the Haar measure of volume one.
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Theorem 7.28 (Chevalley). If ¢ € C™(t), let c(¢) be the function on g
defined by the formula

(c($))(X) = l—&,—, /G (8u(qe)) (pr(g- X)) dg.

Then c is an isomorphism of C®(t)W, C¥()W and C[t*]V to C(g)C,
C“’(g)G and C[g]®, and is the inverse of the restriction map j*.

Proof. The theorem follows from the following formula: if X is a regular
element of t, then

(7.10) L@drexy = ¥ L0

weW ﬂ'g/t(wX) .

To see that j*c(¢) = ¢ if ¢ is invariant under the Weyl group, we apply this
formula to the function my/¢¢

It suffices to prove (7.10) for #(X) = XX} X € t* regular. Indeed, this
proves it by continuity for all A, hence for all $ € C°(t), and finally, since G
is compact, for all ¢ € C°(#).

For the function ¢(X) = e¥*X)| (8,¢4)(X) = w(iN)e¥*X) and the left-
hand side of (7.10) becomes

iIPlo(A) / ¢iNaX) 4o
G

If X is regular, this is equal to Fiy, (X) up to a constant independent of X. To
evaluate this constant, we compare both sides with X = 0; Proposition 7.26
shows that

| (@) or(a30) dg = 171 Fae, (3),
Applying Corollary 7.25, we obtain (7.10). O

When G is a non-compact Lie group and M is a coadjoint orbit of G,
the Fourier transform Fy(X) = [,,e/®)dB may often still be defined as
a generalized function on g. If K is a compact subgroup of G, the action
of K on M is the Hamiltonian action of a compact Lie group, and so, by
Proposition 7.10, for X € & the form ef(X)dg is exact outside the zeroes of
Xpr. Thus we can hope that when F)s admits a restriction~as a generalized
function on the Lie algebra & of K, the localization formula will allow us to
compute this restriction Fpsle. We state here a result of this type, where
G is a real semisimple Lie group with maximal compact subgroup K. This
result can be proved using Stokes’s theorem and estimates at infinity on the
noncompact manifold M.

Let G be a connected real semisimple Lie group with Lie algebra g, and
let K be a maximal compact subgroup of G with Lie algebra . Let g =¢®p
be the Cartan decomposition of g, and let T" be a maximal torus of K with
Lie algebra t. If the Cartan subalgebra tc of ¢ is also a Cartan subalgebra
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of g¢, we say that G and K have equal rank. We have then g = t @ t, where
v = [t,g] and we identify t* with a subset of g*.

Let A = A(gc, tc), and Ay = {a| (gc)a C pc}; a root belonging to A, is
called noncompact. For A € t*, let Py = {a € A | (\,iH,) > 0}, and let n)
be the number of non-compact roots contained in Py. If

tr={H €t|{a,H)#0 for all @ € A}

is the set of regular elements in t, then G- t, is an open set of g. The function
Fp(X) is a generalized function on g and is analytic on G - t,.. The restriction
of Fjs to G-t is thus determined by its restriction to t.. When M is of
maximal dimension, the following formula is due to Rossmann.

Theorem 7.29 (Rossman). Let M be a closed orbit of the coadjoint rep-
resentation of a real semisimple Lie group G such that G and K have equal
rank. Let W = W (¢, tc) be the compact Weyl group. Then for X € t,., we
have the following results:

(1) If M Nt* =0, then Fpm(X) = 0.

(2) If M = G-\ with \ € t*, and W), is the subgroup of W stabilizing A,
gi(wX, X)

Fag(X) = (=1)°® e
‘U)GW/WA HQGPA (wa, X)

7.6. Equivariant Cohomology and Families

In this section, we will define the equivariant Chern-Weil homomorphism,
which maps the equivariant de Rham complex of a G-manifold M to the or-
dinary de Rham complex of a fibre bundle with fibre M and structure group
G, which we do not need to assume is compact. This is an extension of the
theory of characteristic classes in Section 1.5, although here we only consider
the case of connections, and not of superconnections.

Let P — B be a principal bundle with structure group G, with connection
one-form w € A*(P,g)¢ and curvature Q = dw + [w,w]. The decomposition
TP = HP@V P of the tangent bundle TP into a horizontal subbundle HP =
ker(w) and a vertical subbundle V P determines a projection operator h from
A(P) onto the subalgebra of horizontal forms

A(P)por = {a | t(X)a=0for all X € g}.
‘With respect to a basis X;, 1 < i < m, of g, we may write
m . m .
w=)Y w'X;and Q= QX
i=1 =1

where w* are one-forms on P, and Q' are horizontal two-forms.
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Lemma 7.30. The projection h onto the algebra A(P)pno, of horizontal forms
is given by the explicit formula

m
h=[]{ - wiu(Xs))
i=1
= Z (=) HD/250 i y(XG )L (X))
1<i1< - <in<m
Proof. If p; = I — w'i(X;), the relations
W, w] = [u(X;), o(X;)] = 0 and [¢(Xs), W] = &,

imply that «(X;)p; = [pi,pj] = 0 and p? = p;. It is also clear that p; is
an algebra homomorphism and that ([Ti~; p;)wx = 0. Thus []~, p; is the
projection h on the space of horizontal forms. O

Let D denote the operator h-d-h on A(P); under the identification of
A(P)pas with A(B), the restriction of D to A(P)pas corresponds to d, since
h acts as the identity on A(P)nor and d preserves A(P)pas.

Lemma 7.31. (1) D=h-(d—- Y2, Q(X;)), and
(2) D2 +h- (X, L(X;) =0
Proof. Since d is a derivation and hw? = 0, hdw® = Qf, we have for a € A(P),
m .
h-d-h(a)=h- d(a - w’L(Xi)a)

=1
m

= h(da - 2 QiL(Xi)a).

To calculate D2, we observe that

D?=h-d-h-d-h
=h-d-h-(d—iQiL(Xi))
i=1

- h(d -y Q%(X,-))2

i=1
= h(_ 3 aQiu(X;) - f: Qiﬁ(Xi))
i=1 i=1

since h(dQ*) =0. O

The following result shows how the covariant derivative V¥ on an associ-
ated vector bundle V = P xg V is related to the horizontal projection.
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Proposition 7.32. The covariant derivative VY on V coincides with the
restriction of the operator D ® I on A(P,V) to A(B,V) = A(P,V )pas-

Proof. If a € A(P,V)bas, we have 1(X)da = (L(X) ® I)a = —p(X)a. Hence
1(X;)e(X;j)do =0 and

h(dha) = h(de) =da+ Y _w'p(Xs)a=V’a. O

If M is a G-manifold, let M = P xg M be the associated fibre bundle,
with base B and typical fibre M. Since M is the quotient of P x M by a free
action of G, we may identify A(M) with the space A(P X M )pas of forms o
on P x M which are basic with respect to the action of G. The form w is a
connection form for the action of G on P x M. Thus, if we write simply +(X)
instead of «(Xpxum) = t(Xp) + t(Xn), the projection h onto the algebra of
G-horizontal forms A(P X M )y, is given by the formula

h= H(I — Wi (X))

and the operator D = h-d - h restricts to dys on the space A(M) = A(P x
M)bas- .

Consider the differential graded algebra (C[g]|® A(M),dg) of A(M)-valued
polynomial functions on g. For a = f ® 8 € C[g] ® A(M), we define a(Q) €
A(P) ® A(M) by o() = f(2) ® B.

Definition 7.33. The map ¢, : Clg] ® A(M) — A(P X M)por defined by
bu(e) = h(a(9))

is called the Chern-Weil homomorphism.

Observe that the restriction of @, to Ag(M) = (Clg] ® A(M ))G sends
Ag(M) into A(M) 2 AP x M)pas.

Theorem 7.34. Let G be a Lie group and let P — B be a principal bun-
dle with structure group G and connection form w. Let M be a manifold
with smooth action of G. Then the Chern-Weil homomorphism induces a
homomorphism of differential graded algebras

$u : (Ac(M), dg) = ((Clg] ® A(M))®,dg) — (AM), d)

Proof. Since ¢,, clearly preserves products, we have only to show that it
intertwines the differential d; on Ag(M) and the differential d on A(M). In
fact, we will prove that the map ¢,, : Clg] ® A(M) — (A(P X M))po satisfies
the formula

D'¢w =¢w’dg-
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If f ® a € Clg] ® A(M), we see by Lemma 7.31 that

Dgu(f ®a) = h(d(F(Q) @) ~ 3 FUX)(F() © )

- h( F(Q) ® (da — ; m(xi)a))

since h(dQ?) = 0 and +(X;)Q =0,

=¢w'dg(f®a). O

Note that when M is a point, the above Chern-Weil homomorphism be-
comes a map

¢u : Clgl® — A(B),

which is just the ordinary Chern-Weil homomorphism. In the general case, the
map ¢, still has a geometric interpretation. The connection on P determines
a horizontal subbundle H M of the tangent bundle M, where H M is defined
as the image of HP under the projection P x M — M. We have TM =
HM & VM, where VM is the vertical tangent bundle. Thus, if (p,m) €
P x M projects to y = [p, m] € M, we have the isomorphism

Jpm) : HpM ® T M = TyM,

which induces an isomorphism between AH; P ® AT, M and ATy M.

If f® B € Clg] ® A(M), then substituting 2 for X € g in f, we obtain
a horizontal form f(Q), € AH; P, while B, € AT; M may be considered
as a vertical form on P x M. If we define (f ® 8)(Q) to be f(©) ® B, then
by linearity we can extend this to define a(Q) for any o € Clg] ® A(M). It
is easy to see that if o is G-invariant, then jp m)((2)(p,m)) depends only
on y € M. Thus, we obtain a differential form on M which corresponds to
h(a(2)), since h(a(2)) is a basic form on P x M whose restriction to the
subspace AHP ® AT M coincides with that of ().

The Chern-Weil homomorphism has the following functorial properties. A
morphism f : N — M of G-manifolds gives rise to a G-invariant map of
fibre bundles fp : N = P xg N - M = P Xg M, and to the commutative
diagram

Ag(M) =24 A(M)

| |

Ag(N) s AN
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Proposition 7.35. Let G be a Lie group, and let M be a compact oriented
manifold with smooth action of G. We obtain the commutative diagram

Ag(M) 22 A(M)

! l

Clgl® —% A(B)

where the left vertical arrow is the integration over M and the right vertical
arrow is the integration over the fibres of M — B.

We will now relate the equivariant curvature with the ordinary curvature.
Let E = Et @ E~ be a G-equivariant superbundle on M, with invariant
superconnection A. Let F¥ = A% € A(M,End(E)) be the curvature of A and
let 4Z be its moment. Consider the associated family of vector bundles

E=PxgE —>M=PxgM.

Then A(M, £) may be identified with the space of basic forms A(Px M, E)pas,
where we consider F as a vector bundle on P x M. The operator

RE = H(I —whi (X))
i=1

is a projection from A(P x M, E) onto A(P X M, E)por. Consider the operator
D¢ =hP . (dp®1+1@A)-hF

on A(Px M, E), where dp ®1+1®A is the pull-back of the superconnection A
on PxM. Clearly D¢ preserves A(M, £) and induces on it a superconnection.

Definition 7.36. The superconnection A® on A(M,€) is the restriction of
the operator D¢ to A(P X M, &)pas-

Let us compute the curvature F€ = (A%)? of the superconnection A¢. The
operator D€ on A(P x M, €) satisfies

Df(as) = (Da)s + (—1)!*h(a) D¥s
for all @ € A(P x M) and s € A(P x M,E), where D = h-dpxs - h. By the
formula D? + h(3_2, QL(X;)) = 0 of Lemma 7.31, we see that the operator

m
(D%)? + 1B 3" ic(X;)
=1
commutes with exterior multiplication by any horizontal differential form, and

hence equals A% - F€. We will now compute F€ as a function of the curvature
FE of A and the moment uF.

Lemma 7.37. (1) D¢ =A% (dp + A — T, Qi(X5))
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(2) The curvature F€ equals FE + " QB (X,), and

=1
(D%)® + nE (i QT(XQ) =hZ. FE.

Proof. The proof of this lemma is almost the same as that of Lemma7.31,
except that the operator d = dp + dpr on A(P x M) is replaced by dp + A
on A(P x M, E). Since A is a superconnection and h(w;) = 0,

D® = h¥-(dp +A)-R®
=hF (dp +A - T, QX))
From this, it follows that
(D8)? = h® (dp + A — T, Qiu(X;))?.
Using the relation
[dp + A, u(X5)] = LB(X:) — pB(X3) + L((X:)p),
we see that
[dp + A, Q(X))] = dQF - o(X3) + QEL(X;) — Q¥ uP(X5).
It follows that
. 2 m . m . m .
(dp+A-F7, Qu(X,))" = FE+) QUuB(Xi) =) dQt - o(X:) =Y QL(X:),
i=1 i=1 =1
and hence that
5 m ) m
(D) + hE. (Z th(xi)) = hE -(FE + Zﬂi,u,E(Xi)),
=1 =1
since h(dQ!) =0. O

Recall that the equivariant superconnection A; is the operator on Clg] ®
A(M, E) defined by

(A40)(X) = A(«(X)) — «(X) (X))

and that the operator Ay(X)? + L£(X) is given by exterior multiplication by
the equivariant curvature Fy(X) = FF + pF(X).

Theorem 7.38. Let G be a Lie group and let P — B be a principal bundle
with structure group G and connection form w. Let M be a manifold with
smooth action of G, and let E — M be a G-equivariant bundle on M with
G-invariant superconnection A.
(1) The map
¢w : Clg) ® A(M,E) — A(P x M, E)por
given by du(a) = hZ(a(Q)) satisfies the formula ¢, - Ay = D% - @,.
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(2) If we also denote by ¢., the map
w : Clg] ® A(M,End(E)) — A(P x M, End(E))xor,

then @,,(Fy) = F&.
(3) Letchgy(A) be the equivariant Chern character of the G-equivariant super-
bundle E — M, with G-invariant superconnection A, and let ch(A%) =

Str (e"(A ) ) be the Chern character form of the associated family of su-
perbundles € — M with superconnection A%. Then the image of ch ( )
by the Chern-Weil homomorphism is the Chern character form of A

., (chy(A)) = ch(A%).

Proof. The proof of (1) follows the proof in Theorem 7.34 that V - ¢, = ¢, - d,
except that the operator d = dp + dar on A(P x M) is replaced by dp + A.
To prove (2), we must show that

=Y QLX) b
i=1

Let f* € g* be the dual basis to the basis X; of g. If f € C[g] and a € A(M),
we have

Bu(L(X)(f ® ) = 6 () Ff ® L(X:)a)

i=1

- h(zm: QF(Q) ®£(Xi)a)

i=1

=h( LX) (@ @),
i=1
since Y i, QL(X;) f(Q) = 0.
Part (3) now follows immediately from (2). O

Let us see what these formulas become in the case of a trivial principal
bundle P = B x G. A connection one-form on P is just a g-valued one-form

on B,

m

w= }: wrX;.

1=1
Let M be a manifold with G action, and F be a G-equivariant vector bundle
over M with invariant connection V and moment uZ € g* ® I'(M, End(E)).

The manifold M = P xg M is the direct product B x M, and the bundle

&€ = PxgFE is the pullback of E by the projection of Bx M onto M. Using the
connection form w, we obtain a connection V€ on £. The following formula
is easily shown.
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Proposition 7.39. Letw-pf =37 wiuP(X;) be the contraction of w with
pE. Then V€ =d+V +w-uF.

7.7. The Bott Class

Let V — M be an oriented Euclidean vector bundle of even rank with spin
structure, let S — M be the corresponding spin superbundle, and Sy — V be
the pull-back of S to V. In this section, we will describe the “Riemann-Roch”
formula of Mathai and Quillen relating the Chern character of a supercon-
nection on Sy and of the Thom class U(V) of the bundle V. This result
is an application of the functorial properties of the equivariant Chern-Weil
differential forms proved in the last section.

Consider the case where M is a point. Let V be an oriented Euclidean
vector space of dimension n = 2¢. Let G = Spin(V), with Lie algebra g =
A%V c C(V), and let 7 : g — 50(V') be the action of g on V defined in (3.4).
Let S be the spinor space of V' and let p be the representation of G in S.
The trivial bundle Syy =V X S is a G-equivariant vector bundle with action
g(xv S) = (g - X, p(g)s)

Let ¢ : C(V) — End(S) be the spin representation of the Clifford algebra
of V', and consider the odd endomorphism ¢(x) € I'(V,End™ (Sv)), where x €
['(V,V x V) is the tautological section of the trivial bundle with fibre V. From
the section ¢(x) = Y, XkCk, We can construct a G-invariant superconnection
A = d +ic(x) on Sy — V with curvature

Fy = ||x|% +ide(x) = [[x]|* + 1) _ dxkcx € A(V,End(S)) 2 A(V,C(V)).
k

The vector bundle Sy — V, with superconnection d + ic(x), is called the
Bott class; by Bott periodicity, it represents an element of the K-theory of
V which generates K (V) as a free module, but we will not discuss this point
of view.

IfX =3, Xijei Ae; is an element of g, the vector field on V' defined by
the action of G on V is

XV = —-ZZX,;j(xiaj - $ja,;).

i<j
If X € g, the moment u(X) = L(X) — Vx of X is equal to ¢(X), hence the
equivariant curvature of the superconnection is the End(S)-valued form on V'

Fy(X) =[x +ide(x) + c(X) = Y _x3 + » _ dxpce + »_ Xrickar.
k k k<l

In this context, the Bianchi identity [A — ¢(X), F4(X)] = 0 becomes
(7.11) (d — L(Xv))FV (X) + 'i[c(x), Fy (X)] =0,
which is also easy to check directly.
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The equivariant Chern character Ay of the trivial bundle Sy — V with
superconnection A = d+ic(x) is the equivariantly closed form on V given by
the formula

Ay (X) = Str(exp(~Fy (X))
— Str(e (Il +ide(+(X))

= Str(e~(IIP~ie(@x)+e(x))).

This differential form decays rapidly at infinity. Such a behaviour would
not have been possible if we had taken instead the Chern character of a
connection. This illustrates one of the applications of superconnections: the
construction of Chern characters which decrease rapidly at infinity on non-
compacts manifolds.

Consider now an oriented Euclidean vector bundle V — M of even rank
n = 2¢ over a compact manifold M, and assume that V has a spin structure.
Thus V is associated to a principal bundle P — M with structure group G =
Spin(V), in other words, V = P xg V. Let w be a connection form on P with
curvature form . The connection w defines a Chern-Weil homomorphism
b : Ac(V) — A(V).

Let S = P xg S be the corresponding spinor bundle over M, and let Sy, =
P x g Sy be a bundle over V defined using the trivial bundle Sy = V xS over
V'; Sy is the pull-back of the bundle S — M to V by the projection V — M.
The bundle map ¢(x) : Sy — Sy defines a bundle map c(x) : Sy — Sy.
Consider the G-invariant superconnection A = d +ic(x) on Sy — V. Asin
the preceding section, the connection w allows us to lift the superconnection A
to a superconnection ASY on Sy — V. (Beware that the base of our principal
bundle P is M, and the fibre of the associated bundle is V', whereas in the
last section, the base was B and the fibre was M.) If we denote by V,, the
connection induced on the pull-back S,y — V by the connection on & — M
with connection form w, then

ASY =V, +ic(x).
If dx € A'(V, V) is the canonical one-form on V, Lemma 7.30 shows that
Pu(dx) =dx+w-x € AH(PxV,V).

Thus the Chern-Weil homomorphism ¢, : Clg] ® A(V) — A(P x V)por is
obtained by substituting € for X € g, and the one-form dx +w-xon P x V
for the one-form dx on V. It follows that

du(Av) = Str(e‘(”xllz—iC(de (@)

The following result follows from the functorial properties of the Chern-Weil
homomorphism.

Proposition 7.40. The closed form ¢,,(Av) € A(V) is the Chern character
form ch(ASV) of the bundle Sy — V with superconnection AS.
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The differential form ¢,,(Ay) has the important property of decaying rapidly
in the fibre directions.

In Section 1.6, we defined the Thom form of an oriented Euclidean vec-
tor bundle ¥V — M. This may be obtained by a construction analogous to
that used above; we will restrict attention to the case of even-dimensional
YV, although a similar construction works in the odd-dimensional case. The
equivariant Thom form Uy of the vector space V may be defined by a formula
analogous to that of Ay, except that we work within the Grassman algebra
of V instead of its Clifford algebra. The analogy between the Clifford alge-
bra and the Grassmann algebra leads us replace the C(V)-valued equivariant
curvature Fy of Sy by the AV-valued form fy on V, given by the formula

fr(X) = |x)|? +idx+ X = Zxﬁ +i2dxkek +2Xklek Aey.
k k k<l

This is the analogue of the differential form which we denoted 2 in Section 1.6.
If e € V, we denote by ta(e) the derivation of A(V,AV) defined by

wla®€) = (-D)l*la @ ir(¢) for a € A¥(V) and € € AV,
and by ¢ (x) the operator

A (x) = zxkbA(ek).
k=1

It is easy to verify that for every X € g,
(d - L(Xv))fv(X) - 2iLA(x)fv(X) =0.

This formula is the analogue of Part (1) of Proposition 1.51.
Let exp(—fv (X)) be the exponential of fy(X) in the algebra A(V,AV).
Since the operators d, t(Xv) and ta(x) are derivations, we see that

(7.12) (d — wa(Xv) — 2iea(x)) exp(— fv (X)) = 0.

The equivariant Thom form Uy on V is defined using the Berezin integral
T : A(V,AV) — A(V) in place of the supertrace Str : A(V,C(V)) — A(V):

Uy(X) = T(exp(—fv (X)) = T (e~ Ixll*+idx+X)y,

More explicitly, Uy (X) is given by a sum over multi-indices I C {1,...,n}
of the form
Uy (X) = e IxI° > Pr(X)dx
|I| even
where P;(X) are homogeneous polynomials of degree (n — |I[)/2 in X, I' is
the complement of I, and Pr/(X) coincides up to a sign with the Pfaffian of

Xp = z X;xe; Aex € A’RY .
{(G,k)EI'xI'|j<k}
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In particular,

-1
Uy (X) = PE(=X)e™ M + 3" 0y + e Xdxy A A dxy,

=1
where a; € A% (V) @ Clg]o—s-

Theorem 7.41. (1) The form Uy is an equivariantly closed form on 'V, and
for all X € g, we have

w—f/ Uy (X) = 1.

1%

(2) Ifi: {0} — V is the injection of the origin into V,
#(Uv (X)) = PE(-X).

Proof. 1t is clear that T'(ta(x)a) = 0 for every a € A(V,AV). Applying the
Berezin integral to exp(—fv (X)), we see from (7.12) that

(d— «Xv))T (exp(~fv(X))) = 0.
The other properties of Uy (X) are obvious. [
Definition 7.42. Define U (V) € A(V) by the formulas
UW) = 284 (Uy) = T(e—(llx||2+i(dx+w‘x)+Q)).

The differential form 2/ (V) is the Thom form of Section 1.6, for the metric
lx]|2/2. We obtain another proof that U(V) is closed, from the properties of
the Chern-Weil map ¢,,. We also see that

(2m)~¢ UW) =1.
v/M
Recall the function jy(X), which we have already met a number of times

in this book: (X))
. _ sinh(r 2
Jv(X)-det(———T(X)/2 )

By definition,

| hQ/2\
B (31/”) = det?/? <___Smﬂ /2/ ) = Ay,

The following proposition is a generalization of Proposition 3.16.

Proposition 7.43. The equivariant differential forms Ay and Uy are re-
lated by the formula

(~20) 4y (X) = 53/ 2(X) Uy (X).
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Proof. Choose an oriented orthonormal basis e; of V' such that
¢
X = Z Ai€2i—1 A es;.
i=1

From this, we see that it suffices to consider the case in which dim(V) = 2
and X = Ae; Aey. Then

~-Fy(X) = —||x||2 —idx;1c1 — idXgcy — Ay
= —||x||% = A(er + A" dxz) (cz — i dxy) — A™dx dxo.
If we let €1 = ¢1 + iA7'dx2 and & = c2 — iA71dx;, then ¢ = ¢2 = —1 and
&1 + €261 =0, so that e~ 2182 = cos \ — &1, sin \. Thus, we see that

in A
e~V (X) = = lixIl? (cos)\ —sinAejep — iir;\——(dxlcl + dxac3)

dx;dxg + ——dx1dxac1C9

sin A — AcosA sin A
N 3 )

Since Str(ejca) = —2i, we obtain

Str(e=Fv(0)) = 24 sin Xe~IXI* (1 — A=1dx;dxs).
On the other hand,

—fr(X) = —||x||? — idx;e; — idxoes — Ne; A ey
and hence

e~ fv(X) = e””""2 (1 —idxie; — idxges — Aej A eg + dxi1dxse; /\62).

It follows that T'(e=fv(X)) = —Xe~IxI* (1 — X\~1dx;dxy).

The matrix 7(X) has eigenvalues +2i, so that j‘l,/ 2(X) = Alsin\. Thus,

it follows that
Str(e”FvX)) = —212%1\—)‘—T(e“f"(x)). O

Thus, we obtain the following result, which is a refinement at the level of
differential forms of the well known “Riemann-Roch” relation between the
Thom classes in K-theory and in cohomology. In cohomology, this formula is
due to Atiyah-Hirzebruch [10].

Theorem 7.44. Let V — M be an even-dimensional oriented Fuclidean
vector bundle with spin structure over a manifold M. The Chern character
ch(ASv) of the Thom bundle Sy — V with superconnection ASV and the
Thom form U(V) are related by the formula

¢ ch(ASV) = A(W)"tU (V).
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Further results on the relationship between equivariant cohomology and
Fourier transforms of orbits may be found in Berline and Vergne [22], Duflo-
Heckman-Vergne [54], Duflo-Vergne [55]. The proof we give of Chevalley’s
Theorem 7.28 is in the last of these references. Theorem 7.29 is due to Ross-
man [97].

Section 7. The results of this section are due to Mathai and Quillen [81], al-
though we have made greater use of the Berezin integral in the exposition
than they did. As explained in Atiyah-Singer [15], it allows one to pass from
the Atiyah-Singer Theorem for the index of an elliptic operator, expressed in
terms of K-theory, to formulas in terms of characteristic classes.

Additional Remarks

Let M be a compact manifold on which a compact group G acts differentiably.
If g € G, denote by G(g) = {h € G | gh = hg} the centralizer of g, by g(g)
its Lie algebra, and by M (g) the fixed point set of g acting on M, considered
as a manifold with differentiable G(g)-action.

In Block-Getzler [37] and Duflo-Vergne [56], a de Rham model Kg(M) for
the G-equivariant K-theory of a G-manifold M is introduced. (In the first
of these articles, the relationship with equivariant cyclic homology is also
described.) An element of Kg(M) is represented by a collection of equi-
variant differential forms {wy(X)}geq, called a bouquet, where wy(X) €
AZ o (M(g)) is a G(g)-equivariant differential form on M(g). Axioms of
invariance and compatibility for bouquets are given in [37] and [56].

By analogy with the case of equivariant differential forms, one can define an
integral for bouquets. If M has a G-invariant spin-structure, Proposition 6.14
induces a family of orientations on the fixed point sets M (g). Let R®(G) =
C*°(G)€ be the ring of smooth functions on G invariant under the adjoint

action of G. The integral [ Ab/f : Kg(M) — R*(G) is defined by the formula

/b w(gexp X) = / (2m)dimN (0))/2 wg (X)Aq(9) (X, M(g)) _

M M(s) det™/?(1 — g¥(0) exp RS (X))
Here, Ag(g) (X, M(g)) is the equivariant A-genus of M(g), and Rgf g) is the
equivariant curvature of the normal bundle N'(g) of the embedding M(g) —
M. The fact that these germs of smooth functions on G glue together to form
an element of R*®(G) is a corollary of the localization theorem 7.13 ([56]}).
There is also a generalization of this formula to spin.-manifolds.




Chapter 8. The Kirillov Formula for the Equivariant
Index

The character of a finite-dimensional irreducible representation of a compact
Lie group G can be described by the Weyl character formula, which is a spe-
cial case of the fixed point formula for the equivariant index of Chapter 6.
However, there is another formula, the universal character formula of Kiril-
lov[72], which presents the character not as a sum over fixed points but as
an integral over a certain orbit of G in its coadjoint representation on g*;
this second formula is in principle much more general than the first, since it
applies to many cases other than that of compact groups.

Let M be a compact oriented even-dimensional Riemannian G-manifold,
where G is a compact Lie group, and let £ be a G-equivariant Clifford module
over M. In this chapter we will give an analogue of Kirillov’s formula which
computes the equivariant index of a Dirac operator on the bundle £ over M
as the integral over M of an equivariantly closed differential form. Let g
be the Lie algebra of G, let A +(X, M), X € g, be the equivariant A-genus
of the tangent bundle of M, and let chg(X,£/8S) be the equivariant relative
Chern character of £ (see (8.2)). If D is a Dirac operator on £ associated to a
G-invariant connection on &, we call the Kirillov formula the formula for the
equivariant index of D, which holds for X € g sufficiently small,

indg(e~X, D) = (2mi)~dim(D)/2 /M Ay(X, M) chy(X,E/S).

In Section 1, we will prove this formula by combining the fixed point formula
for the index with the localization formula of the last chapter. We discuss
the special case in which D is an invariant Dirac operator on a homogeneous
space of a compact Lie group in Section 2.

In Section3, we introduce Bismut’s “quantized equivariant differential”,
namely, we replace the Dirac operator D by the operator D + %;c(X M), Where
X is the vector field on M corresponding to the Lie algebra element X € g.
Following Bismut, we rewrite the general Kirillov formula as a local index
theorem for this operator; the proof of this theorem follows closely the proof
of the local index theorem of Chapter 4.
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8.1. The Kirillov Formula,

In Chapter6, we proved for the equivariant index of the Dirac operator
indg(7, D) the fixed point formula (where n = dim(M))

(8.1)
)dimN)/ A
indg(, D) = /WMTM( 2(17) cho(1,£/5) )|dxoi,

(2mi)n/2 det*%(1 — 4N exp(—RN))

which expresses the equivariant index as an integral over the fixed point set
M7 of v in M. In this section, we will rewrite this for v near the identity in
G, in terms of the equivariant cohomology of M; we call the resulting formula
the Kirillov formula, by analogy with Kirillov’s formulas for characters of
Lie groups.

Let M be a compact oriented Riemannian manifold of even dimension n,
and let G be a Lie group, with Lie algebra g, acting on M by positively
oriented isometries. Let R be the Riemannian curvature of M, and let

uM e (g* ® T(M,50(M)))¢ C A% (M, 50(M))

be the Riemannian moment of X defined in (7.3), that is, the skew-endo-
morphism of TM given by

pM(X)Y = —Vy X.

Let Ry = uM + R € A% (M, s0(M)) be the equivariant Riemannian curvature
of M. Let X — Ay(X, M) be the equivariant A-genus of the tangent bundle

of M,
~ _ 1 RS(X)/2
Ag(X, M) = det'/? (Wﬁz‘))

Let £ be a G-equivariant Clifford module over M with G-invariant Her-
mitian metric, and invariant Clifford connection V€. Let £¢(X) be the Lie
derivative of the action of X € g on I'(M, £), and let

uE(X) = L5(X) — V& € T(M,End(€))
be the moment of X with respect to the connection V¢; thus, uf is an element
of (g* ® T'(M,End(£)))¢ C AL(M,End(£)).
Recall from (3.7) the canonical map
7: A2T*M — so(M);
if a € A?2(M) and ¢ € A'(M), then as operators on &,

[¢(a), e(€)] = e(7(a)€)-
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If uM is the Riemannian moment of M, then ¢(7~!(u™)) is the element of
A% (M,End(£)) given by the formula

o(r Tt (wM(X))) = § > (WM (X)es e5)cle’) el€)
i<j

where €?, (1 <4 < n), is an orthonormal frame of T*M. Thus

[e(r™H (M (X)), e(@)] = (W™ M (X))

for all o € AY(M), where uT M is the moment of the bundle T*M, equal to
minus the adjoint of u™

Define the twisting moment u€/5(X) for the action of X on £ by the
formula

uE/3(X) = pf(X) = o(r 7 (WM (X))

Lemma 8.1. The twisting moment uf/5 commutes with c(a) for all o €
AL(M), and hence lies in (g* ®T'(M, Endc ) (£)))¢ € A% (M, Endc(an (€)).

Proof. Since pf(X) = LE(X) — V4 and pTM(X) = LTM(X) - VM, we
see, since V¢ is a G-invariant Clifford connection, that

k8 (X), e(@)] = «(LTM (X)) ~ (VX Ma)

We now define the equivariant twisting curvature of £ to be
Fy/5(X) = pf/5(X) + F&/S € A%(M,Endcq (€)).

Note that if M has an equivariant spin-structure with spinor bundle S, so that
£ is isomorphic to the equivariant twisted spinor bundle W ® S, then we may
identify F3/® € Ag(M,Endcq(€)) with F)¥ € Ag(M,End(W)) under the
1somorphlsm of bundles Endc(ar)(€) = End(W). Define the equivariant
relative Chern character form of £ to be

(8.2) chyg(X,E/S) = Stre,s(exp(—FE/5(X))).
In this chapter, we will study the following reformulation of the equivariant
index theorem near the identity in G. We will explain in the next section why

we call this the Kirillov formula.

Theorem 8.2 (Kirillov formula). For X € g sufficiently close to zero,

indg(e~%,D) = (2mi)~™/? / Ag(X,M)chy(X,E/S).
M
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Let us first comment on some differences between the fixed point formula
(8.1) and the Kirillov formula for indg(7, D). In the first formula, it is not a
priori clear, and in fact quite remarkable that the right-hand side of the fixed
point formula depends analytically on <y near y = 1, and in particular that it
has a limit when v — 1 equal to

ind(D) = (2ri)="/2 /M A(M) ch(£/S).

In contrast the analytic behaviour of indg(e~*, D) near X = 0 is exhibited in
the Kirillov formula. However, the fact that this analytic function of X is the
restriction to a neighbourhood of zero of an analytic function of =% is not
apparent. This fact is an analogue of the integrality property of the A-genus
of a spin manifold.

The Kirillov formula can be deduced from the localization formula, since
the integrals over M of an equivariantly closed form (X)) localize on the set
of zeroes of X .

‘We now start the proof of Theorem 8.2. Choose X € g sufficiently close
to zero that the zero set of X, coincides with the fixed point set My of
v = exp(—X). By Proposition 7.12, the bundle N is orientable, and hence so
is Mp. Fix compatible orientations on My and its normal bundle V. Let Tx
be the Berezin integral

Ty : T(Mp, AN™) — C°(My).
Since ’)’g € F(Mo,C(N*) ® Endc(M)(g)) = F(Mo,AN* ® Endc(M)(g)), we
see that

TN(’)’g) € F(Mo,Endc(M)(g)).
The fixed point formula for the equivariant index states that

-

; .\ i A(Mp) chg(y,£E/9)
indg(y,D) = (27 "/2/ o) dimN) /2 D ’
¢ (v, D) = (2m) Mo( ) det1/2(1 -—'yNexp(—RN))

where RV is the curvature of the normal bundle N' — My, 'y"/ is the induced
action of v on NV, and chg(v,£/S) is the differential form on M given by the
formula

2dim(N)/2

cho(7,£/8) = - Stre;s(Tw(1F) - exp(—F¢ /%))

et!/?(1 — V)
By the localization theorem, we have

dim(N)/2 (Ag(X, M) chy(X,€/S)) Mo
dety(-RY (X))

/ Ay(X, M) chy (X, £/S) = / (27)
M Mo

Thus, we need only prove that, for ¥ = e~* with X sufficiently small,
A(My) chg(1,€/S)  _ (Ag(X, M) chy(X,E/9))Imo
det'/?(1 — ¥V exp(—RV)) dety/* (—R) (X))
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Observe that the differential forms det%2(—R’gv (X)) and chg(v,£/S) both

depend on the orientation of A/.. We will choose an orientation such that
det%Z(CN (X)) > 0. Under the splitting

TM|m, =TMy® N,

the Riemannian curvature restricted to My splits as R = Ry @ RN , Where
R, is the Riemannian curvature of My. The Riemannian moment p™ (X) of
X restricted to My is the infinitesimal action of X on T'M, and equals the
moment pV (X). Thus,

Ry 0 )
R (X =( .
s X)={0 Ry
It follows that

Ag(X, M) = det!/? (_}M)

sinh(Ry4(X)/2) v
nf Rl 2(__Bs (X)/2
= det!/? (W) det ﬂ(siTh(gRgT(X—)/T))'

The exponential of R{;‘r (X) equals (vV) Yexp(RV) where v = e~X, since
p’ (X) may be identified with the action of the vector field X on the bundle NV,
and gV (X) and RV commute. Since Rﬁf € Ag(Mp,s0(N)) is antisymmetric
and N is even-dimensional, we see that

det /2 (Sinh(Rg[(X)/2)) = 28m(V)/2 det_1/2(1 — 7V exp(-R")),

and hence A A
AB (X) M) — A(MO)
detl/2(RV(X))  det?(1 — vV exp(—RV))
It remains to show that

chg(X, £/8)|u, = (1) 2 chg(e=X  £/8),

Consider the decomposition
pE(X) = o(r~ (M (X)) + w5 (X),

where 7-1(uM (X)) € A2N*. Since the two terms on the right-hand side
commute, we see on taking the exponential of both sides that

7F = exp(—c(r ™} (uM(X)))) - exp(—u®/5(X))

Let us write a for exp(c(r~1(1M(X)))) € C(N*). With our choice of orien-
tation of N, Tar(a) > 0, and

TN(CL) = 2—dim(N')/2 det1/2(1 _ 7N)’



8.2. The Weyl and Kirillov Character Formulas 251

so that
| gdm)2 . ¢/s
chg(1,E/S) = mStre/s(TN(’Y )exp(—Fy'7))
= (—1)4mM/2 Stre s (exp(—u/5(X)) exp(~Fg'®))
= chy(X, £/S).

This completes the proof of Theorem 8.2.

8.2. The Weyl and Kirillov Character Formulas

Let G be a connected compact Lie group with maximal torus T'. The irre-
ducible finite dimensional representations of G were classified by E. Cartan,
and their characters were calculated by H. Weyl. In the notation of Sec-
tion 7.5, let Ly be the lattice {X € t | eX =1}, so that T = t/Lr, and denote
by L% the dual lattice

Ly ={let | I(X) € 2nZ for every X € L7} C t*.

Choose a system P C A of positive roots. The subset X¢ = ipp + L7 of t* is
independent of the choice of P and W-invariant. In the notation of Section 7.5,
we write Weyl’s character formula as follows.

Theorem 8.3 (Weyl). If ) is a regular element of Xg, there exists a unique
finite-dimensional irreducible representation T\ of G, such that for X € t,

X Z ewe(w)ei(wx,x)
) = [ e
X

Let us now describe Kirillov’s formula for the character of the representa-
tion T. As usual, for X € g, let

Jo(X) = det (——Sinia;;;/ 2)) .

We can define an analytic square root of j5(X) on the whole of g. Indeed, if
X €t

Jg(X) = H

a€A

e(a’)()/2 — e—'(aix)/2 _ ( e(aix)/z —_ e_<aax>/2)2
(o, X) P23 (@, X)

Thus, by Chevalley’s Theorem 7.28, there exists a unique analytic G-invariant
function j;/ > on g, which on t is equal to

B?x) =]

a€EP

e(a,X)/2 _ e—(a,X)/2
(a, X)
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Theorem 8.4 (Kirillov). Let A be a regular element of X¢ and let M) be
the symplectic manifold G - X with its canonical symplectic structure Q. For
X € g, we have

GY2(X) TH(T () = / 709 gm ()

My

where dm is the Liouville measure of M.

Proof. Both sides of the equation are G-invariant functions on g. Thus it
is sufficient to check this equality when X € t. The equality then follows
immediately from Corollary 7.25. O

In this section, we will explain how these formulas are special cases of two
forms of the equivariant index theorem, respectively the fixed point formula
Theorem 6.16 and the Kirillov formula Theorem8.2. To do this, we must
find an equivariant Dirac operator whose equivariant index is the character
of T. As underlying space, we take the flag manifold G/T. Consider G/T
as a Riemannian manifold, with the metric induced by the restriction of the
opposite of the Killing form to t = T,(G/T). Choosing a system P C A of
positive roots, let

Xa=Xoo  , _XatiX.a
[EA T [E=A

€q =

Choose the orientation on G/T such that [],cp €a A fo is the orientation of
t = To(G/T). The manifold G/T is an even-dimensional oriented Riemannian
manifold with spin-structure.

Lemma 8.5. Let Ag (X,G/T) be the equivariant A-genus of the Riemannian

manifold G/T. Then Ay(X,G/T) and jg 1 2(X) represent the same class in
the equivariant de Rham cohomology H3(G/T).

Proof. Consider the direct sum decomposition g = t @ of g. From this, we
obtain a directvsum decomposition of the bundle G x7 g,

G xr g= (G xrt) ®T(G/T).

Since T acts trivially on t, the bundle G x 1t is isomorphic to the trivial bundle
G/T x t. The trivial connection on this bundle has vanishing equivariant
curvature, so the equivariant A-genus equals 1. Thus, the bundle G X1 g,-with
connection the direct sum of the trivial connection on G/T x t and the Levi-
Civita connection on T(G/T), has equivariant A-genus equal to A4(X,G/T).

However, since g is a G-module, the bundle G x7 g may be trivialized to
G/T x g by the map

[(9,X)] € GxTg— ([9],adg- X) € G/T x g.
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The trivial connection on G/T x g has equ1var1ant curvature Fy(X) =ad X,
so that for the trivial connection,

Ag(X,G xr g) = j73(X).

Since the equivariant cohomology class of the equivariant A-genus is indepen-
dent of the connection used in its definition, we obtain the lemma. [J

Of course, A (X G/T) and ]—1/ 2 (X) are not in general equal as differential
forms, since ]g (X ) is a function whereas the differential form A(G/T) =
flg (0,G/T) has non-vanishing higher degree terms in general.

If A € L}, there exists a unique character of T" with differential i\ on t.
Denote this character by e** and by £ the homogeneous line bundle Gx7Cy,
where C), is the one-dimensional vector space C with the representation e
of T'. Let us denote by ,u’\(X ) the restriction to M) of the linear function
f— (f,X). If \is regular, the map g — g- \ is an isomorphism of G/T with
My = G-\ Thus, L) is a line bundle over M.

Proposition 8.6 (Kostant). The homogeneous line bundle Ly has a G-
invariant canonical Hermitian connection. The equivariant curvature of L
is the equivariantly closed form i(u (X) + Qy).

Proof. For X € g, define an operator Vx on sections of £y by the equation
L(X) =Vx +ip*(X).

Since the vector fields X s, span the tangent bundle of M), it is only necessary
to verify the following condition in order for Vx to be a connection: if X s,
vanishes at a point f € M), in other words, if X € g(f), and if ¢ is a section
of Ly, then Vx¢(f) =0. But if X € g(f),

(LM X))(f) = i(f, X)(f) = in*(X)(f) ¢(f)

by definition of the homogeneous vector bundle £). Thus V is a connection
with moment map iu*(X), from which it follows that its equivariant curvature
equals i(u*(X) + Qy). O

If G is simply connected, the element ipp € L7, so that if Xg = L.
Consider the G-invariant twisted Dirac operator D) associated to the twist-
ing bundle Ly:

D)‘ : F(G/T,S ®[»)\) — I‘(G/T,S ®L)\).
Its equivariant index
indG (g; D)‘) = Trker(D';) (g) - rrrker(D;)(g)

is the character of a virtual representation of G. Denote by e(P,Py) = %1
the quotient of the two orientations on t determined by P and Pj. The
following theorem identifies the Weyl and Kirillov character formulas with
the equivariant index theorem for the Dirac operator D .
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Theorem 8.7. The fized point formula for the equivariant index of Dy is
given for X € t by the formula

ZwEW s(w)ei(wk’x)
T cp(el@X2 — e=(@X)/2)"

indg(e*,D,) =

Thus, the index indg(g, D)) equals the character of the representation Ty up
to a sign.

The Kirillov formula Theorem8.2 for the equivariant index of Dy at X € g
small is

indg(eX,Dy) = &(P, Py) / 33 2 (X)e¥ X dm(f),
A
where dm is the Liouville measure of M.

Proof. Let us start with the fixed point formula. The action of T on the flag
manifold leaves stable the points

(wT | w € W(G,T) = N(G,T)/T} C G/T,

and for generic t € T, the action of ¢t on G/T has a finite number of fixed
points indexed by the Weyl group W. Thus it is easy to write the fixed point
formula for the character of the virtual representation ind Dy: it equals

eiwA (t)
| det!/2(1 — wtw1)|’

> (=)Fle(w,t, P)

where the sign e(w, t, P) is the quotient of the orientations of t determined
respectively by P and by the element p(wtw™!) in the Clifford algebra C(r)
of the Euclidean space t. We have, for t = eX, X € t,

P(ex) = exP(% Z(Xeoza fa)eafoz)

a€EP

= exp(—i Z(a,X/2>ecxfa)
aEP
= H (cosh{a, X/2) — isinh{a, X/2)eq fo)-
a€EP

It follows that

e(w, P,eX) = (—1)IPle(w) H sgn(isinh(a, X/2)).
a€P
Since
det.(1 — eX) = [ (2isinh(a, X/2))?,
a€EP
the fixed point formula follows.
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Since the Clifford module S® L) that we are considering is a twisted spinor
bundle, the Kirillov formula may be rewritten as

ind(Dy) (%) = (2ni)~ $im(G/D)/2 /G o As(X 6T (X, 1),

By Lemma 8.6, the equivariant Chern character of £y equals
chg(X, £y) = e"iHX) =i

The integral on G/T of an equivariantly closed differential form depends only
on its equivariant cohomology class. By Lemma 8.5, we can choose as a repre-
sentative for A4(X,G/T) the function j; 1/2 (X). It only remains to compute
the highest degree term of chy (X, £), which is (—2m3)3m(G/T)/2¢=i£X) g,
The replacement of X by —X and a careful comparison of orientations proves
the second formula. O

Bott has given another realization of the representation T), as the &-
cohomology space of a line bundle on the flag manifold G/T. Define t+ =
Y acp(8C)a- Then tt is a subalgebra of gc and t has a complex structure
J such that t+ = {X € r¢c | JX = iX}. There exists a unique G-invariant
complex structure on G/T such that T}°(G/T) = t*+. Furthermore, for any
W € L%, the line bundle £, = G x7 C, has a structure of an holomorphic
line bundle over G/T. It is easy to write down the fixed point formula for
the character of the virtual representation Y (—1)!H%(G/T,L,) on the 0-
cohomology spaces of the line bundle £,,.

Theorem 8.8. If u € L}, then for X € ¢,

ZwEW 6(w)e(w(iﬂ-+PP)’X)

Xy _
Z(—l)” Trgor(q/T,c,)(€7) = [Loop(e@XZ — = @X072)"

This theorem shows that the virtual representation Y (—1)PH%?(G/T, L)
is zero if A = u — ipp is not a regular element of t*. If A is regular, let w)
be the element of W such that w(Py) = P. Then the virtual representation
S (-1)PHY?P(G/T, L,,) is the representation €(wx)Tx. In fact a more refined
result, the Borel-Weil-Bott theorem, is true:

Ty, |wia|=n,
H®?P(G/T,L,) = {0,\ if il\ulb\l #p

where |w| is the length of the Weyl group element w € W(G,T).
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8.3. The Heat Kernel Proof of the Kirillov Formula

Let M be a compact oriented Riemannian manifold of even dimension n, and
let G be a compact Lie group with Lie algebra g acting on M by orientation-
preserving isometries. Let £ be a G-equivariant Clifford module over M with
G-equivariant Hermitian structure and G-invariant Clifford connection VE.

Definition 8.9. The Bismut Laplacian is the second-order differential op-
erator on I'(M, £) given by the formula

H(X) = (D + Le(X)) + £(X),

where we write ¢(X) for the Clifford action of the dual of the vector field X
on €.

The operator H(X) is a generalized Laplacian depending polynomially on
X € g. Tt may be thought of as a quantum analogue of the equivariant
Riemannian curvature

Ry(X) = (V = (X))? + L(X).

The restriction k;(z, z, X) |dz| of the heat kernel of the semigroup e~*#(X)
to the diagonal is a section of the bundle End(£) = C(M)®Endc(a)(£) ®|A|.
The asymptotic expansion of k:(z,z, X) as a function of ¢ for ¢ small has the
form

o0
k(z,z, X) ~ (4mt)~™/2 Ztiki(m, X),

=0
where k;(z, X) depends polynomially on X (as we will show later). Denoting
by C[g] the algebra of formal power series on g, we may identify k; with
a section of the equivariant Clifford algebra Cg] ® C(M) ® End¢(ar)(€).
The associated graded algebra of this filtered algebra is Clg] ® AT*M ®
Endc( M) (5)

If V is a Euclidean vector space with Clifford algebra C(V*), consider the

algebra C[g] ® C(V*) with filtration

Fi(Clgl® C(V*) = > Clgle ® Ci_ak(V*),
k<i/2

where Clg]x is the space of homogeneous polynomials on g of degree k. This
filtration is analogous to the grading of the equivariant cohomology complex,
and will be called the equivariant Clifford filtration. The associated graded
algebra is isomorphic to C[g] ® AV*, with equivariant grading

deg(P ® a) = 2deg(P) + deg(a) for P € C[g] and a € AV*.

The next theorem is the generalization of Theorem 4.1 to the equivariant con-
text. It generalizes Bismut’s infinitesimal Lefschetz formula [31].
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Theorem 8.10. Let ky(z,z,X) = (z | e tHX) | z) be the restriction of the

heat kernel of the semigroup e *H (X) to the diagonal. Consider the asymp-
totic ezpansion

o0
ky(z,z, X) ~ (4rt)~"/? Ztiki(m, X).
(1) The equivariant Clifford degree of k; is less or equal than 2i.
(2) Let a(k) = 3 g0 0124 (ki) € Clg] ® A(M,Endcar)(€)). Then

o (R)(X) = der? (U ) x-S/ 00).

Before proving this theorem, let us show how it implies the Kirillov formula
for the equivariant index. Recall that the heat equation computation of the
index is based on the McKean-Singer formula Proposition 6.3: for every ¢ > 0,

indg(v,D) = Str('ye"toz).
For u € C, we consider the operator
Dy = D + uc(X).

Since the operators D and ¢(X) commute with the action of e!X on I'(M, ),
so does Dy,.

Proposition 8.11. For allt > 0 and all u € C, we have
indg(exp X,D) = Str(exe—‘oi).
Proof. The result is true for u = 0; we will show that the supertrace on the

right-hand side does not depend on u. By Proposition 2.50, and the fact eX

2
and the heat operator e~*P« commute, we have

2
% Str(eXe~tP+) = ¢ Str (%e“oi ex) :

Since eX commutes with ¢(X) and D, we obtain

d X _—tD2y _ dD? x _ip?
duStr(e e )= tStr(du e*Xe

= —t Str((Due(X) + c(X)D,)eX e %)
= —tStr([Du, c(X) e* e'toﬁ]).
This vanishes by Lemma 3.49 O

Let us now set u = %. It follows from this proposition that for every ¢ > 0,

indG(e_tX, D) = Str(e_t‘c(x)e“t(D+C(X)/4)2) = Str(e"tH(X)).
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Thus we obtain the formula

indg(e~t%, D) = /M Str(ks(z, , X)) |de].

Consider the asymptotic expansion in ¢ of both sides of this formula. We
have

Str(k¢(z,z, X)) ~ (4t)~™/? itj Str(k;(z, X)).
j=0

It follows from the first assertion of Theorem 8.10 that if j < n/2, the total
degree of k; is strictly less than n. In particular, its exterior degree is strictly
less than the top degree and the supertrace of k; vanishes. Thus there is no
singular part in the asymptotic development of Str(k:(z,z, X)). Using the
formula Str(a) = (—24)"/2 Strg/s(a)n), we obtain

00
indg(e”tx, D) ~ (27”:)—11/2 Z t /M Strg/s (kn/2+j (.’L‘, X)[n]) Id.’L‘I
o

The first assertion of Theorem 8.10 also implies that ky,/24;(X,))[n) is a
polynomial in X of degree less or equal to j. The asymptotic expansion of
the left-hand side indg(e“x , D) of the above equation is a convergent series:

indg(e™**,D) =) %)—] (Tryero+) (L(X)?) — Tryerp-)(£(X))) -
=0

Comparing the coefficient of ¢/ in these two power series in ¢, we see that
only the component of (ks 2+ (X, z)) lying in C[g]; ® AT*; M contributes
to the equivariant index. Using the explicit formula of the theorem for o (k),
we obtain

indg(e~%, D) = (2mi)~"/? / Ay(X,M) chy(X,E/S).
M

which is the Kirillov formula.

Let us now prove Theorem 8.10. Following a plan which should be familiar
by now, we start by proving a generalization of Lichnerowicz’s formula. Let
6x € A'(M) be the one-form associated to X,

0x () = (X,€) € A1(M).

Let V&% be the Clifford connection V¢ — :119x on the bundle &; since 0x
is scalar-valued, it is clear that V& is again a Clifford connection. Let us
show how Bismut’s Laplacian H(X) can be written as a generalized Laplacian
associated to the connection VX on £. Let Ax be the Laplacian on &
associated to V&X.
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Proposition 8.12. If F€/5 and uf/5(X) are, respectively, the twisting cur-
vature and the twisting moment of X for the connection V¢ and rys is the
scalar curvature of M, then

H(X) =Ax + rm + c(FE/5) + pf/5(X).

Proof. Recall from Lemma 7.15 that (u™(X)Y, Z) = —3d0x (Y, Z) for Y, Z €
['(M,TM). Since 6x is a scalar-valued one-form, the twisting curvature
FE/5X of the connection V&X is equal to F€/5 — $d0x. Let Dx = D+1c(X);
since Dx is the Dirac operator associated to the connection V& ~X  Lich-
nerowicz’s formula shows that

D% = A_x + iry + c(FE/5=X)
= A_x + ira + c(FE/5) + L c(dbx).
By this formula and Proposition 3.45, we see that

A_x — Ax =D% — D%y — 1 c(dbx)
= 3[D,c(6x)] — 3 c(dbx)
=-V% +1d*0x.

But d*6x = Tr(uM (X)) € C*®(M) vanishes, since uM is antisymmetric; this
implies that

Ax — A_x = V%.
Since L£(X) = V% + pé(X), we see that
H(X)=D% + £¢(X)
=A_x +3ra +c(FE/5) + V& + u(X) + 3 c(dfx).

Since Ax = A_x + V% and ué/5(X) = pé(X) + 1 c(dfx) (by definition of
the twisting moment), the result is proved. O

We could model the proof of Theorem 8.10 on the proofs of the simple index
theorem of either Chapter4 or Chapter 5. We will follow the former. Thus,
as in Section4.3, let V =T, M, E =&;, and U = {x € V| ||x| < €}, where
¢ is smaller than the injectivity radius of the manifold M at zo. We identify
U by means of the exponential map x — exp,, x with a neighbourhood of xo
in M.

For z = exp,,, X, the fibre £; and E are identified by the parallel transport
map 7(Zo,z) : & — FE along the geodesic z, = exp,, sx. Thus the space
T'(U, E) of sections of £ over U may be identified with the space C*(U, E).

Choose an orthonormal basis 8; of V = T, M, with dual basis dx® of
T*,, M, and let ¢! = c(dx*) € End(E). Let e; be the local orthonormal frame
obtained by parallel transport along geodesics from the orthonormal basis 9;
of Ty, M, and let €t be the dual frame of T* M.
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Let S be the spinor space of V* and let W = Homg(y+)(S, E) be the
auxiliary vector space such that E = S ® W, so that End(E) & End(S) ®
End(W) = C(V*) ® End(W), and Endg(v+)(E) = End(W).

We must study the operator H(X) in the above coordinate system, but with
respect to the frame of the bundle £ obtained by parallel transport along
geodesics emerging from zo with respect to the connection V&-X. Define
a:U x g — C* by the formula

ax(x) =7 /0 (o(R)6x)(tx) £k,

so that Rax = —%L(R)Gx. Let p(X,x) = e®x(X). Then p(X,x) is the
parallel transport map on the trivial line bundle over M with respect to the
connection d — %0 x, along the geodesic leading from z and z,.

Lemma 8.13. The conjugate
P(X, %) (V5 ) p(X, %)~

of the covariant derivative Vg;x = V§, — 16x(8;) is given on elements of
C>®(U, E) by the formula

Bty 3 Riguxicid =37 3ulf (X0 + 3 fign() ek +g:(x) + (hilx), X).

k<l J i<k

Here, Rij1 = (R(Ok, 01)2005,0:)z, and ﬂff(X) = (NM(X)moaiaaj)zo are
the Riemannian curvature and moment at o, and f;;x(x) € C®(U), gi(x) €
C*®(U,Endg(v-)(E)) and hi(x) € C®(U) ® g* are error terms which satisfy

Fijn(x) = O(|x]), gi(x) = O(|x]), and hi(x) = O(|x[?).
Proof. Let us write
p(X,x)(d - 30x)p(X,x)! = d + wx,

where .

wx = —(dax + §6x) = Y wi(X,x) dx’

i
satisfies wx(R) = 0 and depends linearly on X € g. As a special case of
(1.12), we have
L(R)w = du(R)w + ((R)dw = —F1(R)dbx.

The one-form —-%L(’R)d& x is dual to % pM(X)R. Taking the Taylor expansion
of both sides of this formula, we see that

wilX,%) = § 3 (WM (X)8y, 80)eo! + (X, hi(x)),

where h;(x) = O(|x|?). Since p(X,x) (Vgix)p(X, x)~! = V5, +w;, the lemma
follows from Lemma4.14. [
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Let (z | e tH (X) | zo) be the heat kernel of the operator H(X); by The-
orem2.48, (z | e *#{X) | 1) depends smoothly on X € g. We transfer this
kernel to the neighbourhood U of 0 € V, thinking of it as taking values in
End(E), by writing

k(t,x, X) = p(X,x)7(z0,2)(z | eHX) | z0),

where z = exp,, X. Since we may identify End(E) = C(V*) ® End(W) with
AV*QEnd(W) by means of the full symbol map o, k(t,x, X) is identified with
a AV*®End(W)-valued function on U x g. Consider the space AV*®@End(W)
as a C(V*) @ End (W) module, where the action of C(V*) on AV* is the usual
one c¢(a) = g(a) — ¢(c). The following lemma shows that k(t,x, X) may be
characterized as a solution to a heat equation on the open manifold U; the
proof is analogous to that of Lemma4.15.

Lemma 8.14. Let L(X) be the differential operator on U, with coefficients
in C(V*) ® End(W), defined by the formula

PX,x) T LOP(X,x) = = D _((VE, = §0x(e:))” = V&, ., + §6x(Veier))

+irm+ Y FE5(ei,e5)cid + pf/S(X).
i<j
The function k(t,x, X) € C® (R4 x U,AV* @ End(W)) satisfies the differen-
tial equation
(8 + L(X))k(t,x,X) = 0.

Using the explicit recurrence formula of Theorem 2.26 and the fact that the
coefficients of L(X) are polynomial in X, we see that the coefficients of the
asymptotic expansion of k(t,x,X) are polynomial in X.

To prove the Kirillov formula, we will rescale the kernel in a way similar to
that used in Section 4.3, except that we will perform an additional rescaling
on the Lie algebra variable X € g. If @ € C®(Ry x U x g, AV* @ End(W)),
let 6,0, (0 < u < 1), equal

n
(6u0)(t,x,X) = Z w20 (ut, u?x, u1X) (i)

=0
Define the rescaled heat kernel r(u,t,x, X) by
r(u, t,x, X) = u™?(6,k)(t, %, X).

We define an operator L(u,X) by the formula u8,L(X)é;!; it is clear that
r(u,t,x,X) satisfies the heat equation

(8y + L(u, X))r(u,t,x,X) = 0.

Using Lemma8.13, we can give an asymptotic expansion for L(u, X). We
will show that
L(u, X) = K(X) + O(u!/?),
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where K(X) is a harmonic oscillator similar to that which entered in Sec-
tion4.3.

In order to state the formula for K (X), recall the matrix R with nilpotent
entries equal to R;; = (Rz,0;:,0;) € A2V* where R,, is the Riemannian
curvature of M at xo, and the element F of A2V* ® End(W) obtained by
evaluating the twisting curvature FE/5 at the point xo. Let u™(X) € End(V)
be the evaluation of the moment of the manifold M at the point zo and Lie
algebra element X € g, and let ué/8(X) € End(W) be the evaluation of
the relative moment of the Clifford module £ at zo and Lie algebra element
X €g.

Proposition 8.15. The family of differential operators
L(u, X) = u, L(X)6;*

acting on C°(U x g,AV* ® End(W)) has a limit K(X) when u tends to 0,
given by the formula

K(X) = =3 (8= 3 2 (Reg + ulf CO)%)” + F 4+ 45/5(X).

Proof. Using the fact that u!/26,c'6;1 = £(e?) — us(e?), we see that the diff-
erential operator

VEX = w2, (p(X, ) VEX (X, %)) 67 = Ax(u) + As(u),

where
Ai(u) =0; + 7 Z R,szx’(e — ik e —uz, 24;1,3
Jik<l
Az (u) =y~ /2 zfijk(ul/zx)(ej —ud)(eF — w®)
i<k

+ ul?g;(ut?x) + w2 (h;(u'/?x), X).

The functions f;;x(x), gi(x) and h;(x) vanish to sufficiently high order in x
that lim,_, A2(u) = 0. Thus, we see that Vg;x’" has a limit as u — 0, equal

to
3+4ZR4k;x’ss—1Zu

Jik<l
Since Ri; = 3, Rjirie"e!, the above limit is seen to equal

8 — 1> (Rij + puf (X))¥
7

Let ci(u) = u/26,c'6;! = &* — w’. The operator L(u, X) equals the sum
of

—Z (V)2 4+ D FE/5 (es, 05) (w2x)c (w) (u) + (455 (X)) (u*/2x)

i<j
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and
ul/? Z vEXe | Lurar(ut/?x).

e; €i
i

Clearly, these last two terms vanish in the limit 4 — 0. The first term has

the limit \
=2 (8 = 1D (R + X)),
i J
while the second and third terms converge to
> F(85,05)e%e + /S (X) |xmo = F + 4/5(X),
i<j
since the vector fields e; coincide with 8; when x =0. [J
The operator L(0,X) = K(X) is a generalized harmonic oscillator, in
the sense of Definition 4.10, associated to the n x n antisymmetric curvature
matrix R;; + ufj’-f (X) and the N x N-matrix F+pf/5(X) (where N = dim W),

with coefficients in the commutative algebra ATV*. It follows that there is a
unique solution of the heat equation

(G + K(X))r(t,x,X) =0
such that lim,_,,7(t,x, X) = §(x), given by the formula

M 1/2
(4mt) /2 det(shf}(j(; ’i #SMX()}/; /2> exp(—t(F + p*/5(X)))

1/ 1t(R+pM(X)) t(R + uM(X))
exp( g5 (x| g cot (S x)).
If J is an integer, let C[g](s) be the quotient of the algebra of polynomials
on the vector space g by the ideal of polynomials of order J+1. If a € C[g](,),
it has a unique polynomial representative of the form a(X) = EI al<J X%
we define the norm of a to be sup,, |aq|-
We can think of r(u,t,x,X) as defining an element

rs(u,t,%,X) € C®(Ry x U, AV* ® End(W)) ® Clg] )

by taking the Taylor series expansion of r(u,t,x,X) at X = 0 up to order J,
in other words,

1
rr(u,t,x, X) = Z a(a_?‘cr(u, t, x,X))X=0X°‘.
la|<J
Lemma 8.16. There exist polynomials «y; j(t,x) on R x V, with values in
AV* ® End(W) ® C[g](sy, such that for every integer N, the function

2N
Y (u,t,%x, X) = ¢s(x) Z u¥ 2y, 5 (t, %, X)

i=—n—2J
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approzimates 7 y(u,t,x,X) in the following sense:

Hafag(”‘J(u,t,X,X) - ,'_'.I]V(u’ i, X, X) < C(J) N:j, a)qu

)HAV*®End(W)®C[s]u) -
for0 < u <1 and (t,x) lying in a compact subset of (0,1) x U. Furthermore,
¥:,7(0,0) = 0 if i # 0, while o,7(0,0) = 1.

Proof. By Theorem 2.48, there exist AV* ® End(W)-valued smooth functions
1; on U x g such that

< C( N)tN ~n/2
AV*QEnd(W)

“k(t,x,X) - q¢(x) it"da(x, X)H
=0

for t € (0,1), x € U, and X in a bounded neighbourhood of 0 € g. Fur-
thermore, we can differentiate this asymptotic expansion with respect to the
parameter X. It follows that there exist AV* ® End(W) ® Clg](s)-valued
smooth functions v; ; on U such that

N
“kJ(t’ %, X) ~ () Ztlwi’J(x’X)HAV‘@End(W)@C[B](J) < O, DEv=n/2
=0

fort € (0,1) and x € U, where k;(t,x, X) is the Taylor expansion of k(¢, x, X)
around X = 0 to order J. As in the proof of Proposition4.16, we can suppose
that v; 7 is polynomial in x.

Rescaling by u € (0,1), we obtain

N
”rJ('u., t,%, X)) — u™P/2g,(x) Z(ut)i\Ili,J (u'/?x, u'lX)[p] ”

=0

< C(N, JyuN=p2=I¢N-n/2,

Thus, we see that the function v — r5(u,t,x, X) has an asymptotic expansion
of the desired form, where ; s(t,x, X)) is the coefficient of u*/? in

o0
u~P/2 Z(ut)j \Ilj,.](ulmx, u'lX)[p].
§=0

Since 15,5 is a polynomial in X of order at most J, we see that (i, )y =0
if i < —p/2 — J. The argument for the derivatives is similar. Since

Z ui/2"/i,J(O, 0, X)p = u_p/2\Ifo’J(0, u_IX)[p],
i

we see that 7;,7(0,0, X)) = O unlessi = p = 0, and that v, 7(0,0,X) =1. 0O
It is clear that r;(u,t,x,X) satisfies the differential equation
(8.3) (B +Ly(u, X))ra(u,t,x,X) =0,

where Lj(u,X) is the action induced by the differential operator L(u,X)
on C®°(U) ® AV* ® End(W) ® Clg](s). Let us show how this implies that
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rs(u,t,x, X) has a limit as 4 — 0, using the fact that L(u, X) = K(X) +
O(ul/ 2). Let £ be the largest integer for which Y—¢,7(t,x,X) is non-zero.
Expanding (8.3) in a Laurent series in u!/2, we see that the leading term
u 4 2gqy(x)v—s,5(t, %, X) of the asymptotic expansion of r(u, t, x, X) satisfies
the heat equation (8; + K (X))(q¢(x)v-¢,7(t,%x,X)) = 0. Since formal solu-
tions of the heat equation (8; + K (X)) (g¢(x)v(¢,x, X)) = 0 for the harmonic
oscillator are uniquely determined by (0,0, X), and since +;,7(0,0,X) = 0
for i < 0, we see that y_, y must equal zero unless £ < 0. In particular, we see
tha/ut there are no poles in the Laurent expansion of r s(u,t,x, X) in powers of
ul/2,

‘We also learn from this argument that the leading term of the expansion of
r7(u,t,x), namely 75(0,t,x, X) = g:(x)70,s(¢,%, X), satisfies the heat equa-
tion for the operator L(0,X) = K(X), with initial condition

Y,75(t=0,x=0,X) =1.
Applying Theorem 4.12 to the operator K(X), we obtain the following result.

Proposition 8.17. The limit lim r;(u,t,x,X) ezists, and is given by re-
u—0

duction modulo X7+ of the formula
- tR+uMX))/2 \Y?
n/2
(4mt) det(sinh R+ pM(X))/2

M
X exp (_112<x’ cotfl((}:(; i ugf()%?/z) l"> —tF+u5(X ») '

Since this is true for arbitrary J, we have only to set t =1 and x = 0 to
obtain Theorem 8.10.
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Additional Remarks

There is a formula combining the equivariant index formula of Chapter6
with the Kirillov formula, proved in Berline-Vergne [24]. This formula may
be formulated using the language of bouquets discussed in the Additional
Remarks at the end of Chapter 7. Introducing a bouquet bch(€/S) which
collects the equivariant relative Chern characters of the bundle £ over the
fixed point sets M (g), we have

b
indg(D) = (2mri)~ m(M)/2 / beh(£/S).
M
This type of formula has also been used to express the index of a transversally

elliptic operator (Berline-Vergne [27]; see also Duflo [53]), and to reformulate
results on characters of non-compact groups (Vergne [103]).



Chapter 9. The Index Bundle

Consider a manifold B and a finite dimensional Hermitian superbundle H =
Ht* @ H~ — B. Let D be an odd endomorphism of H with components
D* : H* — HF, such that ker(D) has constant rank, so that the family of
superspaces (ker(D*) | z € B) forms a superbundle over B, called the index
bundle of D. Let A be a superconnection on H with zero-degree term equal
to the odd endomorphism D of H, and let F = A% € A(B,End(H)) be the
curvature of A; all notations are as in Section 1.4. If we assume that D is
self-adjoint and has kernel of constant rank, then at the level of cohomology,

ch(A) = ch(ker(D)).

In fact, this equation has a refinement at the level of differential forms.
If t > 0, we may define a new superconnection on H, by the formula

Ay =t"’D+ Ay +t7V A + ..,

where A[y) is the connection associated to A. This superconnection has Chern
character form

ch(As) = Str(e~4%).

Let Py be the projection from H onto the subbundle ker(D). We may also
define a connection on the superbundle ker(D) by projection,

Vo = Po 'A[l] - Py.
In Section 1, we will prove the following result:

lim ch(A:) = ch(Vo).
t—o0

Intuitively speaking, as ¢ tends to infinity, the supertrace
Ch(At) = Str(e"“f) = Str(e——t02+o(t1/2))

is pushed onto the sub-bundle ker(D). The proof, which is given in Section 1,
is substantially more complicated than this simple idea.

Our real interest lies in an infinite-dimensional version of this, in which
the family D of operators on the finite dimensional bundle H is replaced
by a family of Dirac operators. Our technical tools will be the estimates
of Chapter 2 on the heat kernels of generalized Laplacians, and the spectral
theorem.
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Consider a fibre bundle 7 : M — B with compact fibres. We denote by
T(M/B) the vertical tangent bundle, which is the sub-bundle of TM con-
sisting of vertical vectors, and by |A,| the vertical density bundle, which is
isomorphic to |[Ap| ® 7™ |Ap|~!. If £ is a superbundle on M, we denote by
€ the infinite-dimensional superbundle on B whose fibre at z € B is the
Fréchet space

| (maf), =T(M, & @ [Anr, [?);

here, M, = m~!(z) is the fibre over z € B, and &, is the restriction of the
bundle € to M,. The space of sections of 7.£ is defined by setting

[(B,m&) = (M, € ® |A|"?),
and the space of differential forms on B with values in 7,& by
A(B,m,€) = T(M,7*(AT*B) ® £ ® |A-|'/?).

Let D = (D* | z € B) be a smooth family of Dirac operators. By a super-
connection on & adapted to D, we mean a differential operator A on the
bundle E = 7*(AT*B) ® £ ® |A|*/? over M, of odd parity, such that

(1) (Leibniz’s rule) if v € A(B) and s € I'(M, E), then
A(vs) = (dpv)s + (—1)"lv As;

(2) A =D+ 8mB) Ay, where Ay : A°(B, 1) — A*Ti(B, m.E).

In the appendix to this chapter, we show that the curvature of the super-
connection A has a smooth heat kernel (z | e—A? | ¥) varying smoothly as a
function of z € B and z,y € M,. Because of this we can extend the definition
of the Chern character of a superconnection to the infinite dimensional bundle
T«& — B.

Suppose that the dimension of ker(D?) is independent of z € B. In this
case, the vector spaces ker(D?) combine to form a vector bundle ind(D), which
is the index bundle of the family D; the index of a single Dirac operator is
a special case of this construction. In Section2, we show that, as in the
finite-dimensional case, we can define a connection on the index bundle by
the formula Vo = Fy-A[y)- Po, and the result of this chapter is a formula
due to Bismut for the Chern form ch(Vy), which is a generalization of the
McKean-Singer formula. Just as in the finite-dimensional case, and by the
same proof, we will show in Section 3 that

lim ch(A;) = ch(Vy).
t—00

In Section 4, we consider the special case where the family D is associated
to a principal bundle P — B with compact structure group G. In this case, it
is possible to calculate directly the Chern character form ch(ker(D)) = ch(Vy)
using the Kirillov formula of the last chapter, and we obtain the formula

ch(ker(D)) = (2mi)~ 4im(M/B)/2 / / A(M/B) ch(€)S),
M/B
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where A(M/B) is the A-genus of the vertical tangent bundle T'(M/B), and
dim(M/B) = dim(M) — dim(B) (we assume that M is connected). This
formula is true at the level of cohomology for any family of Dirac operators,
as we will show in the next chapter.

Section 5 is devoted to studying the case when the vector spaces ker(D?)
vary in dimension. The index bundle ind(D) is now only locally a vector
bundle, but it turns out that it has a well-defined Chern character in de Rham
cohomology, and that ch(A;) lies in the same cohomology class for all ¢ > 0
if A is a superconnection on m.€ such that Ajg = D. In Chapter10, in the
case where the family D is associated to a Clifford connection, we will present
Bismut’s construction of a very particular superconnection for which ch(A;)
possesses a limit lim, ,,ch(A;); combined with the results of this chapter,
this enables us to calculate the Chern character of the index bundle ind(D).

In Section 6, we define the zeta-function and zeta-function determinant of a
generalized Laplacian. Using this, we define in Section 7 the determinant line
bundle det(m.&, D) associated to a smooth family of Dirac operators, and, in
the case in which the index of D is zero, a section det(D") of det(m.£, D). The
determinant line bundle has a canonical metric, known as the Quillen metric,
and we define a connection on det(m,.&, D) preserving this metric given the
data of a connection on the bundle M — B and a Hermitian connection on
the bundle € over M.

9.1. The Index Bundle in Finite Dimensions

In this section, we will discuss in detail the finite-dimensional analogue of the
index bundle, since it is easier to visualize what is happening here than in the
infinite-dimensional case. Notation will be as in Sections1.4 and 1.5.

. Consider a manifold B and a superbundle H = Ht* @ H~ — B. Let D
be an odd endomorphism of H with components D* : H¥ — HTF, such that
ker(D) has constant rank, so that the family of superspaces (ker(D?) | z € B)
forms a superbundle over B, called the index bundle of D. (From now
on, points of B will always be denoted by z.) Suppose that Ht and H™
have Hermitian structures for which D™ is the adjoint of D¥ (so that D is
self-adjoint). If z € H and y € ker(D), then by the assumption that D is
self-adjoint,

(Dz,y) = (z,Dy) = 0.
Denote by Ho C H the superbundle ker(D), graded by ’Hab = ker(D*), and
by H; the the image im(D) C H of D. The above equation shows that H, is
the orthogonal complement of Hy,
HY =HT @ HT,
H™ =Hy; @HY,
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and hence that the bundle ker(D™) is isomorphic to the bundle coker(D*) =
H~/im(D%), and the bundles H; and H] are isomorphic.

Let A = Ajg)+Apy) +Ap) + ... be a superconnection on H, with curvature
F = A? € A(B,End(H)). By (1.34), the Chern character form of A,

ch(A) = Str(e™7%),

is equal in de Rham cohomology to the difference of the Chern characters of
the bundles H* and H~.

Let A be a superconnection whose zero-degree term A equals the odd
endomorphism D of H. If we assume that D is self-adjoint and has kernel of
constant rank, then by the above discussion and (1.34), we have the equality
in cohomology

ch(A) = ch(H*) — ch(H™)
= ch(Hg) + ch(H{) — ch(Hg) — ch(H7)
= ch(H{) — ch(Hy) = ch(ker(D)).

We will refine this equation to the level of differential forms.

Let Py be the orthogonal projection of H on Ho, and let P, = 1 — P,
be the orthogonal projection of H on H;. The endomorphism D¥ gives an
isomorphism between H; and H7 .

Let A be the superconnection

A=Py,-A-Py+P;-A-P,,

which preserves the spaces A(B,H,) and A(B,H;) C A(B,H).

We will make constant use of the following notation: if K € A(B, End(H)),
we write
a f

K = _—

which means simply that

a B _
v &

P KPy, PKP
PLKPy, P KP

with a € ['(B, End(H))) etc.
Since A commutes with Py, we see that its curvature has the form
= z2_|R O
F=A*= \0 S”

Denote by Vq the connection on the bundle H, given by projecting the con-
nection A(;) onto the bundle Hy:

Vo = PO-A[l] - P,.
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We filter the algebra M = A(B,End(H)) by the subspaces
M; =" A(B,End(H)).

j2i

Lemma 9.1. The differential form R lies in Ma, and the curvature of the
connection Vo equals R[g).

Proof. The superconnection Ay = Py-A - P, on the bundle Hy has curvature
A2 =R. Since Py-Agq)- Po = Py-D- Py = 0, we see that

Ag=Vo+ > Py-Ay- P,
i>2

from which the lemma is clear. [

For t > 0, let §; be the automorphism of A(B, H) which acts on A*(B, H)
by multiplication by t~%2. Then A; = t'/26;- A - 6; ! is again a superconnec-
tion on H, and the decomposition of A; into homogeneous components with
respect to the exterior degree is given by the formula

Ay = t1/2A[O] +Ap + t_l/zA[g] +....
The curvature F; = A? of the superconnection A; is the operator
ft =t5t'.7'—-5;1,

and the cohomology class of ch(A;) = Str(e~”*) is independent of ¢, and is
equal to the difference of the Chern characters ch(Hg ) — ch(Hg) for all t > 0.
We will study the limit of ch(A;) as t — o0; it is remarkable that the following
stronger result holds.

Theorem 9.2. Let H = H* © H™ be a Hermitian super-vector bundle and
let D be a Hermitian odd endomorphism of H whose kernel has constant rank.
Let A be a superconnection on H with zero-degree term equal to D. Fort > 0,
let

Ay =tY28 A-571 =YD + A+t A + ..
be the rescaled superconnection, with curvature F;. Then fort large,

le™7 — e~ Rm||, = 0(t™1/?)

uniformly on compact subsets of B and for all C*-norms.
Proof. We start by proving the following lemma.

Lemma 9.3. (1) Under the decomposition H = Ho ® Hy, the curvature F
can be written as

_|IX Y My My

“\Z T M Mg

(2) The endomorphism Ty € I'(B,End(HM1)) is equal to Py - D?. P, and is
positive definite.

f
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(3) Denote the inverse of Tig) on Hy by G. The curvature Ry of the con-
nection Vo on Hy equals

Rpg) = X2 ~ YnGZp)-
Proof. We write A = A + w, where w = Py-A-P, + P, -A- Py € M;:

0 &
“lv 0ol

Expanding the right-hand side of the equation
F=A+w)?=F+[Aw+wAw,

we obtain
F= R:f- uv P()[A,/.L]Pl
PAV]Py, S+vu
_ |B2) + ey pyD Mz M
=| " Dyy D2 | ™G Myl
If we write
XY
7=z Ti’
we see that

Xz — YiuGZpy = (Rpg) + pyyvyy) — (yD)G(Dyyy) = Ry O

The following lemma, is the key step in the proof. We will use the fact that
the space of matrices g of the form

g=1+K, where K € My,
form a group; to obtain the inverse of such a matrix, we use the formula
(which is a finite sum, since B has finite dimension),

(1+K)~ —1+Z( —K)*

Lemma 9.4. There exists a matriz g with g —1 € My, such that

X Y| __U o
9F9 =97 |97 =0 vl

Furthermore

U=X-YGZ (mod M3),
V=T (mod M,).
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Proof. To construct a matrix g which puts F in diagonal form, we argue by
induction on dim(B) — 4. Thus, assume that we have found g; such that

Xi Y My M;
g‘l.fg Z T € Mz MO )
with T; = D? (mod M, ); in particular,
0 0
lo 1-GT; € M;.
We write
1 -Y6| |x: v |1 -%G|7_|% Y
GZ/; 1 Zi 112 GZ‘L 1 - ~z ~i '
. 0 -YG ‘
Since Gz 0 € M,;, we see that
1 -vG™ 1  YiG
‘GZz- 1|~ \—GZi 1 | € Mo

We have the following explicit formulas for X;, ¥;, Z;, and T; mod Mo;:
Xi =X - 2(Y:G)Z; + (Y;G)T(GZ;)
= X; (mod My;);
Vi = Yi(1 - GT) + (Xi — (Y;G) Z))(YiG) € Mipy;
Zi = (1 =TiG)Z; + (GZ:)X; — (GZ)Yi(GZ;) € Miyy;
T, = T, + (GZ:) Xi(YiG) + Z:(Y:G) + (GZ,)Y;
= Ti (mod MI)

Thus, we can continue the induction.

Now, suppose that we have a matrix g of the required form which diagonal-
izes F. This implies that

1+K M 1+K M
1+L| 1+L}

for some

5 AI/{I € M, from which we obtain the equation

X+KX+MZ Y+KY+MT| |[UQL+K) UM
NX+Z+LZ NY+T+LT|~| VN VQA+L)

Since X is in Mg and K, L, M, N, Y and Z are all in M, we see that
(1) V=(T+LT+NY)1+L)"'=T (mod M),

(2) hence GV =1 (mod M,),
BYU=(X+KX+MZ)(1+K)'=X+MZ (mod Mj),

(4) Y+ MT =UM — KY € M,,
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(5) hence, multiplying on the right by G, M = =Y G (mod M3).
Combining the last two formulas, we see that

U=X-YGZ (mod M3). O

By this lemma, we may write

e-—t5¢ (U) 0

Lemma 9.5. We have the estimate |e~%(V)| < Ce™%t for some positive ,
as well as for all of its derivatives.

Proof. Essentially, this is true because Vjo; = Tjo) = D? is positive definite on
H;. The proof uses the Volterra series for e~*%(V) (see 2.5): if V = D? + 4,

then
e—t&(V) — Z(_t)k‘[’“
k>0

where

I = / e=0tD% 5, (A)e=o1t0% 5, (4) . .. 5,(A)e~ 10 6,(4)e="*P’ doy . . . do,.
Ay

On the simplex
Ay = {(00,... ,0x) € RF+1 | ZLOQ =1,0; > 0},

one of the o; must be greater than (k 4+ 1)~1. Since the operator e~¢:tD’
decays exponentially when ¢ — oo, while the operators e“’itoz, Jj # 1, are
bounded, we see that I decays exponentially. The sum is finite, since I} is a
sum of terms of degree at least k with respect to the grading of the differential
formson B. O

Using this lemma and the fact that t6,(U) = Rjg + O(t™*/2), which is a
consequence of Lemma 9.4, it follows that

-Re 4 O(t—12) o .
e F O Vs (6) + 0.

Both 6;(g) and §:(9) ™" = 6:(9™*) have the form

1+0(t~Y2)  O@~Y?)
ot~y 14+ 0(t~1/?)

e~ toe(F) — 6t(g)“1

It follows that

e~ful + O(t=1/2) O(t~1/2)
o(t=1/2) o)

The argument is similar for the derivatives with respect to the base, using the
formula of Theorem2.48. [

(9.1) e~ te(F) =
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Corollary 9.6. The limitlim,_,  ch(A:) ezists, and equals the Chern char-
acter of the connection Vo on the superbundle Hy = ker(D).

We will now give an explicit homotopy between ch(A;) and lim,_, _ ch(A;).
Let us write

dA; Y
at) = str(Zte™) € A(B).
The transgression formula (1.33) states that
d ch(As)
T ds

This may also be seen by the following construction, which is valid for any
smooth family A, of superconnections on a superbundle £ — B. Let B =
B x R+, and let € be the superbundle € x R+ over B which is the pull-back
to B of £. Define a superconnection A on € by the formula

—da(s).

- 88(z,
(B8)(z,9) = (BB, 9)(z) +ds A L2,
The curvature F of A is
F=F, - dAs ds,
ds

where F, = A? is the curvature of A,. Since (ds)? = 0, the Volterra series
expansion of e~ is

~ 1
eF — e Fs + (/ e—u.ﬂ%e—(l—u)}‘. d'u.) Ads.
0 ds

Let

a(s) = Str (d;i’ e‘f‘> .

Taking the supertrace of the above formula, we see that
ch(A) = ch(A,) + a(s) A ds,

with respect to the decomposition B = B x Ry. Since ch(A) is closed in
A(B) and ch(A,) is closed in A(B), we infer that

————d cl;iAs) = —da(s).

Integrating this formula, we see that

ch(Ay) — ch(Ag) = — /t "4 n(ay)ds

dA, oA
_/ astr(=-2e7¥) ds
T
=d/ o(s)ds
t
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Our task is to show that this integral converges as T' — co. We will prove
this by a small modification of the proof of Theorem 9.2.

Theorem 9.7. The differential form

at) = st (Lt )  A(B)

satisfies the estimates, for t large,
la(t)lle < CE)E~3/2

on compact subsets of B, for all Ct-norms.
For all t > 0, the integral

)
/t o(s) ds € A(B)
is convergent, and defines a differential form which satisfies the formula
ch(A;) —ch(Vy) = d/too a(s) ds.
Proof. We have the following formula for a(t):

at) = Str(%A;—te't‘s"(f)).

Since
dA; D din(5) (1 - 1 A[z]
t 2t1/2 Z 2t 1.+1)/2 !
we have A
t 1 0 0 _3/2
= 2720 D‘+O(t ).

Inserting this into (9.1), we see that

dA: ;1 (l0 0 _1
@ ¢ =572 \|o p|TOt)

e~ Rz +O(t~Y/2) O(t~1/2)
o(t=%/?) o)

_loe*%)  ow?)
_IO(t'l) o3|

Since only the diagonal blocks contribute to the supertrace, this proves the
theorem. [J

In the special case in which A has the form V + D, so that Aj; = 0 for
i > 2, we see that A, = V +¢1/2D equals V at ¢t = 0. Furthermore,

O(t~/?) fort — 0,

2
a(t) = 2t1/2 Str(D-e7H) = {0(t‘3/2) for t — oo.
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Thus, the integral f;o a(t) dt defines a differential form on B, and we have

o0
(9.2) ¢h(V) — ch(Vo) = d / oft) dt.
0
This is a refinement of the fact that

[ch(HF)] — [eh(H7)] = [ch(Mg)] ~ [ch(Hg )] € H*(B)

to the level of differential forms.

9.2. The Index Bundle of a Family of Dirac Operators

The goal of this chapter is to give an infinite-dimensional version of the last
section, in which the family D of operators on the finite dimensional bundle
‘H is replaced by a family of Dirac operators. The details are slightly more
complicated for two reasons: firstly, because we work in infinite dimensions,
and secondly because we will be interested in the more general case in which
the dimension of ker(D?) varies as we move about the family.

By a family of manifolds (M, | z € B), we will mean the family of
fibres M, = m~1(2) of a smooth fibre bundle 7 : M — B. We assume that
the fibres M, are compact. However, we will not assume that the base is
compact. Let T'(M/B) C TM be the bundle of vertical tangent vectors, with
dual T*(M/B) = T*M/n*T*B. To the family M — B, we associate the
vertical density bundle

|Ax| = |AT*(M/B)| = |Ap| ® (v*|AB[)7".

When restricted to a fibre M, of M, |A,| may be identified with the bundle
|[Aps,| of densities along the fibre. We will call a section of |A,| a vertical
density.

By a family of vector bundles (£, | z € B) we mean a (smooth) vector
bundle £ — M, so that £, is the restriction of the bundle £ to M,. For us, £
will always be a complex superbundle with Hermitian metric. To the family
£ — M, we associate the infinite-dimensional superbundle 7, = m.£t &
7€~ over B, whose fibre at z € B is the Fréchet space ['(M,, &, ® |Axz, |M/2).
A smooth section of 7, £ over B is defined to be a smooth section of E®|A|1/2
over M:

(9.3) (B, m&) =T(M,E @ |A|"/?).

The bundle 7.£ carries a metric, defined by means of the canonical metric on
each fibre ['(M,, £, ® |Ap,|*/?). Indeed, if ¢% € &, = ['(My,E,® |Ans,|?),
we see that |¢?(z)|? € T'(M,,|An,]|), and hence may be integrated:

1672 = /M 16*(2)P.
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The reason for inserting the line bundle |A,|*/? is precisely in order to have
such a canonical metric along the fibres 7,.£. The fibre bundle M will have
a metric along the fibres, which trivializes |A,|. However, unlike in the case
where B is a point, it is important to distinguish between the bundles 7,&
and z — I'(M,, E,).

Instead of working with the bundle End(.£) of all endomorphisms of &,
we will restrict our attention to only those endomorphisms of the fibres which
are the sum of a differential operator and a smoothing operator. Thus, we will
denote by D(£) the bundle of algebras over B whose fibre at z is the algebra
D(M;,E, ® |An,|*/?) of differential operators on £, ® |Aps, |'/2, and whose
smooth sections are families of differential operators D* whose coefficients in
a local trivialization of M and £ depend smoothly on the coordinates in B.
We denote by K(E) the bundle of algebras whose fibre at z is the algebra of
smoothing operators on the bundle £, ® |A s, |'/2, and whose smooth sections
are smooth families of smoothing operators K?%. (We refer to reader to the
appendix for more details on this bundle.) Since K(€) is a bundle of modules
for D(€), we may form an algebra from the sums of operators in D(£) and
K(&).

Definition 9.8. The P-endomorphisms of the infinite-dimensional bun-
dle 7€ are smooth sections of the bundle D(£) + K(£), that is, families of
operators which may be written in the form

Dz+Kz’

where (D? | z € B) is a smooth family of differential operators acting on the
family of bundles £, ® |An,|*/2, and (K? | z € B) is a smooth family of
smoothing operators on the same family of bundles. We write Endp (.€) for
the space of smooth sections of this bundle.

We will consider a smooth family D = (D* | z € B) € I'(B, D(£)) of Dirac
operators on £. Thus, D is an odd operator with respect to the Z,-grading,
with components D* : (B, m,£%) — I'(B, m.E¥), and D? € I'(B, D(£)) is
a family of generalized Laplacians. Note that the Dirac operator D? defines
a Riemannian structure on the fibre M, (that is, an inner product on the
vector bundle T'(M/B) — M of vertical tangent vectors), and an action of
the Clifford algebra bundle C(T*(M/B)) on £. In particular, we obtain a
canonical trivialization of the bundle |A|.

Now assume that for each z € B, the operator D is self-adjoint with
respect to the Hermitian structure on the vector bundle £,. The vector space
ker(D*) has finite dimension. The aim of this section is to define the index
bundle of the family D as a superbundle on B whose fibre at z € B is equal
to ker(D?) when the dimension of this vector space is independent of z; in
Section 5, we will show that the difference bundle [ker(D*)] — [ker(D™)] makes
sense even without this condition.

If A is not an eigenvalue for any operator of the family D?, then the su-
perbundle Ho ») whose fibre at the point 2 is the spectral subspace of (D*)?
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associated to the interval [0,) is a smooth bundle over B, as we will now
prove. This superbundle is also a natural candidate for the index bundle,
since (D*)* exchanges the even and odd eigenspaces associated to a given
non-zero eigenvalue.

Lemma 9.9. Let P € I'(B,K(£)) be a smooth family of smoothing opera-
tors on the family of Hermitian vector bundles € — M, such that P? is a
finite-rank projection for all z € B. Then dim(im(P?)) is constant in each
component of B, and the spaces (im(P?) | z € B) form a smooth bundle
~im(P%) over B.

Proof. The dimension of the vector space im(P?) is an integer, given by the
formula
dim(im(P?)) = Tr(P*) = / Tr((z | P* | 2)),
M,

where (z | P? | z) € (M, End(€) ® |Ans,|) is the restriction to the diagonal
of the kernel of P?. Since (z | P* | z) varies smoothly as a function of z
by assumption, the trace varies smoothly as well; thus the dimension of the
image of P? is constant.

We now prove that the family of vector spaces im(P?) form a smooth
superbundle. If 2y € B, let U be a neighbourhood of 2y in B such that
m : M — B may be trivialized over U. In this way, we may replace the base
B by an open ball U C RP, the family M by the product My x U, and the
bundle £ by the bundle & x U, where & — M) is a superbundle over M,.
The space &, of sections of &, ® |As,|*/? does not depend on z. This gives
a trivialization of & as I'(Mo, & ® |An,|*/?) x U. Thus P* is a smooth
family of finite rank projectors on the fixed space I'(Mp, & ® |A M0|1/ 2.,

Choose a basis ¢9, (1 < j < m), of im(P?) at the point 0 € U. We may
extend these sections smoothly to U, by extending the corresponding sections
of E® IA,rll/2 over M, to m~*(U) C M, and we obtain m families of sections
(¢5)7xy € T(U,mE). The sections P¢; are smooth as a function of z, lie in
im(P), and are linearly independent for |z| sufficiently small. Thus, they form
a basis of im(P), for |z| small. From the smoothness of P with respect to
z, we see that P?¢%(y) is smooth with respect to (y, 2) € Mo x U, and from
this we deduce the smoothness of the transition maps between two open sets
U C B with a trivialization of m.£ above them. [

If X is a real number, let U be the subset of B on which ) is not an eigen-
value of (D?)2. Let (Pj,5 | 2 € Ux) be the family of orthogonal projectors
onto the spectral subspace [0, ) of (D?)2, with respect to the L2-norm.

Proposition 9.10. (1) The sets Uy form an open covering of B.
(2) The family Py, lies in T'(Ux, K(€)); that is, the operators P[f)’,\) form

a smooth family of smoothing operators on the bundles £, ® |Apg,|'/? for
z € Uy.
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(3) The vector spaces (Hjo,x))z = im (P, /\)) form a smooth finite-dimension-
al superbundle Hip,xy C & over U[,\.

Proof. As in the proof of Lemma9.9, we may assume that the base is an
open ball U C RP, that M is a product My x U, and that the bundle £ is
the pull-back of a superbundle £ — M. The fibre I'(Mp, £o ® |A Mo |2) of
the bundle 7,& carries a metric (+,-), which depends on z € U; however, by
Lemma 2.31, the Hilbert space completion I'z2(Mo, & ® |Aag,|M?) does not
depend on the metric.

The family of heat kernels K* = e~(0")? at time t = 1 is a smooth family of
smoothing operators on I'( Mo, £0 ® | A, [1/2) by Theorem 2.48, which extends
to a family of operators on the space I'r2(Mo, £ ® |Ang, |'/2) of L2-sections,
self-adjoint with respect to the metric (-,-),. The projector on the spectral
subspace [0,\) of (D?)? is equal to the projector on the spectral subspace
(e=*,1] of K*. If e~ is not an eigenvalue of K*, there exists a neighbour-
hood U of zg such that for z € U, e~ is not an eigenvalue of KZ. This proves
that Uy is an open subset of B. The fact that | J, Ux = B is clear.

Let C be the circle in the complex plane which crosses the real axis at the
points e~* and 1 + &. The spectral theorem for K* shows that, for z € Uj,
the projector Pf is given by a contour integral

Pf:/(K’—u)"ldu.
C

Taking derivatives of this formula with respect to z, we obtain a formula for
2 P#, as a sum of contour integrals of the form

/C(Kz —u) (K. (KT — )"t (B2 K7) (K* — u) " du,

The operator (K* —u)~! is bounded on the space of L2-sections of & ®
|A g, |22 over My (since boundedness is independent of the metric (-, -),), and
commutes with the generalized Laplacian (D*)2. It follows from Corollary 2.40
that if Q is a smoothing operator, then both (K? — u)~'Q and Q(K? — u)~!
are smoothing operators. Since the operator 83 K* has a smooth kernel, we
see that any derivative 03 P{ has smooth kernel, hence that the family Pf is
a smooth family of smoothing operators. [

Corollary 9.11. Assume that ker(D?) has constant dimension for z € B.
Then the vector spaces ker(D?) form a smooth vector bundle ker(D) over B.

Proof. If ker(D?) has constant dimension for z € B, then by the local com-
pactness of B, there exists for each relatively compact subset U C B a small
constant € > 0 such that the projector onto ker(D*) coincides with PZ. [

If dim(ker(D?)) is constant, the index bundle ind(D) of the family D is
defined to be the superbundle ker(D). (This is also known as the analytic
index of the family.)



9.3. The Chern Character of the Index Bundle 281

If X < p, let (P3 ,y | z€ UxnNU,) be the family of orthogonal projectors
onto the spectral subspace (A, i) of (D*)2, so that

P[O,[L) = 'Ploi)‘) + P(Aa#)'

Since Py, is a smooth family of projections, the family of vector spaces
How = P§, ) forms a smooth superbundle over Uy NU,. It is clear that

Hio,w) = Hion) @ Hiaw)-

9.3. The Chern Character of the Index Bundle

In this section, following Bismut, we will extend Quillen’s theory of super-
connections to the infinite dimensional bundle 7. — B, thereby obtaining
a formula for the Chern character of ind(D) in terms of heat kernels. Our
treatment is modelled on the finite-dimensional case, which we discussed in
Section 1. ‘

The space of sections of ,£ is defined by I'(B, &) = (M, £ ® |A,|*/?).
It is natural to define the space of differential forms on B with values in 7.
by

A(B, m&) = T(M, 7 (AT*B) ® £ ® |A|*/?).

A differential operator on the space A(B, &) is by definition a differential
operator on I'(M, 7*(AT*B) ® £ ® |A|*/?). Let
A(B,D(€)) =T(B,AT*B ® D(£))

be the space of vertical differential operators with differential form coefficients.
If a differential operator D on A(B,.£) supercommutes with the action of
A(B), then this operator is given by the action of an element of A(B, D(£)).
Similarly, we write :

A(B,K()) = (B, AT*B ® K(£))

for the space of smooth families of smoothing operators K? with differential
form coefficients. Denote by dp the exterior differential on B.

Definition 9.12. Let D be a smooth family of Dirac operators on £. A
superconnection adapted to the family D is a differential operator A on
A(B, &) of odd parity such that '

(1) (Leibniz’s rule) for all v € A(B) and ¢ € A(B,m.E),
A(vg) = (dpv)¢ + (-1)"IvA(9);
(2) A=D+3mB) Ay, where Ay : A°(B, &) — A"F(B, m.E).



289 9. The Index Bundle

It is easy to see that Ay supercommutes with A(B) if 7 # 1, and hence
Ay € AYB,D(E)) for i # 1.

Let us show how to construct a superconnection adapted to a family of
Dirac operators D. It suffices to define a connection V™¢ on the bundle £,
that is, a differential operator from I'(B, ) to AY(B, 7*EF) such that

V™E(fo) =df N + FV™%9

for all f € C*®(B) and ¢ € I'(B, m£). Let us assume that the bundle M/B
possesses the additional structure of a connection, that is, a choice of a split-
ting TM = Ty M @T(M/B), so that the subbundle Ti M is isomorphic to the
vector bundle 7*T'B. From this, we can define a canonical linear connection
on the vertical tangent space T'(M/B) using the projection operator

P:TM — T(M/B)

with kernel the chosen horizontal tangent space Ty M. If X is a vector field
on the base B, denote by Xjs its horizontal lift on M, that is, the vector
field on M which is a section of Ty M and which projects to X under the
pushforward 7, : (TgM)e — Tr(z)B.

Furthermore, let us suppose that the bundle £ over M is provided with a
connection V€ compatible with its Hermitian structure.

Proposition 9.13. Let o € T'(M,|Aym|Y?), B € T'(B,|Ap|"Y?) and s €
['(M,E). Define the action of VQ‘E, where X is a vector field on B, on

s®a®" B € T(M,E® |A]/?) =T (B, m.£)
by the formula
V”X'E(s®a®7r*ﬂ) = (ViMs)®a®7r*ﬂ+s®£(XM)a®7r*,6+s®a®7r*£(X)ﬁ.

(1) This formula is independent of the tensor product decomposition of a sec-
tion s@a@n*B € T'(M, EQ|A|*?) withs € T(M,E), a € T'(M, |Apr|1/?)
and B € T'(B, |AB|‘1/2), and satisfies the formula V}'Xg = fV¥® for
f € C®(B). Hence, V™¢ is a connection on the bundle m.E over B.

(2) The connection V™€ is compatible with the inner product on m.E.

Proof. To show the independence of V?E on the representation of a section
of m.& as a tensor product s ® a @ w* [, we must check that if f € C*°(M),
then

V™E((fs) @ a®@n*B) = V™E(s ® (fo) ® 7 B),
and that if h € C°°(B), then

V(s ® (*h)a) ® 1 B) = V™ (s ® a ® 7" (h)).

These follow easily from Leibniz’s rule.
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To show that V™¢ is a connection, we must show that }’Xg - fvyg for
f € C*°(B). Using Lemma 1.14, we see that

}r;f(s ®a® 7*f) =7r*f(V§(Ms) Qa®n*s
+5® (T fL(Xm)a+ 37 X(f)a) ® 78
+s®a® (7 fr*L(X)B — in* X (f)m*p)
=*f[(V&mns) ® a®@7*4
+s®L(XMm)a®@T f+s@aRT L(X)H].

We must now show that V™€ preserves the inner-product on 7,£. This
follows from the assumption that V¢ is compatible with the Hermitian metric
on &, so that

LX)|s®a® ) = L(X) (/M/B Is]2a? ® 7r*,62)

- / L(Xar) (52 o? ® 7°62)
M/B

=2(s®@a® b, V}‘g(s Qa®n*F)).

Thus, associated to a connection on the fibre bundle M/B and a connection
on the bundle £, there is a natural superconnection D + V”+¢ for the family
of Dirac operators (D? | z € B). In Chapter 10, we will also have to consider
superconnections A for which A5 does not vanish.

The curvature F = A% € A(B,D(£)) of a superconnection is a vertical
differential operator with differential form coefficients. We have

F=D?+ A,
where D? is a smooth family of generalized Laplacians and
Fis) €T(B,AT"B @ D(£))

is a smooth family of differential operators with differential form coefficients
which raises exterior degree in

AT*BQT(M,,&, ® |Ar,|M?).

The results of Appendix1 apply in this situation, and we obtain the exis-
tence of a smooth family of heat kernels for F, which we denote by e~t% ¢

A(B,K(£)):
et =" + 3 (—)k Ly,
k>0
where

I = / e““tozf[.,_]e_a‘tozj:[ﬂ . e—a"“ltozf[ﬂe—”"wz.
A

Since Iy vanishes for k > dim(B), the above sum is finite.
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We will show that the Chern character of the index bundle ind(D) can be
computed from a superconnection with Ajg) = D, by the same formula as in
the case of a finite dimensional superbundle, namely ch(ind(D)) = Str(e“Az).

Let K = (K* | z € B) € A(B,K(£)) be a smooth family of smoothing
operators with coefficients in A(B), given by a kernel

(2| K| y) € T(M 5o M,m"AT'B ® (€ ® [As[/2) B, (€7 ®[Ar]),

Here M x .M = {(z,y) € M x M | n(z) = n(y)} with projections pr, (z,y) =
z and pry(z,y) = y to M, and if £; and &; are two vector bundles on M, the
vector bundle £; K, £ over M x,. M is given by the formula

E1R E = pr’{ E1® pr; &s.

There is a supertrace on K(&;) over each fibre M, of M/B, which gives a

supertrace
Str : I'(B,K(€)) — C*=(B).

Suppose that K € A(B,K(£)); when restricted to the diagonal, its kernel
(z | K* | ) is a smooth section of the bundle 7 AT*B®End(€)®|A,| over M,
and its pointwise supertrace Strg <x | K* | a:> is a section in I'(M, 7*AT*B ®
|Az]). This section can be integrated over the fibres to obtain a differential
form on B.

Lemma 9.14. The A(B)-valued supertrace Str : A(B,K(€)) — A(B) of the
family of operators K is the differential form on B

2t /M, Stre ((z | K7 | ).

If A is a superconnection on m.&, then [A, K] is again a family of smoothing
operators with differential form coefficients. The following lemma is one of
the main steps in the extension of Quillen’s construction of Chern characters
to the infinite dimensional setting.

Lemma 9.15. dp Str(K) = Str([A, K]) € A(B)

Proof. As in the proof of Proposition 9.9, we may assume that the base B is
an open neighbourhood U C R? of 0 € R?, that the family M is the product
My x U, and that the bundle £ is the pull-back to M of the bundle & — M.
With respect to the identification A(B, m.€) = A(U) ® ['(Mo, £ ® |Ang, |M/?),
we may write
A=dy +ZD§dzI,
I

where D7 are differential operators on I'( My, £o®|A s, |'/?) depending smooth-
ly on z € U; we also have

K* =Y Kjdz,
I
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where K# are smoothing operators on I'(My, £®| A, |'/?) depending smooth-
ly on z € U. By Lemma3.49, we have Str([Df, K3]) = 0, so that we may
assume that A = dy in this trivialization. We see that

[dv, K] =) %If—dzz Adz.
I

On the other hand,
dy Str(K) = -g— Str(K%)dz; Adzr
e 9%
0
= Za?(/ Str (z | K} l :r))dzi/\dzz
/MOZStr( :c|KI |:z>) dz; Ndzr

I
= Str([dy, K)).

Definition 9.16. The Chern character form of a superconnection A on
the bundle m.&, adapted to a family of Dirac operators D, is the differential
form on B given by the formula

ch(A) = Str(e"A2);
this is well-defined, since e~A" = =% € A(B,K(€)).

Theorem 9.17. Let A be a superconnection on the bundle 7€ for the family
of Dirac operators D.

(1) The differential form ch(A) is closed.

(2) If A, is a one-parameter family of superconnections on the bundle mi&
for the family of Dirac operators D,, then

d _ dAs; _z,
o ch(A,) = dBStr( e )

Thus, the class of ch(A,) in de Rham cohomology is a homotopy invariant
of the superconnection A.

Proof. The fact that ch(A) is closed follows from Lemma 9.15, since

dp Str(e™%) = — Str([A,e~7]) = 0.
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The proof of the homotopy invariance is similar. As in Proposition1.41, we
argue that

% Str(e™7) = - Str([Aa, %].e"r’)

)

g da_

= —dg Str(dﬁ;’ e"«),

where all of the steps may be justified by using the fact that dA,/do is a
family of vertical differential operators with differential form coefficients.

The fact that the cohomology class of ch(A,) depends only on the homo-
topy class of D, follows as in the finite-dimensional case from the homotopy
invariance of ch(A): if Ag and A; are both superconnections for D, then
o €[0,1] — A, = 0A1 + (1 — o)Ay is a one-parameter family of supercon-
nections for D. Similarly, when D, varies smoothly, we can form the smooth
family of superconnections A, = D, + V7€ and the cohomology class of
ch(A,) will be independent of 0. O

Our goal in the remainder of this section is to prove the following funda-
mental theorem, which generalizes the results of Sectionl to the case of a
family of Dirac operators. Assume that D is a family of Dirac operators such
that ker(D?) has constant dimension, so that ker(D) is a superbundle over B.
If P¢ is the orthogonal projection from m,&; to ker(D?), then Py € I'(B, K(£))
is a smooth family of smoothing operators. The following lemma is clear.

Lemma 9.18. The operator Vo defined by the formula Vo = PobAy Py is a
connection on the superbundle ker(D).

For t > 0, let §; be the automorphism of A(B,n.£) which multiplies
Ai(B,m,E) by t~#/2. Then A; = t'/26,-A-6;! is a superconnection for the
family of Dirac operators t1/2D.

Theorem 9.19. Fort >0, let
Ay =t26 A-57 = t2D + Ay +t7V2Ap + .
be the rescaled superconnection, with curvature F; = t6;(F'). Then fort large,
lle=% —e~V3|, < CO)t~2
uniformly on compact subsets of M X, M, for all C-norms.

Proof. The proof is formally almost exactly the same as the proof in the finite-
dimensional case given in Section 1, and we give only a few steps. Consider the
algebra M = A(B,Endp(€)) = T'(B,m*AT*B®Endp(£)), where Endp(m,&)
is as in Definition 9.8; we filter M by the subspaces

M; =Y A(B,Endp(£)).

j2i
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We will also need the algebra N' = A(B, K(£)), filtered in the same way.
Let G = (G | z € B) be the family of Green operators G of (D?)2.

Proposition 9.20. The action of left and right multiplication by G preserves
N.

Proof. Since this is a local question, we may suppose that the bundles M and
£ over B are trivial, by replacing B by an open subset U. We may rewrite
the integral representation of G given in (2.11) as follows, where P, is the
projection onto the kernel of D:

oo 2
G=/ "t +P) gy _ py.
0

Thus, we may decompose 0%((G + Py)K), where K € N, into terms propor-
tional to

o0
JRCRRRICIr?
0

where a1 + as = a. Repeated application of Theorem 2.48 shows that this
integral has the general form

o0 o0
/ / e~t1(P*+P) P o=ta(D*+P) D, ~teO*+P) D gp  dt,

where k = |a1|+1 and D; € I'(B,Endp (m.€)). This integral may be bounded

using the exponential decay of (:r ] e~ t(D?*+Po) l y) proved in Proposition 2.37.
Using the formula

8%(GK) = 0*((G + Po)K) — 0%(PK),

we see that GK is in . The case where G multiplies on the right is simi-
lar. O

Let P, = 1 — Py be the projection onto im(D). If K € M, we will write

k=l Bl _|PEP PKP|
- Y 6 - PlKPO PlKPI
Let
XY
F=lz TI

be the curvature of the superconnection A; then X, Y and Z are in V.
Let Ry be the curvature of the connection Vo on the bundle ker(D). By
the same proof as in Section 1, we have the formula Rj3 = X5 — Y[1)GZ)y)-
The space of endomorphisms g € M of the form g = 14+ K, where K € M,
form a group, with

(1+K)~ —1+Z( —K)k.
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Lemma 9.21. There ezists g € M with g — 1 € N1, such that
X Y| . U o
9l z 9 Tlo v

Furthermore

U=X-YGZ (mod N3),
V =T (mod M).

The proof is the same as in the finite-dimensional case of Section 1, once
we observe that if G is the Green operator of D2, and if Y and Z € N;, then
the operators Y'G and GZ are also in Vj, and Y(1— GT) and (1 —TG)Z are
in M;41. Thus, we may construct g as in Section1 as a product of matrices
of the form

0 M
M 0

Thus, as before, we may put F into block diagonal form; there is a family
of operators K € N such that, with g =1 + K,

el+

1 -YG
GZ 1

U 0

f=g—1 0 V‘g:

where U = R (mod N3) and V = D? (mod N;). Note that the family of
operators 6;(V') is for each ¢ > 0 the sum of a family of generalized Laplacians
D? and an element of P; - M, - P,. It follows from Appendix 2 that the family
of heat kernels e~*4+(V) is a section in .A(B, K(E)) for each ¢t > 0. Furthermore,
the uniqueness of solutions of the heat equation implies that

- _y [et8eU) 0
e~ t6¢(F) = 64(9) 1( 0 e—t&.(V)>6t(g)'

If A(t) : (0,00) — I'(B, K(£)), we will write A(t) = O(f(t)) if for alle > 0
and ¢ € N and each function ¢ € C®(B) of compact support, there is a
constant C(4, e, ¢) such that

]|7r*(¢)(m)<x I A(t) | y)”e <C(le,@)f(t) forallt>e.

Let U be a relatively compact open subset of B. If \ is the infimum over
U of the lowest non-zero eigenvalue of the operators D2, then it follows from
Proposition 9.49 that over U,

Ple—t&(V)Pl — O(e_t’\ﬂ).
Thus, we have

o(t=1/2) 0

e_R[2J -1 -1
L e N

- 0
e t(st,(}-) — 6t(g) 0
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Since 6:(g) — 1 = O(t“l/z), we see that

—Ryg -1/2 -1/2
e Re 0‘+l0(t ) O(t~%/?)

e—t6(F) =
0 o(t=Y2) oY)

from which the theorem follows. [J

Corollary 9.22. The limit
lim ch(A;) = ch(PoApyPo) € A(B)
t—oo

holds with respect to each C*-norm on compact subsets of B.

The above corollary is equivalent to the McKean-Singer theorem when B
is a point. In that case, a family of Dirac operators is just a single Dirac
operator D on a Clifford bundle £ — M and the superconnection A equals
D. The Chern character of the index bundle ind(D) is just a sophisticated
name for its dimension, which is the index of D in the usual sense. On the
other hand, we see that Str(e“‘f) is nothing but Str(e‘toz), which by the
McKean-Singer theorem equals the index of D.

‘We will now prove an infinite-dimensional version of the transgression for-
mula, which gives an explicit formula for a differential form whose differential
is the difference ch(A;) —lim,_,  ch(A;).

Theorem 9.23. Let D be a family of Dirac operators such that ker(D?) has
constant dimension. The differential form

dAs a2

alt) = su( -

) € A(B)

satisfies the estimates
le(t)]le < C(e)t=3/2
on compact subsets of B, for all C*-norms, and

o0

ch(A;) = lim ch(A;) +d a(s)ds

t—o0

ch(PoAy Po) +d / o(s) ds.
t

Proof. It is clear that the formula for ch(A;) —lim,_,  ch(A¢), known as the
transgression formula, is an immediate consequence of the estimate on (t)
as t — oo.

The proof of the estimate on «a(t) is again much the same as that of Theo-
rem 9.7, except that the estimates are all rewritten in terms of the kernels of
the operators in question. Since

dA¢ — ( 'l,)A[,]
dt 2t1/2 Z GHD)/2
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and Ap € My, we see that if K(t) : (0,00) — I'(B,K(£)) is a family of
kernels such that K(t) = O(t™*), then

dAt D
K(t) 2473

Furthermore, the proof of Theorem 9.19 showed that

e~Ra o]  |o@Y?) O@~1/?)
0 o‘ ’0(7:—1/2) o) |

K(t)=0(t=°"%?).

e—t(S(_ (.7:) —

It follows that c(t) is the supertrace of

1 o o] |oEV?) o@=*? O(t=3%2) 0O@t=3/?)

2t172{0 D| |o@t~Y?) O(t™Y) oY)y o@=3?)|
Since only the diagonal blocks contribute to the supertrace, this proves the
theorem. [

+0(t™%/?) = ]

In the next chapter, following Bismut, we will construct a superconnection
A for the family D of Dirac operators associated to a Clifford connection, such
that as t — 0,
a(t) = O(t~2).
From this will follow the existence of a limit lim,_,, ch(A;), which can in fact
be calculated explicitly, and the following analogue of (9.2):

lim ch(A;) — ch(Vo) =d /
t—0

Let R € I'(B,K(£)) be a smooth family of self-adjoint smoothing opera-
tors, such that each operator R* is odd. Consider the perturbed family of
Dirac operators

(9.4) D + R € I'(B,End3(€)).
If we square D + R, we obtain
(D+ R)?=D?+ (DR + RD + R?).

Since D? is a smooth family of generalized Laplacians and DR + RD + R? is
a smooth family of smoothing operators, we obtain the following lemma.

Lemma 9.24. The square of the operator D + R has the form H = Hy+ K,
where Hy is a smooth family of generalized Laplacians and K is a smooth
family of smoothing operators.

There is no difficulty in extending the results in Sections 2 and 3 to the more
general case where the family D of Dirac operators is everywhere replaced by
a family D + R of the form discussed above. In particular, the vector space
ker((D + R)?) is finite-dimensional for each z € B, the index of (D + R)*?

ind((D + R)?) = dim(ker™((D + R)?)) — dim(ker™ ((D + R)?))
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is independent of z € B (and equals ind(D?), by the homotopy invariance of
the index). As in Proposition 9.20, we can also prove that if the dimension
of ker((D + R)?) is constant for all z € B, then the Green operator G =
(G% | z € B) of D + R depends smoothly on z, in the sense that if X is a
family of smoothing operators, then XGr and GrX are families of smoothing
operators.

Note that a superconnection A adapted to D + R will have Ag) = D + R,
and hence cannot be a differential operator when considered as an operator
on (M, m*AT*BQE® |A,r|1/ 2). Thus, we will allow a superconnection A for
D+ R to be the sum of a differential operator on A(B, m.€) = I'(M, m*AT*B®
£ ®|Ar|) and an element of A(B,Endp(£)). This does not cause any change
in the wording of the analogues of Theorem 9.17 and 9.19 for D + R, nor in
the estimates required in their proof.

First we have the analogue of Theorem 9.17.

Theorem 9.25. Let D+ R be the sum of family of Dirac operators D and an
odd self-adjoint family of smoothing operators R. Let A be a superconnection
for the family D + R.

(1) The differential form ch(A) is closed.

(2) If Ay is a one-parameter family of superconnections on the bundle m.&,
then
d dA, _x
= ch(A,) = ~dz st ( e )
Thus, the class of ch(A,) in de Rham cohomology is a homotopy invariant
of the superconnection A.

(3) In particular, the class of ch(A) in de Rham cohomology depends only on
the homotopy class of the Dirac operator D.

Next, we have the analogue of Theorem 9.19.

Theorem 9.26. Assume that ker((D + R)?) has constant dimension for z €
B.

(1) The vector spaces ker((D + R)?) form a smooth vector bundle ker(D + R)
over B.

(2) The limit
lim ch(A;) = ch(ker(D + R)) € A(B)

t—o0

holds with respect to each C*-norm on compact subsets of B. O

We could also state the analogue of the transgression formula, but since
we will not make use of it, we leave its formulation to the reader.
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9.4. The Equivariant Index and the Index Bundle

In this section, we will consider the special case of a family of Dirac operators
on a bundle M — B with compact structure group G. We will see that
the Chern character of the index bundle may be calculated using the Kirillov
formula (Theorem 8.2). This section is not needed to understand the rest of
this chapter or the next.

Let N be a compact Riemannian manifold with an action of a compact Lie
group G. Let E be an equivariant Hermitian Clifford bundle over N, with
equivariant Clifford connection V¥ and associated Dirac operator Dy acting
on I'(N, E). Then ker(D}) and ker(Dy) are finite-dimensional G-modules;
we will denote the actions of G and of its Lie algebra g on ker(Dy) by pn.

Let P — B be a principal bundle with structure group G, and let M =
P xc N be the associated fibre bundle, with base B and typical fibre N.
We also form the associated bundle £ = P x¢g E, which we consider to be a
bundle over M; thus, £ defines a family of bundles (£, — M, | z € B). A
section of £ is a G-invariant section of the pull-back of E to P x N, that is a
section ¢ € I'(P x N, E) such that

¢(pg,97'z) = g7 *¢(p,z) forpe Pandz € N.

The operator Dy acts fibrewise on I'(P x N, E) and preserves the subspace
of G-invariant sections. Thus Dy induces a family of Dirac operators D =
(D* | z € B). It is clear that in this special case the vector space ker(D*) has
constant dimension, and that the superbundle ker(D) over B is induced by
the Zs-graded G-module ker(Dy):

ker(D) = P x g ker(Dy).

Using the Riemannian structure on N, we identify |Ay|'/2 with the trivial
line bundle. Let 6 = 3, 6°X; € A'(P) ® g be a connection one-form on the
principal bundle P — B, with curvature two-form Qp € A%(P, g)bas. Since
7€ is an associated vector bundle P xg I'(V, E) with infinite dimensional
fibre, we deduce from the connection 6 on P a natural connection on the
bundle m.& — B. If LZ(X;) is the action of the Lie algebra element X; € g
on I'(N, E), we see that

V™f =dp+ Yy 6LE(X,)
i

on G-invariant sections.

The following lemma follows from the obvious fact that V”+€ preserves
the bundle ker(D), which itself follows from the fact that £Z(X;) preserves
ker(D N)-

Lemma 9.27. The projected connection Vo on ker(D) may be identified with
the connection on P X ker(Dn) associated to the connection one-form 6.
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Denote by ch(ker(D)) the Chern character of ker(D) with respect to the
connection V. It follows from this lemma that the Chern character form
ch(Vy) is given in terms of the representation py by the formula

ch(Vp) = Str(e=#N(@2)),
Denote by I the G-invariant analytic function on g given by the formula
I;(X) = indg(e™*,Dy).

The equivariant Chern-Weil homomorphism ¢y maps the equivariant de Rham
complex (Ag(N),dg) to the deRham complex (A(M),d). On C[g]€, it coin-
cides with the ordinary Chern-Weil homomorphism, that is, & — a(Qp), and
maps into the space of basic forms on P, which may be identified with forms
on B. It follows that

¢o(I5) = Str(e™PN(?P)) = ch(ker(D))

The vertical tangent bundle T'(M/B) of M may be identified with the
associated bundle PxgTN. It has a connection V¢, obtained by combining
the Levi-Civita connection on T'N with the connection on the principal bundle
P as in Section7.6. Let RM/B be the curvature of the connection VN4,

Denote by A(M/B) the A-genus of the connection VN0,
| : RM/B /2
A(M/B) = det'/? | ——12—) .

(M/B) = de (sinh(RM/B /2)>

To simplify the discussion, we will assume that N has a spin structure
with spinor bundle S(N), and that E = W ® S(N) for some G-equivariant
Hermitian twisting superbundle W with connection VW. Let W = P xg W
be the corresponding Hermitian superbundle over M. Given a connection on
W, we obtain a connection V"V on W; denote by ch(W) the Chern character
form of the connection V":

ch(W) = Str(exp(—F™)).

The differential form A(M/B)ch(W) is a closed differential form on M,
whose integral over the fibres of M/ B is a closed differential form on B.

Proposition 9.28. The Chern character of the connection Vo on the index
bundle ker(D) is given by the formula

ch(Vo) = (2md)~ 4im(N)/2 / A(M/B) ch(W).
M/B
Proof. The proof is based on the Kirillov formula of Chapter 8:

I (X) = (2mi)~ dim(N)/2 /N Ag(X,N) chy(X, W),
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where Ag(X,N) and chy(X, W) are equivariant characteristic classes given
by the formulas

sinh(RY (X)/2)
chy(X, W) = Str(exp(—F}" (X))).

leEI(X:J\/')==detl/2( RY(X)/2 )

By Proposition 7.38 (2), we see that the Chern-Weil map ¢g : Ag(N) —
A(M) sends these equivariant characteristic forms to the corresponding char-
acteristic forms of the associated bundles:

$o(Ag(N)) = A(M/B),
¢o(chg(W)) = ch(W).

The result follows from the formula f,, /B %6 = 60 Iv- O

We will see in Chapter 10 that the above formula for ch(ker(D)) holds in
cohomology for any family of Dirac operators. We will also show that the
local version of the family index theorem implies the local Kirillov formula.

9.5. The Case of Varying Dimension

In this section, following Atiyah and Singer, we will show that the index bundle
of a family of Dirac operators over a compact base B may be represented as
the formal difference of two vector bundles, even without the assumption that
ker(D) has constant dimension.

Let us start by recalling the definition of a difference bundle. This is
an equivalence class of superbundles on a manifold B, with respect to the
equivalence relation that £ ~ F if there are vector bundles G and H such that

EtOG=FroH;
EEDOGEF DH.

The class of £ is denoted by [£¥] — [£7] and is called the difference bundle
of £. If G is a vector bundle, we will associate to it the difference bundle
[g] - [0].

If B is compact, the difference bundles forms an abelian ring K (B) called
the K-theory of B. The sum in this ring is induced by taking the direct sum,
and the product by taking the tensor product, of superbundle representatives.
It is easily verified that the additive identity is the zero bundle, the multiplica-
tive identity is the class of the trivial line bundle, which we will denote by [C],
and the negative of [E+] — [£7] is [7] — [€*]. We will not give any further re-
sults about the ring K(B): as explained in the introduction, our emphasis in
this book is on explicit representatives, by superbundles or differential forms,
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rather than the classes that they represent in K-theory K(B) or de Rham co-
homology H*(B). We do note, however, that the Chern character defines a
homomorphism of rings from K (B) to the de Rham cohomology H*(B) of B;
this follows from the fact that the Chern character vanishes on superbundles
of the form G&® G. In fact, this map may be shown to induce an isomorphism
of K(B) ® C with the even de Rham cohomology, by the Atiyah-Hirzebruch
spectral sequence.

If ker(D) has constant dimension, we have defined the index bundle to be
the difference bundle represented by ker(D). Since M is compact, there is a
positive € such that Uy = M for 0 < A < e. It follows that ind(D) is also
represented by Hjo x) for 0 < A < &. Motivated by this, we would like to define
ind(D) in such a way that when restricted to Uy, it has the superbundle Hg,x)
as representative. The following lemma shows that this approach is consistent
on UyNUy, for 0 < A < p.

Lemma 9.29. If0 < X < u, then the difference bundles represented by Hp,x)
and M, ) are equal.

Proof. By the isomorphism
Hiouy = Hion) & Hirp)
we see that we must prove that on Uy N U,
+ o~
Mo = Houw

On the bundle ’H(*:\ ) the operator (D*)*D* = D™D™ has spectrum lying in
the interval (), i), and hence is invertible (an explicit inverse is given by the
Green operator G). It follows that the operator

+ .t -
D™ Hivw — Howw
induces the desired isomorphism of bundles. O

‘We will show that if B is compact, there is a difference bundle of the form
[€] = [CN] which when restricted to Uy is equivalent to the difference bundle
Hjo,»). This will show that ind(D) may be considered as an element of K(B).
We will also generalize Theorem 9.19 to give a formula for the Chern character
of ind(D) in the general case.

‘We make use of the simple observation that if D is a family of Dirac oper-
ators such that ker(D™) vanishes, then

dim(ker(D?)) = ind(D?),

and is thus independent of z. Thus, one way to perturb a family so that
its kernel ker(D) becomes a vector bundle is to modify it in such a way as
to ensure that D is surjective for each z, and hence that D™ has vanishing
kernel. This is not difficult if we permit ourselves to perturb D* by a family
of smoothing operators.
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We introduce the trick of replacing M by an enlarged version M’ = MUB,
obtained by adding one point p, to each fibre M, of M — B. Similarly, we
replace £ by the bundle &', which coincides with £ over M and whose fibre
over the point p, is a constant vector space V with V+ = CN and V- =0.
Note that 7,.£’ is isomorphic to m.& & (B x CN ), so that

[(B,mE&') 2 T(B, &) ® C®(B,CY).

The family D of Dirac operators corresponds in a natural way to a family of
Dirac operators on the family of vector bundles £’ — M'.

Let ¢ : CN — I'(B, m,£) be a linear map from CV to I'(B, m.£~). Let v;
be the sections of m.£~ corresponding to the basis vector e; € CV. We define
a family of smoothing operators Ry € I'(B,K(£’)) on the vector bundles
&' — M’ by the formulas

Ry¢p =) e(¥s,¢), for ¢ €T(B,mE) CT(B,mE),
Rye; = ;.

It is easy to see that Ry, is odd and symmetric. We define Dy, to equal D+ Ry,
given explicitly by the formula

N N
D (¢ Z; wie;) =D*g+ Zl wit,

N
D;(4)=D"¢® > (v $)es,
i=1
for ¢ € I'(B, m.&1) and I'(B, m.£ ™) respectively, and u; € C°°(B). We thus
have a family (D,'Z)z of the type described in (9.4).
In order for ker(D;) to vanish, we must demand that D;,j is surjective for
all z € B. The following lemma shows how to choose suitable ;.

Lemma 9.30. There exists an integer N and a map 1 : CN — I'(B,m,.E7)
such that the map (Djl: )# is surjective at each point in z € B.

Proof. By Proposition 3.48, we know that
ker(D;) ® Df [T(M., € ® |A|"/?)] = T(M.,E; ® |AL|"/?)

at each point z € B. We need to construct a collection 1; of sections of 7.E~
such that at each point z € B, the projection onto the vector space ker(D}')
of the sections 7 span it. We proceed as follows.

Given zy € B, we can find a A > 0 such that zy € Uy, a ball U(2) C B
around 2o and sections ¢; € I'(U(z), m&) such that for every z € U(z) the
elements ¢# form a basis of (H[B’ A))z. If x € C(U(zp)) is a cut-off function
on U(zp) equal to 1 around 2o, the sections x(z) ¢Z can be extended to smooth
sections of the bundle 7€ on B. Thus, for each zg € B, there exists a A > 0,
an open set V(zg) C U(z) and sections v; € I'(B, m&) such that 97 span
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(’H[B‘ )\))z, and hence their projections onto the vector space ker((D™)?) span
this space, for z € V(zp). Since B is compact, it is covered by a finite number
of sets V(20), and we may take for (1;) the union of the sections 17 for just
these sets. [

" If X is a positive number, let Uy, be the open subset of Uy consisting of
those points z € Uy such that the composition of

P
cV¥ 2 (me7), 22 (Hpow),

is surjective. If A; is the smallest non-zero eigenvalue of (D*)2, then z is in
Uy if A < A1. Thus, B is covered by the open sets {Uxy | A € R}.

Proposition 9.31. (1) Ify satisfies the conditions of Lemma9.30, we have
the short exact sequence of vector bundles on Ul 4,

P[o POY::D!

P, Dy
0 — ker(Dy) ——— Hjf ,, & (B xC") N7y, Higxy — 0-

Thus, over Uy, the difference bundles [ker(Dy)] — [CN] and Hp ) are
equivalent.

(2) The difference bundle [ker(Dy)] — [CN] of K(B) is independent of the
choice of map 1 : CN — I'(B,m.E™) satisfying Lemma9.30.

Proof. Let us show that the bundle map
Pp,») ©1:ker(Dy) CméET @ (B x CV) = Hjf \ @ (B x CN)

is injective. Indeed, if (¢, u) € ker(Dy) lies in the kernel of this map, then we
see that u = 0, and hence that ¢ € ker(D). However, the projection P ) is
the identity on ker(D) if A > 0, and hence ¢ = 0.

The bundle map

Po,Dy H[“g,/\) ®(BxCV)— Hig )

is surjective by the definition of U 4.
The composition of the two maps

{o &1 Pio, 2Dy
—_—

ker(Dy) C mE' @ (B x CV) —2— Hif |, & (B x CV)

Hioo
is the bundle map from ker(Dy) to Hig,»y Which sends (¢,u) € ker(Dy) to

Pio,x)(DPyo,x)9) + Poy¥(u) = P,y (D + 9% (u)) = PoxDy(9,u),
which vanishes, since (¢, u) € ker(Dy). Thus, we see that

[0 2)®1 Pio,»)Dy
—_

0 — ker(Dy) ——— Hjf ;) & (B x CV) Higay — 0

is a complex. Let us show that it is a short exact sequence. If ¢ € (’Hﬁ; A))
and u € CV are such that P o 5, (D%¢ + ¥*(u)) = 0, then there exists an
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o € (m&T), such that Pj, N = 0 and (D)*¢ + ¥*(u) = (D")?*a. Thus
(¢ — o, u) € ker(Dy,), and its image by P,y is our element (¢, w).

It remains to prove the independence of this construction from the map
% : CN — (B, mE™). Consider another map ¢ : C¥ — (B, 1,£~ ). The
bundle ker(Dy,) may be identified with a subbundle of ker(Dyed,) by sending
($,u) € (mET), ®CY to (¢,u,0) € (mE), ®CY @ CN. Consider the
sequence of bundles

0 — ker(Dy) — ker(Dygg) — (B x CV) — 0,

where the last arrow maps (¢, u, @) € ker(Dygy) to @ € CN. This sequence is
exact at each point z € B. To see this, choose @ € CN. The surjectivity of D,
implies that there exists u € C" and ¢ € 7.&, such that ¢(@) = D+ (u). [j]

Using this proposition, we may define the index bundle of any family of
Dirac operators on a compact base.

Definition 9.32. The index bundle of a smooth family of Dirac operators
over a compact base B is the virtual bundle

ind(D) = [ker(Dy)] - [C],
where 1) is chosen as in Proposition 9.31.

We can now prove a generalization of the McKean-Singer formula to su-
perconnections associated to families of Dirac operators.

Theorem 9.33. Let A be a superconnection on the bundle 7,& for the family
D. Then the cohomology class of ch(A) is equal to the Chern character of the
index bundle ind(D).

Proof. Unlike in the case where ker(D) had constant dimension, the differen-
tial form Str(e‘“‘(“z)) may have no limit as ¢ — oo when the dimension of
ker(D) is not constant. However, we may replace the family D over M — B
by a family Dy, over M’ — B such that ker(Dy) is a vector bundle.
Let A be a superconnection for the family D, and transfer the operators
Ap;) to operators on A(B,T.E'). Let A, denote the superconnection A + &Ry,
for the family D + eRy. Applying Theorem9.25 to the one-parameter family
A, we see that the cohomology class of the differential form

ch(A,) = Str(e~A?)
does not depend on €. For ¢ = 1, we know by Theorem 9.26 that ch(A,)
represents the cohomology class of ch(ker(D¢)) the Chern character of the
vector bundle ker(Dy). Taking € = 0, we see that
ch(Ao) = ch(A) + N € A(B).

It follows that ch(A) and ch(ker(D,)) — N represent the same class in coho-
mology, from which the theorem follows. [J
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9.6. The Zeta-Function of a Laplacian

In this section, we give an application of the existence of the asymptotic
expansion for the heat kernel: the construction of the zeta-function of a gen-
eralized Laplacian and the definition of its renormalized determinant. This
construction, applied to a family of Dirac operators, is used in the theory of
determinant line bundles, which we will describe in the next section. The
reader only interested in the family index theorem may omit the rest of this
chapter.

If f € C*(0,00) is a function on the positive real line (well-behaved at 0
and oo in a sense which we will describe shortly) the Mellin transform of
f is the function

M[f](s /f t)t*~1 dt.

Lemma 9.35. Let f € C®(0,00) be a function with asymptotic expansion
for small t of the form

F@&)~ Y fith? + glogt,

k>-n
and which decays exponentially at infinity, that is, for some A > 0, and ¢
sufficiently large,

|f(t)| < Ce™®.
Let ~ be the Euler constant. Then

(1) the Mellin transform M(f] is a meromorphic function with poles contained
in the set n/2 —N/2;

(2) the Laurent series of M[f] around s = 0 is —gs™! + (fo — vg) + O(s).
Let h € C*®(0,00) be a function with asymptotic expansion for smallt of

the form
h(t)~ Y hit??,

k2>-n

and such that for some A > 0, and t large,
|h(t)| < Ce™®A.
Then f(t) = ft°° h(s) ds satisfies the above assumptions.

Proof. Choose Re s large, and split the integration over [0, c0) into the inter-
vals [0,1] and (1, 00):

(s)MIf)(s) = fo f&) e dt+ /1 “ e d
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The second term, the contribution of the integral at infinity, is clearly entire,
by the exponential decay of f(t) as t — o0o. The first term may be expanded
in an asymptotic series, and then integrated explicitly, term by term:

/ f t)ts—-ldt__ ka/o tk/2+s ldt

k<K

1 1
+g / (logt)ts~tdt+ [ O@tK/2+s—1) gt
0

=2
k<K
where r(s) is holomorphic in the rlght half plane Res > —K/2. Since the
inverse of the Gamma funct10n I‘( )~ is entire, (1) follows.
Since I'(s) ™! = s + vs% + O(s3), it follows that M[f] has the Taylor series
around s =0

s + k/2 32 T(S)’

—gs~1 + (fo —19) + O(s),
proving part (2) of the lemma.
If h is as in the statement of the lemma, then to show that ft h(s) ds has
an asymptotic expansion of the required form, we write, for ¢ small,

f(t)—/t Z hksk/2 ds—/( thsk/z) ds
/(h(s) ths"/2 ds+/ h(s)ds

k<0
from which we obtain
Z —= k21 _p_, logt+ec,
N k/ 2 + 1
where c is the constant

e= > k/gil /(

{k<0]k#—2}

z:hksk/2 ds+/ h(s)ds. O

k<0

If we define LIM;_, f(t) to equal fo—~g, where fy and g are the coefficients
of t° and logt in the asymptotic expansion of f, we see that part (2) of the
above lemma implies the formula

d

=] _ M =Lm £,

We will call LIM;— f(t) the renormalized limit of f(t) ast — 0.
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If H is a self-adjoint generalized Laplacian on a compact manifold M and
A is a positive real number, the zeta-function of H is the Mellin transform

o0
¢(s, H,2) = M[Tx(PaoeyeH)] = F(l?) / T (P ooye )t dt,
0

where Py o0 is the spectral projection associated to H onto the eigenvalues
lying in (A, 00). This function equals Tr( Py o) H~*) for s > n/2, where n is
the dimension of the manifold M.

As an example, consider the scalar Laplacian —d?/dt? on the circle, with
eigenvalues {0,1,1,4,4,...,n%2,n2,...}. If0 < XA < 1 and s > 1/2, we see
that

2 [ o] fo'e) 2 [o ¢]
¢(s, H,\) = F_(s—) ZI/O ettt gt = 22n"23 = 2¢(2s),

n=1

where ((s) is the Riemann zeta function.

‘We can understand the behaviour of the zeta-function as a function on the
complex plane by means of the Minakshisundaram-Pleijel asymptotic expan-
sion of the heat kernel.

Proposition 9.35. The function (s, H,)\) possesses a meromorphic exten-
ston to the whole complez plane, and is holomorphic at s = 0.

Proof. Ast — 0, we have

m
’I‘r(P(,\,oo)e‘tH) = Tr(e_tH) — Ze_t’\"
k=0
oo
~ Z t"ak,
k=-n/2

where Ao < .-+ < A < X are the eigenvalues of H lying in (—o0, ], enu-
merated according to multiplicity. The fact that Tr(P cc)e™*#) decays ex-
ponentially fast as ¢t — oo has been proved in Lemma2.37. O

Denote by (’(s, H, \) the derivative of (s, H, A) with respect to s. Follow-
ing Ray and Singer, we define the zeta-function determinant of a gener-
alized Laplacian H for which 0 is not an eigenvalue to be

det(H) = e~¢'(OH:0),

This definition is motivated by the fact that if H is a positive endomorphism
of a finite dimensional Hermitian vector space V', and

(s, H) = M[Tx(e )] = Tr(H ™),

then ¢’(0, H) = — log det(H). The zeta-function determinant of a generalized
Laplacian H is a renormalized determinant adapted to the class of generalized
Laplacians.
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If H is a self-adjoint Laplacian, let 0 < A < p, andlet A < A < --- <L
Am < i be an enumeration of the eigenvalues of H lying in the interval (A, p].
The following result is clear.

Proposition 9.36. The zeta-function of H satisfies the formula

C(s, HN) =C(s, Hyp) + YN,

i=1

and hence its derivative at s = 0 satisfies the formula
¢'(0,H,\) = ¢'(0, H, ) Zlog)\

In the following proposition, we calculate the variation of the zeta-function
¢(s,H?,]) of a family H? of positive generalized Laplacians on M with res-
pect to the parameter z. We work on the set Uy where X is not an eigenvalue
of H=.

Proposition 9.37. Owver the set Uy, the derivative with respect to the pa-
rameter z of the zeta-function of a family of generalized Laplacians is given
by the formula

8¢(s,H*, )
0z

Proof. Using the method of Lemma 9.34, it is not hard to show that the deriva-
tive 8¢ (s, H*, \)/0z of the zeta-function is meromorphic. Thus, we may argue
at large Res, where both sides of the formula are given by convergent inte-
grals. If we differentiate the expression

1 * H* 1
(o ) = g7 [ T (e e

= —sM[Tr(Pg o0)0- H* (H?)"Te™*H7)].

for the zeta-function with respect to z and apply Corollary2.50, we obtain
that

9. 5)
PP 9 (s, 17,3 = M [t T (P§ 00)0:He™7)] + M[Tr(8,Pp, oye 7).
Since P = P(’f\, o) is a projection, Leibniz’s rule shows that
0,P = PJ,P + 9,PP;
multiplying on the left and right by P, we see that P3,PP = 0, so that
0,P = P(9,P)(1 - P)+ (1 - P)(8,P)P.

Thus the second term on the right-hand side of (9.5) vanishes. On the other
hand, integration by parts shows that in general,
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M[tf] = —sM[f],

so that the first term can be rewritten in the desired form. [

The following theorem is the analogue for the zeta-function determinant of
the formula

8 z\ z z\—1
b—;logdet(H ) =Tx(8,H*(H*)™)

for the variation of the determinant of a family of operators H, on a finite-
dimensional vector space.

Proposition 9.38. If H? is a family of generalized Laplacians on a compact
manifold M, then over the set Uy,

a z
5,8 (s=0,H" ) =-LIM Tr(P{, 00)0-H* (H?) e~ 7).

Proof. To apply Lemma 9.34 (2), we must show that
Tr (P}, o) 0-H* (H*) e~ *H7)

has an asymptotic expansion. Consider the asymptotic expansion

o0

Tr(Ph e ) ~ S an(2) sk,
k=-n/2

Recalling from the proof of the previous proposition that
8; Tr(Pf, oye™*7") = =8 Tx(P} o) 0-H? ™),

we see that Tr(P2% _.8,HZ%¢~*H") has an asymptotic expansion of the form
(Mo0) ,

o0
’I‘r(P(z,\,oo)asze“SHz)N-— Z 8,ay s*71.
k=—n/2

Thus, we can apply Lemma 9.34 to conclude that
(o ] z z
/ Tt (P}, o) 0z H?e™*H") ds = Tr(Pf, o) 0. H* (H?)te™")
t

has an asymptotic expansion. O
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9.7. The Determinant Line Bundle

Using the results of the last section, we will now define the determinant line
bundle associated to a family of Dirac operators, its Quillen metric, and its
natural connection. It is helpful, however, to see first how the theory looks in
finite dimensions.

Let H = H* & H~ be a finite-dimensional superbundle over a manifold B,
such that that dim(H*) = dim(H~) = m. The map

A™DY A™MHT — A™H™
is a smooth section of the determinant line bundle
det(H) = (A™HT) ' @ A™H™,

called the determinant of DF, which we denote by det(Dt). The section
det(D™) vanishes at precisely those points where D* is not invertible. In
particular, if DT is everywhere invertible, the section det(D™) defines a triv-
ialization of the line bundle det(7), since it is nowhere vanishing.

Let V* be a connection on the bundle H which preserves the decomposition
H = H* @ H~; it induces connections V4et(*) and VE(H) on the bundles
det(H) and End(H).

Proposition 9.39. The section det(D%) satisfies the differential equation
véet(M) det(D¥) = — det(DF) Tryp+ (D)1 VER( DT,

Proof. We may assume that B is an open set on which H has been trivialized,
H* = U x H*, so that V = d + w, where w = w* @ w™. In this frame, the
connection V4€t(*) is given by the formula d — Str(w). If we replace D* by a
small perturbation Dt 4+ £6D™, where 6D € T'(B, Hom(H*, H™)), we see that

det(D* +&6D*) = det(DT (1 +¢(D1)"16DT))
= det(D*) det(1 +¢(D1)16D"))
= det(D*) + edet(DT) Tx((D*)"16D*) + O(e?),

where we use the fact that

d
o det(1l + eA) = Tr(A).

From this, applying the sign rule for graded tensor products, we see that
Vet det(D*) = — det(DH)Try+ (D7) ~1dDT) — Str(w) det(D™).
On the other hand,
Try+ (DF)"1VERMIDH) = Tryyy (DF)~1(dD + w™ Dt + DFw™))
= Try+ ((D+)'1dD+) + Str(w). O
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We will now show how to define a determinant line bundle using a family
of Dirac operators D parametrized by a base B. Recall that if £ and F are
two vector bundles, then

det(€£ & F) = det(€) @ det(F).

Let 0 < A < u be a pair of positive real numbers, and consider the decompo-
sition

Hiowy = Ho.x) & Hoap
over the open set Uy N U,. From this, we see that

det (Ho,u)) 2 det(Hpo,n)) ® det(Ha,p))-

Denote by Dy, the Dirac operator restricted to H(y,). The line bundle
det(H(x,y) over Ux N U, is trivial, since it has a nowhere-vanishing section
det(D ) Thus, the line bundles det(Hp,»)) piece together to form a line
bundle over all of B, called the determinant line bundle associated to
the family of Dirac operators D and denoted by det(7.&,D); to a section s €
I(UxNUy, det(Hyo,x))) , we associate the section s®det(D(,\ ”)) of det(Hp,))-

We have assumed that the vector bundle £ has a Hermitian metric, and
hence that m,£ has a metric too, given on sections s, and t, € m.&, =
T(M;, €, ® |Ar['*) by

[ (sato) oD,
TEM,

We would like to define a natural metric on the line bundle det(m.&, D). From
the metric on m.&, we obtain a natural metric on each of the vector bundles
Ho0,»), which is known as the L2%-metric. It follows that each of the line
bundles det(Hp,)) has a natural metric, which it inherits from the metric on
Hio,») in the natural way. However, the metrics on the bundles det (’H[o)‘))

and det (’H[O’ ,L)) over Uy N U, are not equal, and they differ by a factor equal
to

|det (D),

where the metric is the L2-metric on the trivial line bundle det(Hy,,))-

The family of generalized Laplacians D~ D" on m,E* consists of self-adjoint
operators, since (D¥)* = D™. The following lemma. is clear.

Lemma 9.40. If A <\ < --- < A\ < 1 are the eigenvalues of D™D lying
between A and u, then

m
|det (D}, )| = [T\

=1
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By choosing local trivializations of the bundles M and £ over B, we see
that the zeta-function of the family D™D is a meromorphic function of s with
smooth dependence on z € B. By Proposition 9.36, its derivative at s = 0
satisfies the formula

m
¢'(0,D7D*,2) =('(0,D7D*, 1) - 3 "log A
=1

From this, we easily see that the metric
|-lg = e~ @070/

on the line bundle det(’H[o, ,\)) agrees with the corresponding metric on the
line bundle det (’H[o, #)), and hence all of these metrics patch together to form
a metric on the line bundle det(7.&, D), which is the Quillen metric.

If the family D has index zero, then dim('H?&)A)) = dim('H[B’,\)) for all
A > 0, and so that it makes sense to speak of the section det(D[*(;, ) of the
determinant line bundle det('H[o, ,\)) over the set Uy. Since

det(DiS,u)) = det(DfS’A)) ® det(Da,“)) e (UxN Uy, det(Hp,w)),

we see that these sections patch together to give a section det(D™) of the line
bundle det(7.&, D).

Proposition 9.41. Let D be a family of Dirac operators of index zero on a
vector bundle £ over the family of manifolds M — B. There is a canonical
smooth section det(D™) of the determinant line bundle det(m.&,D), which
vanishes precisely where D is not invertible. The section det(D%1) satisfies
the formula

det(D%)|o = det(D~ D)2,
Q

where by det(D"DT) we mean the zeta-function determinant e=¢ (©:0707.,0)
of the symmetric Laplacian D™DY. (This is the analogue for Dirac operators
of the formula det(A*A) = | det(A)|? in finite dimensions.)

We will now define a natural connection on the determinant line bundle
det(m.€, D), compatible with the Quillen metric. To do this, we need a unitary
connection V™€ on the bundle 7,&, for example, the one defined in Section 2
from connections on the bundle M/B and on the Hermitian vector bundle £.

From the connection VI = Py \yV™€ Py 5y on Hjp 5y, We obtain a con-
nection on det(Hj,)) compatible with the L%-metric, which we denote by
vdet(H[O,A)) .

The operator D(y,00) = P(),00)D over the open set Uy has the property
that the bundle ker(D(x o)) equals Hjo,x). We may define a superconnection
associated to the operator D) o) by the formula

Ay =D ooy + V€,
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and its rescaled version
Ays = 31/200‘,00) + V™€,

Define two differential forms a* (s, \) € A(B), given by traces over 7.+ and
m.E " respectively:

OA),s _p2 1 _
ai(s, )\) = r]:‘I‘,‘.mg:h (—as—se AA.B) = 231/2 Tr1r.£* (D()\,oo)e Ai,s)'

Lemma 9.42. The one-form components of the differential forms at(s,\)
and a~(s,\) satisfy
a+(s,)\)[1] =a” (s, )‘)[1])

and have asymptotic expansions for small s of the form
:t(s )\ [1] Z sk/2 i

Proof. To see that at (s, A)y) = &~ (s, A)[1), we use the facts that D* = D and
that V™+¢ respects the metric on 7,£.
The one-form component of a*(s, ) is equal to

1 —sD2 _g1/2[gTeE
ai(s,)\)[l] =§'317Tr1r.£:h (D(A,oo)e M et i ’D(’\'°°)])

= —% 'I‘l‘,r.g:h (D(A,oo) [VW‘E, D()‘,oo)]e—SD?*v“))
= —% Tr‘;r,Ei ((1 — PLO,A))D:F [v‘lr..‘." D:i:]e__sDz),

(1]

since P(x00) (V™€ P(5,00)) P,00) = 0. The result now follows from Propo-
sitions2.46 and 2.47, which give asymptotic expansions for Tr(DP;) and
Tr(K P;) at small ¢ respectively, where P; is a heat kernel, D is a differential
operator, and K is a smoothing operator. [

By Lemma9.34, we conclude that the functions ft *(s, M)y ds have
asymptotic expansions for ¢ small. Let

o0
Bt =2 lt_ll\él/ ot (s, Nz ds € AN(B).
—PJt
The sum B} + G5 is real, while the difference B — By is imaginary.
Lemma 9.43. d¢’(0,D™D%,)) = —(8} + By)

Proof. Using the formula [°e™*# ds = H~le™*H, we see that

B =—LIM fn,, £+ (Pproo)D " [V™E,DT]e™*P") ds

t—0

=-LIM 'Ihr.s+ (Pia,00)D~[V™+€,DF](D~D*) "'et270%),



308 9. The Index Bundle

and

o
By =— It_”\él/ Trr, e- (P()\’OO)D-’-[VW"E, D—]e—soz) ds
Y Jt

o0
=LIM / Trp e+ (P()\,oo) [V""g, D_]D+e~302) ds

t—0 J,

= LIMTrr g+ (Pa,ooy[V™4,D7IDT(D™DY) ‘1e—to—o+) .
Adding the one-forms ﬁf and B; together, we obtain
5 + 65 = LM Trr e+ (o[ V™4, D7D¥](D7D7) Te770"),
The lemma follows immediately from Proposition9.38. [

We can now define the connection on det(m.&, D). On det(H(o x)), we take
the connection
vdet(H[o.A)) + IB;\*‘

Lemma 9.44. The section det(Da’ “)) 1s parallel with respect to the connec-
tion VIetowm) + (BF — BY) on det(H(x,y))-

Proof. Observe that

A -1p~— by +
(Dfi ) VA, D 1] = (05, DE ) 75w [V, D -
By Proposition 9.39 applied to the bundle H = H, ,), we see that
+ A
vaetTom) det(D, ,)) = . (det(DF, ) (06, )7 [V, D))
= —det( o) (B —BY)- O

The connection V4et(*.) on det(Hjo,)) is the tensor product of the
connections V4et(*on) and Vdet(Houwm):

Vdet("‘i[o,“)) — vdet(H[O,A)) ® 1 + 1 ® vdet(H(,\,“)).
Lemma 9.44 now shows that the connections
Vdet(?—t[o’,\)) + ﬁ;- and Vdet(ﬂ[o,u)) + ,52-

on the line bundles det(Hjo,»)) and det(Ho,,)) agree over the set Uy N Uy,
when we identify these two bundles by multiplying by the section det(th\’ “))
of det(H,,,))- Denote the resulting connection on det(m.&, D) by Vdet(m=£.D),

Proposition 9.45. The connection V9t (™E.D) i compatible with the Quillen
metric | - |g on det(m.&,D).
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Proof. If |- | and || - || are two metrics on a line bundle £ such that || - | = |- |
and V is a connection compatible with the metric |- |, then it is easy to see
that V + df + w will be compatible with the metric ||-|| for any imaginary
one-form w.

The connection V9¢t(*0.%) is compatible with the L?-metric |- |. Thus, we
see that any connection of the form

vdetMon) — 14¢'(0,D7D, \) + w = Vo) 4 L(BF + B7) +w

where w is an imaginary one-form, will be compatible with the Quillen metric

|-|g = e~¢'@®P7PTN)/2|. | Choosing w = (85 — By )/2, we obtain the desired
result. O

Appendix. More on Heat Kernels

In this appendix, we will prove a generalization of the construction of heat
kernels of Chapter 2 which we need in the course of this chapter.

Let M be a compact manifold, let £ be a vector bundle on M, and let
A= Y7 ;A" be an finite-dimensional algebra with identity graded by the
natural numbers. (In practice, A will be an exterior algebra.) We will denote
by D the algebra of differential operators D(M, £ ® |A|*/2), by K the algebra
of smoothing operators on £®|A|*/2, and by P the algebra of operators acting
on I'(M, € ® |A|*/?) generated by D and by K. We call an element of P a
P-endomorphism.

Let M be the algebra P ® A. We define a decreasing filtration of the
algebra M by setting M; = 3,5, P ® A’. The space I(M,€ ® |A|'/?) ® A
is be made into a module for M, by letting P act on I'(M, £ ® |A|*/2), and
letting A act on itself by left multiplication.

We will prove that an operator of the form

F =Ho+ K+ Fy,

where H is a generalized Laplacian, K € K and F|;) € My, has a heat kernel
satisfying many of the properties of the heat kernel of a generalized Laplacian.
We define a heat kernel for F to be a continuous map (t,z,y) — p:(z,y) €
(€ ®|A]}?), ® (£* ® |A]*/?), ® A which is C? in t, C? in z, and satisfies the
equation

0
Ept(ma y) + F:Ept(ma y) = O,

with the boundary condition that for every s € I(M, € ® |Am|Y?) ® A,
lim pi(z,y) s(y) = s(z) uniformly in z € M.
t—0JyeM

Let us start with the case where A is the algebra of complex numbers C,
so that there is no component Fi,j. Thus, we wish to construct the heat
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kernel of an operator H of the form H = Ho + K, which differs from a
generalized Laplacian Hy by a smoothing operator K. Since we know that
Hy has a smooth heat kernel satisfying certain strong estimates, it is not very
surprising that we can prove the same things for H. To construct the heat
kernel of H, we use a generalization of the Volterra series of Proposition 2.48.

Proposition 9.46. The series

[o0]
Q: = Z(—t)k/ e~ o0tHo fre—01tHo . re=oktHo 4y
k=0 Ak

converges in the sense that the corresponding series of kernels converges for
t > 0, with respect to any C*-norm, £ >0, to a kernel

g € T(M x M,(E® [A]Y?) R (£* @ |A['/?)).
The sum is C® with respect to t and is a solution of the heat equation
(0s + (Ho)a: + Kz)gi(z,y) =0

with the following boundary condition att = 0: if ¢ is a smooth section of
E ®|A|Y/2, then

lim Qis = s in the uniform norm.
t—0

Thus q:(z,y) is a heat kernel for the operator H = Ho+ K. Furthermore the
kernel of the difference

[e.]

e~tH _ o—tHo — Z(_t)k/ e—90tHo fro—o1tHo | pro—oktHo g,
k=1 Ak

tends to 0 when t — 0.

Proof. Since K is a smoothing operator, the operator e"tHo K has a smooth
kernel for all ¢ > 0, and

"o Klle < C(O)|IK]le,
for some constant C(£) depending on £. It follows that, for k£ > 1,

< COK|;

“/ e—aotHoKe—altHo .. Ke—o‘ktHo <
A J4 k!

Thus the series ) -, converges with respect to the C%-norm, uniformly for
t > 0, with similar estimates for the derivatives with respect to t. It is easy
to verify, as in theorem 2.23, that the complete sum »_, ., is a solution of the
heat equation. The estimate [|e~*¥ —e~tHo||, = O(t) is clear, and implies the
boundary condition for t =0. O
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If the operator H = Hy + K is symmetric, then we can extend a number
of properties which hold for a generalized Laplacian Hy to the case where K
is non-zero.

(1) Asin Proposition 2.33, H is essentially self-adjoint on the Hilbert space
of L2-sections of £ ® |A|/2.

(2) The unique self-adjoint extension of H has a discrete spectrum bounded
below; each eigenspace is finite-dimensional and is contained in the space
of smooth sections.

(3) The analogue of Proposition 2.37 holds, namely, if H = Hy+ K, and if P,
is the projection onto the eigenfunctions of H with positive eigenvalue,
then for each £ € N, there exists a constant C(¢) > 0 such that for ¢
sufficiently large,

(= | Pre™* Py [ )], < C@)e™™/2,

where )\, is the smallest non-zero eigenvalue of H.

(4) The Green operator G, which is H~! on ker(H)* and 0 on ker(H), op-
erates on the space of smooth sections of £ ® |A|*/2, and is given by the
formula

(o o]
G= / Ple‘tHPl dt.
0
We now turn to the case of an operator F of the form
.7:=H0+K+.7‘-[+],

which differs from a generalized Laplacian by the sum of a smoothing operator
K € K and an operator F,] lying in the ideal M;. The operators F and H
differ by an operator F[,] of positive degree in the finite-dimensional graded
algebra A. Since we have already constructed the heat kernel of H = Hy+ K,
the Volterra series once more gives a candidate for the heat kernel of F: for
fixed ¢ > 0, define the operator e~*F to equal

e—t}' — e-—tH + Z(—t)ka:
k>0

where

I = /A e_a°tH.7:[+]e_altHf[+] - e—a"“‘tHf[+]e—a"tH do.
k

The sum is finite, since I € My, and for k large, we know that .A* = 0, and
hence My, is zero. Thus, we only have to make sense of each term in the sum.
We need the following lemma.

Lemma 9.47. Let D be a differential operator of order k. There exists a
constant C > 0 such that if K is a smoothing operator, one has the following
bounds: fort € [0,T], where T is a positive real number, we have

[De™* K|le < C|IK [lk+e
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| Ke " D|lg < C|IK ||k+e-

Proof. There exists a constant C(£) such that for ¢ € I'*(M, ) one has for
t € (0,7, lle”*olle < C(O)lI¢lle- The bound [|De=** K|lg < C(£)[|K||x+e
follows easily. Then we write

Ke—tHD = (D*e_tH'K*)*.
The above bound applies to the kernel of D*e~*#" K* | yielding || Ke *¥ D||, <
CO)|Kllk+e- O

‘We can now complete the proof of the following theorem.

Theorem 9.48. There ezists a unique heat kernel p;(z,y) for F, which is a
smooth map from t € (0,00) to I'(M x M, (£ ® [A|?) R (£* ® |A[Y/2)).

Proof. We must show that each term I has a smooth kernel. On the simplex
Ay, one of the o; must be greater than (k+1)~!. Since for (k+1)"! <o <1
and fixed t, the operator e~?*# has uniformly smooth kernel, it follows by
iterated application of Lemma 9.47 that the operator

e_taon[+]€—altH.F[+] . e—0k~1tHf[+]e—0'ktH

has a smooth kernel which depends continuously on (o9, ...,0%) € Ag. Thus
the integral makes sense as an operator with smooth kernel. As in Chapter 2,
we see easily that e™H + 37, (—t)¥I) satisfies the heat equation for F. The
boundary condition as t — 0 holds, since for ¢ smooth, each term I.¢ has a
limit as ¢ — 0; when multiplied by (—t)¥, each term contributes zero except
the term Ip = e~t¥. Uniqueness is proved as in Chapter2 as a consequence
of the existence of the heat kernel for the adjoint operator F*. O

There is an analogue of Proposition 2.37 for operators of the type F.

Proposition 9.49. Suppose F = H + F,| where H = Hy + K is the sum of
a symmetric generalized Laplacian Hy and a symmetric smoothing operator
K, and Fi;) € My. If Py is the projection onto the positive eigenspace of H
and P, commutes with F(4), then there exists an € > 0 such that the kernel
of the operator e~t7 satisfies the estimates

(= | P Py [ )], < C(O)e*
on M x M ast — oo.

Proof. Using the Volterra series, we may write

e_t}- = Z(_t)kar

k=0
where
Ik = A e—dotH]:‘H_]e-o‘],tH . .}:'[-He—o'ktH.
k
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It follows that P I, P; equals
[ B P PF PP R L (RF PP ),
k

By the analogue of Proposition2.37 to the operator H, we see that for ¢
sufficiently large, and for each ¢,

I{z | PLe ¥ Py | y)lle < C(£)e™™M/2.

On the simplex Ak, one of the o; must be greater than (k+1)~!. The estimate
now follows easily by induction using Lemma 9.47 combined with the above
decay for e~ %tH

Let 7 : M — B be a family of manifolds over a base B. Denote by M x . M
the fibre-product

M xx M ={(z,y) € M x M | n(z) = 7(y)},

which is a fibre bundle over B with fibre at z € B equal to M, x M,. Let
pr; and pry be the two projections from M X, M to M, and let |A,| be the
vertical density bundle of the fibre bundle 7 : M — B. If £; and &, are vector
bundles on M, let £&; K, €2 be the vector bundle over M X, M given by the
formula

E Ry E = pr’{ & ® pr; &s.

Let £ — M be a family of vector bundles £, — M,. We define a smooth
family of smoothing operators acting on the bundles £, — M, along the
fibres of m: M — B to be a family of operators with a kernel

ke F(M X M, (5 ® |A111/2) X, (8* ® IAWII/Z))'

When restricted to the fibre M, x M,, the kernel k¥ may be viewed as a
kernel k? in T'(M, x M, (£ ® |Ap,|*/?) B (£* ® |Anr,|*?)), which defines a
smoothing operator K* on m,.&, = I'(M,, ;) by the formula

(K*6)(z) = /M K (2,9) 6(v)

for ¢ € T(My, &, ® |An,|'/?). We define the bundle X(£) over B to be the
bundle whose smooth sections are given by

I(B,K(£)) =T(M xz M, (£ ® |A+|*/?) B (£* ® |AL]*/?));

as explained in Definition 9.8, X(€) is a sub-bundle of Endp ().

Suppose we are given a smooth family of generalized Laplacians H* along
the fibres of M — B; in other words, we are given the following data, from
which we construct the Laplacians H? in the canonical way:

(1) a smooth family gar/s € T'(M, S?(T(M/B))) of metrics along the fibres;
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(2) a smooth family of connections acting on £ along the fibres, which we
may suppose to be the restriction of a smooth connection on the bundle
£ — M;

(3) a smooth family of potentials F? € I'(M,,End(£,)), in other words, an
element of I'(M, End(£)).

‘We have the following result, which generalizes Theorem 2.48.

Theorem 9.50. If H? is a smooth family of generalized Laplacians, then
the corresponding heat kernel py(z,y, z) defines a smooth family of smoothing
operators, that is, a section in I'(B,K(E)).

Proof. As usual, around any point 25 € B, we can find a neighbourhood on
which the families M and £ are trivialized. Thus, we may replace B by a ball
U C RP? centred at zero, M by the trivial bundle My x U, and £ by the bundle
&y x U, where & is a bundle over Mj. Since the changes of coordinates used
to obtain this trivialization are smooth, as are their inverses, we see that the
data used to define the family of generalized Laplacians H? give a smooth
family of data for defining generalized Laplacians on the bundle £, ® |Axs,|'/2,
parametrized by the ball U. By Theorem 2.48, we know that for any ¢ > 0,
the derivative 8p;(z,y, H?) is a smooth family of smooth kernels on &, from
which the theorem follows. [J

The manifold M embeds inside M X, M as the diagonal M C M x, M.
If we restrict a kernel k € T'(M X M, (€ ® |Ax|"/?) B, (£* ® |A,|1/?)) to the
diagonal, it becomes a section of End(€£) ® |A«|, and its pointwise trace Tr(k)
becomes a section of the bundle of vertical densities |A,|. Such a section
may be integrated over the fibres to give a function on B; we will denote this
integral by [, /B Tr(k(z,z)). In this language, the formula for the trace along
the fibres of the family of operators K* becomes

Tr(K*) = /M/B'n(@ | K* | z)) € C*(B).

We may also state the family version of this theorem. Let .4 be a bundle
of finite-dimensional graded algebras with identity over B (in practice, A =
AT"B) and let M be the bundle of filtered algebras M = A ® Endp (). Let
F € T'(B, A® Endp(€)) be a family of P-endomorphism with coefficients in
A, of the form ,

F = Ho+ K + Fy,

where Hy € I'(B,D(€)) is a smooth family of generélized Laplacians, K €

['(B,K(£)) is a smooth family of smoothing operators, and Fl4) is an element
of I'(B, My) = 31 I'(B, A ® Endp(£)).

Theorem 9.51. For eacht > 0, the kernel of the operator e~** is a smooth

family of smoothing operators with coefficients in A, that is, a smooth section
inI'(B, AQ K(£)).
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Chapter 10. The Family Index Theorem

Let v : M — B be a family of oriented Riemannian manifolds (M, | z € B),
and let £ be a bundle on M such that £, = £|p, is a Clifford module for
each z; suppose in addition that there is a connection V¢ given on £ whose
restriction to each bundle &, is a Clifford connection. Let 7, £ be the infinite-
dimensional bundle over B whose fibre at z € B is the space I'(M,, £,); let
D = (D* | z € B) be the family of Dirac operators acting on the fibres of
7€, constructed from the Clifford module structure and Clifford connection
on £. The aim of this chapter is to calculate the Chern character of the
index bundle ind(D) € K(B), by introducing a superconnection for the family
of Dirac operators D whose Chern character is explicitly calculable. (Note
that because the fibres of the bundle M/B have Riemannian metrics, the
line bundle |A,|*/? has a canonical trivialization; this reconciles the above
definition of 7€ with that in Chapter9.) This theorem is a generalization of
Theorem 4.1 of Chapter 4; as in that chapter, we must assume that the Dirac
operators D, are associated to Clifford connections on &,.
We introduce the bundle E = 7*AT*B ® £, which has the property that

A(B, 7€) 2 T'(M,E).

Recall that a superconnection for the family D is a differential operator A on
the bundle E — M, which is odd with respect to the total Z,-grading of the
bundle E, such that

(1) (Leibniz’s rule) if v € A(B) and s € I'(M,E), then
A(vs) = (dpv)s + (—1)"lv As;
(2) A=D+ Y35 Ay, where Ay : A%(B, m.E) — AF(B, m.£).

Let A, = tY/26,-A-6, = Z?;'S(B ) ¢1=i)/ %Ay be the rescaled supercon-
nection corresponding to A. In this chapter, we will describe a particular
superconnection A for the family of Dirac operators D, for which the limit

lim ch(A;) = lim Str(e~?)
t—0 t—0

exists in the space A(B). Note that there is no reason a priori why the limit
lim, ,, ch(A;) should exist; this is analogous to the fact that the local index
theorem is not true for arbitrary Dirac operators, but only those associated to
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an ordinary Clifford connection. Since the superconnection A was constructed
by Bismut, we will call it the Bismut superconnection.

Recall that in the last chapter, we proved that ch(A,) is a differential form
which lies in the de Rham cohomology class of the index bundle ind(D) €
K(B) of the family D. It follows that the limit lim, ,, ch(A;) lies in the same
cohomology class. The formula for this limit, explained below, gives a way of
calculating the Chern character of the index bundle. Thus, Bismut’s theorem
implies a local version of the family index theorem of Atiyah and Singer for
the family D.

To define the Bismut superconnection, we need a connection for the fibra-
tion M/B. In other words, if T(M/B) is the bundle of vertical vectors, we
need a decomposition of T'M into a direct sum of T'(M/B) and a horizontal
tangent bundle Ty M, isomorphic to #*T'B. This allows us to construct a
canonical connection VM/B on T (M/B), with curvature RM/B; we do this in
Section 1. The bundle £ is assumed to be a Clifford module for the Clifford
bundle C(M/B) = C(T*(M/B)). We assume the connection V¢ is compati-
ble with the connection VM/B. Denote by F£/5 the twisting curvature of V¢:
if we are given a spin-structure on the bundle T'(M/B) with spinors Sy, so
that € = SM/B ® W for the bundle W = Homc(M/B)(SM/B,S), the twisting
curvature F€/5 is the curvature FW of the twisting bundle W. Let

RM/B o )

be the fl—genus of the connection VM/B | and let
ch(€/8) = Stre/s(e”F%)

be the relative Chern character of the Clifford module €. We will prove
Bismut’s theorem,

lim ch(A;) = (2mi)~™/2 / A(M/B) ch(£/S),
t—0 M/B

where n is the dimension of the fibre.

Now make the stronger assumption that the dimension of the kernel ker(D)
is constant, so that ker(D) is a finite-dimensional subbundle of 7.E. If P, is
the projection from m.€ onto the finite dimensional bundle ker(D), we may
form the projected connection Vo = PyA[y;Pp on ind(D). The Chern character
ch(A;) has a limit as t — oo as well, equal to the Chern character of Vjy:

lim ch(A;) = ch(Vo).

t—>o0

We will prove that the integral

0 dAt -—A2
L Str (EC ‘) dt
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converges in .A(B) under the hypothesis that ker(D) is constant in dimension,
and thus derive the transgression formula for the Chern character associated
to the Bismut connection,

o0
ch(Vo) = (24m)~"/2 / A(M/B) ch(€/S) +d / sm(i}e-ﬁ) it.
, M/B 0

In Sections1-3, we study the geometry of a family M/B with a given
horizontal tangent bundle. Thinking of M as a Riemannian manifold with
degenerate metric g = gp/p on T*M, defined to vanish on the horizontal
cotangent vectors, then we can construct a natural Clifford module structure
and Clifford connection on E using one more piece of data, a metric on the
base B.

Having constructed the degenerate Clifford module structure on E, we de-
fine the Bismut superconnection A to be the associated Dirac operator; we
then prove the important result that A does not depend on the horizontal
metric gg used in the definition of the Clifford module structure and Clifford
connection on E. It is interesting to observe that A has in general terms up
to degree two:

A=Ag +Ay +Ap.
Let F = A? be the curvature of the Bismut superconnection. In Section,3,
we will prove Bismut’s explicit formula for 7, and explain how it is a gener-
alization of the Lichnerowicz formula. 5

By the results of Chapter 9, for each t > 0, the heat operator e~** acting
on I'(M, E) has a kernel

ke € T(M x M,n*AT*B ® (€ B, £%)).

If we restrict the kernel k; to the diagonal, we obtain a section k;(z,z) of
the bundle of algebras m*AT"B ® End(€) over M. The bundle End(€) is
isomorphic to C(M/B) ® Endc(ayB)(£), and applying the symbol map to
C(M/B), we obtain a section of 7*AT*B® AT*(M/B) ® Endc(a/5)(€). Us-
ing the connection on the fibre bundle M — B, we obtain an isomorphism
of ™ AT*B @ AT*(M/B) with AT*M, so that we obtain a differential form
ki(z,z) on M, with values in the bundle EndcayB)(€). We will calculate
lim, ,,ch(A;) by showing that k:(z,z) has an asymptotic expansion

ke(z,z) ~ (4nt)~"/? itiki(x)

=0
with coefficients k; € stm Al (M, Endc,5)(E)), such that
dim(M)/2 .
(ki) 2y = A(M/B) exp(—F¢/5).

=0

From this result, we immediately deduce that lim, ,, ch(A,) exists.
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" In Section 5, we prove the transgression formula, and use this in Section 6
to calculate the “anomaly” formula of Bismut-Freed for the curvature of the
connection on the determinant line bundle introduced in Section 9.7. Finally,
in Section 7, we return to the case studied in Section 9.5 in which the bundle
M/ B is associated to a principal bundle P — B with compact structure group
G, and show that in this case the local family index theorem is equivalent to
the local Kirillov formula of Chapter 8.

10.1. Riemannian Fibre Bundles

Let m : M — B be a fibre bundle with Riemannian metrics on the fibres. In
this section, we will describe two different families of connections that may be
constructed on the tangent bundle TM of the total space M. This material
is used in the rest of this chapter in the proof of the family index theorem.

Let m : M — B be a fibre bundle. We will denote by T(M/B) the bundle
of vertical tangent vectors. Let us assume that the bundle M /B possesses the
following additional structures:

(1) a connection, that is, a choice of a splitting TM =Ty M & T(M/B), so
that the subbundle Ty M is»isomorphic to the vector bundle 7*T'B;
(2) a connection VM/B on T(M/B).
‘We denote by P the projection operator

P:TM — T(M/B)

with kernel the chosen horizontal tangent space Ty M. If X is a vector field on
the base B, denote by X its horizontal lift on M, that is, the vector field on
M which is a section of Ty M and which projects to X under the pushforward
T ¢ (TgM)z — Tr(z)B. We will often make use of a local frame e; of the
vertical tangent bundle T'(M/B), and of a local frame f, of T'B, with dual
frames e and f¢; using the connection, we obtain a local frame of the tangent
bundle T M.

There are three tensors, S, k and (2, canonically associated to a family of
Riemannian manifolds with connection M/B. These are defined as follows:

(1) The tensor S (the second fundamental form) is the section of the
bundle

End(T(M/B)) ® T*ys M = T*(M/B) @ T(M/B) @ T*"y M
defined by
(8(X,6),2) = (Vy/2X - P[Z,X],6)

for Z € T(M,TygM), X € T(M,T(M/B)) and 6 € I'(M,T*M/B)). It
is clear that this is a tensor, since P vanishes on Ty M.
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(2) The one-form k € A(M) (the mean curvature) is the trace of S:

k(Z) =Tx(8(2)) = Y _(S(es,€'), Z).

i
(3) The tensor {2 is the section of the bundle Hom(A?Ty M, T(M/B)) over
M defined by the formula
Q(X,Y)=—P[X,Y] for X and Y in T(M, Ty M).

This is clearly antisymmetric in X and Y, and is a tensor since if we
replace Y by fY, for f € C°(M), then

QUX, fY) =—fPIX,Y] - X(f) PY = fQ(X,Y).

By comparison with (1.6), we see that Q2 may be identified with the cur-
vature of the fibre bundle M/B.

The total exterior differential dy may be expressed in terms of VM/B| g

Q) and the vertical exterior differential ds;/p of the fibre bundle M — B. We

extend dp/p to an operator on D(M,AT*y M @ AT*(M/B)) by the formula
dpyB(Tv ® B) = (~1)I1* v @ dpy B8

for v € A(B) and B € I'(M,AT*(M/B)). We cannot define a horizontal
differential on I'(M,AT*y M ® AT*(M/B)), but we may define an operator
65 by means of the connection VM/B on I'(M, AT*(M/B)):

sp(n*v ® B) = m*(dpv) A B+ (-)Mr*v @ }: feavi/®s,

If § € I'(M,T*(M/B)), we define the contraction (S,0) € I'M,T*yM @
T*(M/B)) C A%(M) by the formula
(Sa 0) (61', fd) = (S(e‘i’ 0)) fa):
and the contraction (©,6) € I'(M, A’T*y M) C A%(M).
Proposition 10.1. dy = dyyp + 68 — Z(S, e')u(e;) + }:(Q, e")u(e;)

Proof. It is easy to check that both sides are derivations of A(M), and that
they agree on horizontal forms. Thus, we only need to check that they agree
on the vertical one forms e*. We start by checking this when both sides are
evaluated on ej A fo: on the one hand,

(dMe")(ek, fa = ( ) [fo:, ek])a
while by the definition of 9, the right-hand side equals

~(V}Be, &) = (VT Bey, ) + ([fao €k]y ) = ([far i), €)-

«
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We must also evaluate both sides on fo A fg: but the equality comes down to
(dMei)(faa fﬁ) = (Q(fa’ fﬂ)1 ei>‘ O

Let us now suppose that M — B is a family of Riemannian manifolds,
thus, on each fibre M, = ©~!(2), z € B, there is given a Riemannian metric,
which we will denote by g/ B; in other words, we are given an inner product
on the bundle of vertical tangent vectors T (M /B). There is then a canonical
connection VM/B on T(M/B), constructed as follows.

If we choose a Riemannian metric gg on the base B and pull it up to
Ty M by means of the identification Ty M = n*T'B given by the connection
on the bundle M /B, we obtain an inner product on the bundle T M, which
we will call a horizontal metric. We may now form the total metric g =
9B @ gm/B on the tangent bundle TM of M, by means of the identification
TM 2 TyM @ T(M/B). Let V9 be the Levi-Civita connection on TM with
respect to this metric, and define a connection V*/Z on the bundle T'(M/B)
by projecting this connection

VM/B = p.v9.P.

The following proposition shows that the choice of metric gg on the base is
irrelevant in constructing V*/Z_ In what follows, we will denote by g(X,Y)
the inner product of two vector fields X and Y with respect to the metric g,
or simply (X,Y) if the metric g is evident from the context.

Proposition 10.2. The connection VM/B on T(M/B) is independent of the
metric gg on T B used in its definition.

Proof. This follows easily from the formula (1.18) for the Levi-Civita connec-
tion V9, which we will use constantly in this chapter:

2(VkY, 2) =(X,Y],2) - (IY, 2], X) + (2, X],Y)
’ +X(Y,2)+Y(Z,X) - Z(X,Y).
If the vectors X, Y and Z are all vertical, that is, sections of T'(M/B), then
the right-hand side reduces to the Levi-Civita connection on the fibres for the

vertical metric gpr/p. On the other hand, if X is horizontal but Y and Z are
vertical, then [Y, Z] is vertical, so that ([Y, Z], X) vanishes, and we see that

2(VY¥/BY, ) = (PIX,Y],2) + (P|2,X],Y) + X(Y, Z).

From this formula, it is clear that only the vertical metric g),/p and the
vertical projection P are used to define Vf/ B for X horizontal. O

The vertical metric allows us to think of the tensor S as a section of
T*(M/B) @ T*(M/B) @ T*y M. Let us give a more explicit formula for the
tensor S.
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Lemma 10.3. If VM/B is the connection on T(M/B) associated to a vertical
Riemannian metric gpy B, then S is given by the formula

2S(X,Y),Z) = Z(X,Y) — (P2, X],Y) - (P|Z,Y], X).

Proof. This follows easily from the explicit formula for the Levi-Civita con-
nection. [J

It is evident from this lemma that (S(X,Y), Z) is symmetric in X and Y.
In fact, it represents the horizontal covariant derivative of the metric.

Let n be the dimension of the fibres of M/B, and let vpr 5 € A™(M) be
the Riemannian volume form along the fibres, where we identify a section of
the bundle A®T*(M/B) with a section of the bundle A"T*M by means of the
connection on the fibre bundle M/B.

n
Lemma 10.4. dvpyyp =k Avm/s + Z(Q, ei)L(ei)vM/B

=1

Proof. We use the formula of Proposition10.1. Since VM/B preserves the
metric gps/p on T(M/B), and hence VM/Byy/p =0, we see that

duyyp =— Z(S, e"u(es)vmyB

4

+ > (R, €)ules)ony -
Furthermore,

Z(S, ei)lf(ei)'UM/B = Z(S(ej,ei),fa)ej A f*u(es)vmy B

Lo
= —k(fo)vm/p- O

If we choose a metric gg on B, we obtain a Levi-Civita connection on T'B,
which may be pulled back to give a connection on the bundle Ty M = 7*TB.
We can form a new connection on T'M taking the direct sum of the connection
VM/B on T(M/B) and 7*VE on Ty M (which we will write simply as V7).
We will denote this connection by V®:

Ve =vE g VM/B,

Note that if we replace g by the rescaled metric ugp + ga /B, where u > 0,
then V2 does not change, and so neither does V.

The connection V® preserves the metric g, but has non-vanishing torsion
in general. Our next task is to compare the connections V9 and V® on TM.
In order to do this, we introduce a three-tensor w on M which only depends
on the data that we are given for the fibre bundle M — B, namely the vertical
metrics ga/p and the choice of connection on M/B.
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Definition 10.5. Let w € A'(M, A2T*M) be the A2T*M-valued one:form -
on M defined by the formula

w(X)(Y,2Z) =S5(X,Z)(Y) - S(X,Y)(2)
+3(Q(X,2),Y) - 3(QX,Y), Z) + 3, 2), X).

The above formula is antisymmetric in Y and Z, so that w takes its values
in A2T*M, as claimed.
The following result, due to Bismut, is the main result of this section.

Proposition 10.6. The Levi-Civita connection V9 is related to the connec-
tion V& by the following formula:

9(V4Y, 2) = g(VRY, Z) + w(X)(Y, 2).

Proof. We will make use of the following lemma

Lemma 10.7. IfY is the horizontal lift of a vector field on B, and if X is
vertical, then [X,Y] is vertical.

Proof. If § € C*®(B), then Y (7r*¢) = 7*(m.Y ¢), while, since X is vertical,
X(m*¢) =0 and (X-Y)7*¢ = 0. This shows that [X,Y](n*¢) = 0, and hence
that [X,Y] is vertical. O

Now, observe that (V%Y,Z) — (VEY, Z) is antisymmetric in Y and Z,
because each of the connections V9 and V® preserves the total metric g on
M. The proof of the theorem now consists on a case-by-case examination of
the different situations in which X, Y and Z are horizontal or vertical.

(1) If X,Y and Z are all horizontal lifts of vector fields on the base or all
vertical, it is easy to see that (V%Y, Z) equals (V€ Y, Z) while w(X)(Y, Z)
is zero.

(2) If both Y and Z are vertical, then (V%Y, Z) and (VEY, Z) are both equal
to (V%/BY, Z), and once more w(X)(Y, Z) is zero.

In each of the remaining cases, (VEY, Z) is equal to zero.

(3) If X and Y are vertical and Z is horizontal, then (V%Y, Z) equals
-(8(X,Y), Z) = w(X)(Y, Z).

(4) If X and Y are horizontal lifts of vector fields on B and Z is vertical,
then (V%Y, Z) equals

%([X’Y]’Z) + %([Z,Y],X) + %([Zv XLY) - %Z(X,Y) = %([X,Y],Z),

as follows from the above lemma. But this equals —3(Q(X,Y), Z) by the
definition of Q.
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(5) If X is vertical and Y and Z are the horizontal lifts of vector fields on B,
then (V%Y, Z) is equal to

3(X,Y1,2) - 3(X,21,Y) - §(Y; 2], X)
which equals %(Q(Y, Z),X) by the same argument as for (4). O

10.2. Clifford Modules on Fibre Bundles

A fibre bundle M with the data that we considered in the last section may
be thought of as a Riemannian manifold with a degenerate metric go on its
cotangent bundle 7™M, which vanishes in the horizontal cotangent directions
T(M/B)t c T*M. This metric explodes in the horizontal directions of the
tangent bundle TM of M, so that in contrast to Riemannian geometry, we
distinguish between T*M and TM. Since the Clifford algebra of a vector
space V with vanishing metric is isomorphic to the exterior algebra AV, we
see that the Clifford bundle C(T*M) of M with respect to the degenerate
metric g%, which we will denote by Co(M), may be identified with the bundle
of algebras m*AT*B ® C(M/B), where C(M/B) denotes the Clifford bundle
C(TXM/B)).

In this section, we will generalize the discussion of Clifford modules and
Clifford connections of Chapter 3 to the setting of the Clifford bundle Co(M).

Fix a metric gp on the base. If u € (0,1] is a small positive number, let
g* be the metric on T*M equal to the vertical metric gp;/p on the vertical
cotangent vectors, and ugp on the horizontal ones:

9" = gm/B D ugs.

In particular, g° = lim,_,,g* is the degenerate metric that we introduced
above. The family of metrics g* is only a tool in investigating the geometry
of g°. Let g, be the dual metric on TM,

9u =9m/B D v g,

which explodes in the horizontal directions as u — 0.

Let Cy(M) = C(T*M, g*) be the Clifford algebra bundle of the bundle of
inner-product spaces (T*M, g*), and denote the canonical quantization map
of Proposition 3.5 from AT*M to C,(M) by c,. Thus, the Clifford bundle
Co (M) is the limit of the one-parameter family of algebras bundles C,, (M).

Let * denote the bundle map from A2T*M to End(T*M) which is defined
implicitly by

cu(T*(@)€) = [cu(@), cu(€)],

where a € A2T*, M and ¢ € T* M; then

T (v1 Av2)é = 2 (g% (v1,€)va — g*(v2,€)v1) .
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In order to understand this definition better, we will write it out explicitly in
terms of an orthogonal frame of T%, M of the form {e‘} U {f*}, where e’ is
an orthonormal frame for T*(M/B) and f* is an orthonormal frame for T*B,
with respect to the metric gp. In terms of this frame,

%T“(eiej)ek = §ikel — §Tkel
%Tu(ez‘fa)ej = §% f
(10.1) T (f*fP)e =0
%T“(eif“)fﬁ = —u§®Pet
ST = u (87 — 857 f%)
T“(eiej)f“ =0.

It is clear from these formulas that the family of actions 7% has a well-defined
limit as u — 0, which we denote by 7°:

%'7'0(eiej)e’c = §tkel — g7kt
(10.2) 170(eif*)ed = 69 f>
To(f*fP)el =0
%(a)f® =0 for all a € A°T*M.
It is important to note that 7°(a) vanishes on T*B.
We will denote the negative of the adjoint of 7%(a) € End(T*M), where

a € A2T*M, by 7,(a) € End(TM), and the negative of the adjoint of 7°(a)
by 70(a). Note the formula

10u(u(a)X,Y) = (a, X AY),

for X,Y € T(M,TM) and a € A2T*M. ‘
It is clear that A2T*M has a family of Lie brackets induced on it by the
maps T, defined by the formula

"o, aalu = [1%(e1), T"(c2)].
We denote the limit of [a1, a2], as u — 0 by [a1, o]0, Which satisfies
[ay, @olo = [1%(an), 7%(a2)]-

Let VM 4 > 0, be the Levi-Civita connection on TM corresponding to
the metric gy, and let V® be the direct-sum connection introduced in the last
section. In the notation of this section, we may restate Proposition 10.6 as

VM = y® 4 %Tu(w).

where w is the element of A'(M,A2T*M) of Definition 10.5. It follows that
the family VM+% of connections has a well-defined limit as u — 0, which we
will denote by VT™:0 and which is given by the formula

VMO = VO 4 Lrg(w).
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We denote by VT ™% and VT™M.0 the dual connections on T'M, that is,

vIMe = 7@ 4 11 ()

10.3 .
( ) vT 'M,0 — Vﬂ) + %TO(UJ)

Proposition 10.8. (1) The connection VM:¥ is torsion-free.
(2) The projection of VM:¥ to the sub-bundle T(M/B), equals VM/B,

(3) Restricted to each fibre, the connection VM0 depends only on the vertical
metric gar/B and the connection on the fibre bundle M/B.

Proof. For u > 0, the connection V™% is a Levi-Civita connection, so is
torsion-free. Since lim,_,, VM¥ = VM0 it follows that VM is torsion-
free. The connection V*/B on the bundle T(M/B) is by definition equal
to the projection of VM* onto T(M/B), and taking the limit u — 0, we
see that this is true for VM0, Finally, the fact that the restriction of VM0
to a fibre of the bundle M /B depends only on the vertical metric 9m/B and
the connection on the bundle M/B follows from (10.3), since 7*VZ = 0 on
vertical vectors. [

Consider the section of the bundle A2T*M ® A?T*(M/B),
RM/B(W, X)(Y, Z) = (RM/B(W, X)Y, Z) 3,

where RM/B ¢ A%(M,End(T(M/B))) is the curvature of the connection
VM/B on T(M/B). Using the connection on the bundle M — B, we may
extend RM/B to a four-tensor on M by setting RM/B(W, X)(Y,Z) =0if Y
or Z is horizontal. Let R* € A%(M,End(TM)) be the Riemannian curvature
of the metric g, and let R® € A%(B, End(T'B)) be the Riemannian curvature
of the metric gg on the base B.

Proposition 10.9. Let R € I'(M,A?T*M ® A2T*M) be the four-tensor de-
fined by the formula

R(W, X,Y, Z) = umo(gu(R"(vm X)Y,Z) - u(R®(W,X)Y, Z)s).

(1) The above limit exists and equals RM/B 4+ V®y + ilw, wlo.
(2) WhenY and Z are vertical, R(W, X,Y, Z) equals RM/B(W, X,Y, Z).
() If W, X, Y and Z are vector fields on M, then

RW,X.Y,Z) +R(X,Y,W,Z) +R(Y,W, X, Z) = 0.
(4) R(W, X,Y,Z) = R(Y, Z,W, X)
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Proof. Written as a four-tensor g, (R*(W, X )Y, Z), the curvature of the metric
gu is a polynomial in u and u~!, and we must show that R is the constant
term in this expansion, by proving that

lim ug,(R*(W, X)Y, Z) = (RB(W, X)Y, Z).
u—*0

From the formula VMt = ¢¥® + %Tu(w), we see that

(V¥%)" = (V®)? + 4 [V, ()] + }[ru(), ru(w)]
= (V®)2 + 17, (Vouw) + 37u (3w, wla]).-
Since (V®)? = (r*VB)2 4 (VM/B)2 it follows that
9u(R*(W, X)Y, Z) =u™}(*R®(W, X)Y, Z) 5 + (R™/B(W, X)Y, 2)
+ (VOw)(W, X)(Y, Z) + {[w,w]u(W, X)(Y, 2),
where we recall that [w,w], = (7%)7}([%(w), 7*(w)]). The existence of the

limit as u — 0 now follows from the fact that [w,w]y, = [w,w]o + O(w), and
we have

R(W, X.Y,Z) =(R™/B(W, X)Y, Z) 5
+ (VW) (W, X)(Y, Z) + }{w, wlo (W, X)(Y, 2).
The other properties of R are clear from its definition: for example, (3)

follows from the fact that both R* and RZ, being Riemannian curvatures,
satisfy the desired symmetry. O

Let £ be a Clifford module along the fibres of the bundle M/B, that is, a
Hermitian vector bundle over M with a skew-adjoint action

c: C(T*(M/B)) — End(€)

of the vertical Clifford bundle of M /B, and a Hermitian connection V¢ com-
patible with this action,

V%, c(@)] = c(V}Ag/Ba),
for X € '(M,TM) and a € I'(M, T*M/B)).
Denote by E the vector bundle over M defined by the formula
E=n*AT"BQE.

This bundle carries a natural action mg of the degenerate Clifford module

Co(M). In order to define this action, it suffices to define the actions of
*M C Co(M) and T*(M/B) C Co(M). The Clifford action of a horizontal

cotangent vector a € I'(M, T*y M) is given by exterior multiplication

mo(a) = e(a)

acting on the first factor AT*y M in E, while the Clifford action of a vertical
cotangent vector simply equals its Clifford action on £. This Clifford module
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will be the one of the main tools in calculating the family index of the family
D. In order to study E, we will write it as the limit of a family of Clifford
modules for the bundles of Clifford algebras C,, (M), all constructed on the
same underlying vector bundle as E.

In order to define the Clifford action

my : Cy(M) — End(E) 2 End(AT*y M ® £),

it suffices to define the actions of T*y M C Cy(M) and THM/B) C C,(M).
The Clifford action of a horizontal cotangent vector a € I'(M, T*g M) is given
by the formula

my (o) = &(a) — ui(a),
acting on the first factor AT*y M in E, while the Clifford action of a vertical
cotangent vector simply equals its Clifford action on £. It is a straightforward
task to check that

my(a)? = —g*(a, ) for @ € (M, T*M).
In particular, we see that the limiting Clifford module action lim,_,,m,, is
just the degenerate action mg introduced above.

There are connections VE:® and VE* on the Clifford module E analogous
to the connections V® and VT M that we have constructed on the bundle
T*M. As before, to construct these connections, we must choose a horizontal
metric gg on B. The connection VB® on E & Am*T*B ® £ is defined by
taking the sum of the Levi-Civita connection 7*V% on the bundle A7*T*B
with the connection V¢ on &,

VE® = VB @1 +1@ Ve,
the connection VE* is defined by the formula, inspired by Proposition 10.6,
V!E,u - VIE,(B + %mu(w),
where w is the one-form defined in Section 1.
Proposition 10.10. The connection VE* is a Clifford connection for the
Clifford action m,, of C,(M) on E, in other words,
(V" mu(@)] = mu(Vi ™" a),
for X e (M, TM) and a € T'(M,T*M). In particular, the connection

VEO = lim VE® = VE® 4 Ly (w)
u—0

is a Clifford connection for the Clifford action mo of the Clifford algebra
bundle Co(M) on E,

(VR0 mo(@)] = mo(V Ma).

The restriction of VE*, and in particular of VE?, to each fibre of the bundle
M/B is independent of the horizontal metric gp used in its definition.
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Proof. The first step of the proof is to show that VE:® is a Clifford connec-
tion with respect to any of the Clifford actions m,,, if C,(M) is given the
connection V®:
[V]E(’e,mu(a)] =my(V€a).

This formula follows from considering the two cases, in which X respectively
horizontal and vertical. The proof that VE* is a Clifford connection for
the action m, and the connection VI™M* on C,(M) follows by observing
that, almost by definition, [my(w(X)), my()] = My (7%(w(X))e). Finally,
the independence of the horizontal metric gp of the restriction of VE* to a
fibre of the bundle M/B follows as it did for VM+* from the fact that 7*V 2
vanishes on vertical vectors. [

In the rest of this chapter, we will make use of the frame {e'}U{f*} of T*M
introduced in the last section, as well as the dual frame {e;} U {fo} of TM.
‘We adopt the convention for indices that i, 7, ..., label vertical vectors, «,
B, ..., label horizontal vectors, while a, b, ..., label all vectors, horizontal
or vertical. With this convention, we denote by e* any one element of the
cotangent frame {e*} U {f*}, and the Clifford action m.,(e*) by m2.

In the next section, we will need a formula for the curvature of the Clifford
connection VE?. First, observe that an easy generalization of Proposition 3.43
shows that the curvature (VE)2 of the connection V¢ on £ equals

1 M/B i j_a_b E/S _a_b
—5 Z Rijap c'c’e% +ZFab g*e’.
1<jia<b a<b

where R?;I‘{f = (RM/B(ey,ev)e;j,¢€;) and FE/S € A? (M,Endgmys)(€)) is

by definition the twisting curvature of the Clifford connection V¢ on the
Clifford module £ over C(M/B). In the special case in which the fibres
M /B have a spin-structure with spinor bundle S(M/B), we may write £ as
€ = S(M/B)®W, where the twisting bundle W is a Hermitian vector bundle
with connection V", and the twisting curvature F¢/5 is then nothing but the
curvature of the connection V.

Let X be the natural action of End(T'B) on ATB defined in (1.26). Then
A(RP) is given by the formula (3.15).

Proposition 10.11. The curvature of the connection VEC on E equals
A(RB) + 1mg(R) + FE/5.
Proof. We have
(VE® + mo(w))” = (VE®)? + J[VE®, mo(w)] + & [mo(w), mo(w)).
The proposition follows from the formulas
(1) (VE@)2 = A(V)?) + (VE)? = A(BP) + $mo(RM/2) + F¥/5,
(2) [VE® mgy(w)] = mo(VOw), and
3) [mo(w), mo(w)] = mo([w,wo). O
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If the base B has a spin-structure, with associated spinor bundle S(B),
there is another Clifford module on M, this time considered with the non-
degenerate metric g = gp + gy, namely 7*S(B) ® £. Indeed, there is a
natural decomposition

C(M) = 7*C(B) ® C(M/B)

of Clifford algebra bundles over M, corresponding to the decomposition T*M =
m*T*B & T*(M/B). We may introduce two natural connections in this situ-

ation, which are respectively Clifford connections on S(B) ® £ with respect

to the connections V® and V9 on C(M). We will not give the details of the

proof, since it is very similar to that of Proposition10.10.

Proposition 10.12. (1) The connection
vEBIeEe — vB g141@ Ve
on S(B) ® £ is a Clifford connection with respect to the connection V€
on C(M).
(2) Denote by c(w) € A*(M,C(M)) the one-form defined by the formula
=1 Zw(ea)(eb, ec)e® ® c(eb)c(e®).
abc

The connection

vS(BI®E _ yS(BI®Ee | -;-c(w)
on the bundle S(B) ® £ is a Clifford connection with respect to the Levi-
Civita connection V9 on C(M).

(3) If M is a spin manifold with spinor bundle Spr, and € is the relative
spinor bundle S(M/B) = Homc(p)(7*S(B),Su), then S(B) ® £ is nat-
urally isomorphic to Sy, and VEBI®E may be identified with the Levi-
Civita connection on S(M).

To finish this section, we give a lemma that we will need later.

Lemma 10.13. If E is any Clifford module for the Clifford algebra bundle
Cu (M), with action m,, then we have the equality

D w(ea)(ens ecymemime =2 k(fa)me — 1 Y (QUfa, f), e)memEm,.

abc a afi

Proof. Using the fact that w(e,)(ep, ec) vanishes when the three indices a, b
and c are all horizontal and also when both b and ¢ are vertical, the left-hand
side is seen to equal

> 2w(ei)(e5, fa)mimime + " w(es)(far fo)mimams
ijo iof

+ ) 20(fa)(ei, fo)mEmim?.
afi
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Writing this ought explicitly, we get
-2 S(es, e) (fo)mimime — 3 (S, £), ei)mEmBm,

ij iop
Since S(e;, e;)(fo) is symmetric in ¢ and j, only the trace of the tensor S
contributes to the first sum, and we obtain our formula. O

10.3. The Bismut Superconnection

Let ¥ : M — B be a fibre bundle with data as in the first section, namely
vertical Riemannian metrics and a connection. Recall that given a vector
bundle over M, 7,.€ is the infinite-dimensional bundle over B whose fibre
at z € B is the space I'(M,,£). If £ is a Clifford module for the vertical
Clifford algebra bundle C(M/B), the Dirac operators D* along the fibres
(M, | z € B), associated to the Clifford module £, over M,, combine to
give a smooth family of Dirac operators D = (D* | z € B), which is a
smooth section of Endp(m.€) C End(mw.€) over B. In this section, we will
describe a superconnection, which we call the Bismut superconnection, on
the bundle 7.£, with zero-form component D, whose Chern character form
is particularly well-behaved. In view of its fundamental character, we will
present the Bismut superconnection from two different viewpoints which are
not obviously equivalent.

The following definition is as in Section 9.3, except that supress the factor
|A.|}/2, since it is canonically trivialized by the vertical Riemannian metric
on M.

Definition 10.14. The space A(B, m.E) of differential forms on B with coef-
ficients in £ is the space of sections of the Clifford module E & 7* (AT*B) Q&
over M.

‘We introduce the Bismut superconnection
A: AB,m.E) — A(B,m.E)

as a Dirac operator for the Clifford module E — M. This is the motivation
for introducing the whole apparatus of the last section.

Proposition 10.15. The Dirac operator on E, given by the formula
A= Z mSVE’O,
a

is a superconnection when thought of as an operator on the space A(B,T.E);
we call A the Bismut superconnection. More explicitly, the restriction of
A to a map (M, E) — I'(M,E) is given by the formula

S EVE + 3 e (VE+ h(fa)) — 1 30 Y e e Fo) €9)

a<fB i
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The superconnection A is independent of the horizontal metric g used in ‘its
definition.

Proof. 1t is clear that A satisfies the first condition for it to be a supercon-
nection on the bundle 7€, namely it is a differential operator on the bundle
E = 7 AT*B ® £ over M which is odd with respect to the total Zy-grading.

Next, we check that A satisfies the formula A(vs) = (dpv)s + (~1)*IvAs,
for v € A(B) and s € I'(M,E), where dp is the exterior differential on B. It
is easily seen that A(vs) = ¥.,€*VEv + (—~1)lvAs. Since the Levi-Civita
connection is torsion free, we see that 3, e*VEv = dpv, as required.

In order to check the explicit formula for A on (M, ), observe that

A= SRR L T OTES 1} S w(ea)(en emEmbims

7 o abc
The proof of the formula is completed by Lemma 10.13. In particular, we see
that Ajgy=D. O

The decomposition of the Bismut superconnection with respect to degree
A=Aq+Ay+ Apy has in general terms up to degree two. Indeed, this
superconnection is a natural example of a superconnection having non-zero
terms of degree higher than one.

Proposition 10.16. The connection part Ay of the Bismut superconnection
is the natural unitary connection V™¢ on the bundle m.& of Proposition 9.13,
bearing in mind the identification of £ ® |Ar|*? with £ coming from the
vertical metric gayp on M/B.

Proof. Choose a metric gg on B, and let |vg| and |vps| be the Riemannian
densities on B and M with respect to the metrics gp and gp = gp ® gumy5;
clearly, lvar Bl = lum|®@7*|vp| ™. It will suffice to check that if X is a vector
field on B, then

L(Xar)|varl ® 7*|v| ™" + [om| ® T L(X)ws| ™! = k(X)um| ® [vp| 7,
since this will imply that
V8 (s ® fum| ' @ n*up|T?) = (V,, + 3k(X))s ® [u|*/? @ 7*|vp| 12,

But this is a local result, so we may replace the vertical density |vs|®@7*|vp|~*
by the vertical volume form v/ p in the calculation. By (1.4), we see that

L(Xm)vm/p = UXm)dvmy B + d(e(Xm)vmyB)-

The second term vanishes, since vps/p is vertical, while the second equals
k(X)vpyp by Lemma10.4. O

In order to compute the Chern character of the superconnection A, we need
the formula for its curvature A% which we referred to above. Let us introduce
the smooth family AM/B = (A% | z € B) € I'(B,End(m,£)) of generalized
Laplacians along the fibres M of the bundle M/B; each Laplacian AZ is just
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the generalized Laplacian acting on the bundle £, — M corresponding to
the connection VE: °| and with zero potential.

Theorem 10.17. Let F¢/5 ¢ A(M, Endc /By (E)) be the twisting curva-

ture of the Clifford module £, and let rp/p be the scalar curvature of the
fibres of M/B. Then

A? = AM/B 4 gryyp + ) mEmiFE/S (e, e3).
a<b

Proof. The proof of this theorem is similar to the proof of Lichnerowicz’s
formula, Theorem 3.52. To begin with, denoting the covariant derivative V.,
in the direction e, by V, for any connection V on a bundle over M, we have

_ 1 aE,0 b—E,0
"55 :[mova ’movb ]
=4 T, mvEOT
E,0 E0 4 1 a, biE,0 E,0
+Zm V mov Ezmomo[va ’Vb ].
ab

Since our frame e is the union of an orthonormal basis e* of 7% M/B) and a
basis f* of T™B, we see that the first term of this sum is equal to — )", (VE0)2,
Using the fact that VE is a Clifford connection, proved in Proposition 10.10,
the second term is equal to

T*M,0 b\7E,0 __ T*M,0 b E,0
> mEmo(VE MO)Vy0 =3 mim§(VE MO, &)V,

ab abc

Zmomov[e seel + ZVE M/B &

Here we have used the facts that V0 agrees with V/B when restricted to a
fibre M, that the connection V% on T'M is torsion-free, and the adjunction
formula

VIMOgh Z(V?M’Oeb’ ec)et = — Z(eb, VMOe e,

c c

It follows that
A2 = AM/B 1 Zmomo ([VEO, VE 0] - V[ea eb])

By Proposition10.11, ¥, m¢m§ RE0(e,, e3) equals

by(pB 1 b d bE/S(sa b
ngmOA(R (€ar€p)) — 3 ngmomgmoRcdab + ngmoF /5 (e, eb),
ab abcd ab
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where Rabeq = R(€c, €d)(eb, €2). The first term of this sum equals
=3 2 €76 Ry,
afys

which vanishes since the antisymmetrization of R® over any three indices is
zero. Furthermore, we have

d b d bb,d
E memimEmERbed = Z mgmgemimgRabed + ngmomomo Rabbd

abcd abd abd
d
=2 mim§Raia; = —2 > Rijis
adi ij

where we have used for the first equality Proposition 10.9 and antisymmetriza-
tion over the first three indices, and for the second equality the symmetry
Raigi = Rgigi- But the four-tensor R coincides on vertical tangent vectors
with the Riemannian curvature tensor of the fibre. [J

We will finish this section by giving another definition of the Bismut super-
connection. Locally, we may assume that the base B is a spin-manifold, with
spinor bundle S(B). Let Djs be the Dirac operator on I'(M, € ® 1*S(B))
corresponding to the connection VE®S(B) = yS(B)®E:@ 4 1o(y) introduced
in the last section.

If W is a finite-dimensional bundle over B with superconnection A, we
can construct a Clifford superconnection B = A®1+1® VS(B) on the
twisted Clifford module W ® S(B) over B. Let Dg be the Dirac operator on
I'(B,W ® S(B)) associated to this superconnection. We proved in Proposi-
tion 3.42 that the map A +— Dp defined a one-to-one correspondence between
superconnections on W and Dirac operators on I'(B, W ® S(B)), that is, odd
differential operators D satisfying the identity (D, f] = c(df), for f € C*°(B).
We will say that Dp is the Dirac operator associated to A.

‘We may identify the spaces of sections ['(B,S(B) ® m&) with I'(M, € ®
71*S(B)). We define a Dirac operator on the Clifford module m.£ ® S(B) to
be an odd differential operator D on the space of sections I'(B, m.& @ S(B)) &
(M, € ® n*S(B)) such that [D,7*f] = ¢(n*(df)) for all f € C*(B). The
following result is an infinite-dimensional extension of Proposition 3.42.

Proposition 10.18. There is a one-to-one correspondence between super-
connections A on the bundle m.E and Dirac operators on the Clifford module
€ @ S(B).

The total Dirac operator Djs on I'(M, £ @ m*S(B)), when considered as an
operator on the isomorphic space I'(B, S(B) ® m«£), is a Dirac operator for
the Clifford module 7.£ ® S(B) over B. Indeed, the fact that [Das, 7*f] =
e(m*(df)) for f € C*°(B) is just a special case of the formula [Dys, f] = c(df)
for f € C®(M). Thus, there is a superconnection A on the bundle m.&
whose associated Dirac operator may be identified with Djs. In fact, this
superconnection on € is just the Bismut superconnection.
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Theorem 10.19. The Dirac operator on
I'(B,m€ ® 8(B)) 2 T(M,£ @ 1*S(B))
associated to the Bismut superconnection A is the total Dirac operator Dyy.

Proof Let B=VS(B)@1+1QA. Ifs ¢ ['(B,S(B)) and t € T'(M, €)
see that

De(s®t) =s® > c'Vit+» *s® Vit
z o

+ 2 (VZs + §k(fa)cs) @t — § 3 3 (S fo), e)c*Ps @ cit.

a<lf 1

, We

Thus, we see that Dg = ), avsB®Ee | h, where h is the section of C(M)
given by the formula

h=2 Z k(fa)e™ ~ 3 Z(Q(fa,fﬂ),ei)c"cﬁci.
@ afi

By Lemma 10.13, h equals ), w(eq)(€p, €c)ccPct.
Since VE®S(B) = yS(BI®E.® 4 Lc(y), the operator Dy equals

Dy = Z AVS(BRES i Zw(ea)(eb, ec)ctcct,
a abc

which we see is the same as Dp. O

10.4. The Family Index Density

In this section, we use the method of Chapter 4 to prove the local family index
theorem of Bismut, that is, to calculate lim, ,,ch(A;). Let us summarize the
data that we are given:

(1) A fibre bundle 7 : M — B with a vertical metric ga;/p and connection,
that is, a decomposition of the tangent bundle of M into the direct sum
of the vertical tangent bundle T(M/B) and the horizontal tangent bundle
7*TB; from this, we obtain a connection VM/B on the vertical tangent
bundle T(M/B).

(2) a Clifford module € for the vertical Clifford bundle C(M/B), with Clifford
connection V€ compatible with VM/B,

Using just this data, we can construct a family of twisted Dirac operators
D = (D* | z € B), and the Bismut superconnection A, which satisfies Ajg) =
D. Let n denote the dimension of the fibres M,.

Let A, be the finite dimensional algebra AT*,B. The curvature F = A2 of
A acts on the space A, ® (m.€); of sections of the bundle E = A7*T*B ® £
along the fibre M,.

The following lemma is a restatement of Theorem 9.48.
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Lemma 10.20. For each t > 0, the heat operator e~** acting on (M, E)
has a kernel

(x| e | y) eT(M xr M,m*" AR E B, E£¥),
in the sense that if ¢ € I'(M,E), we have

N = [ (2] 1))y,
M.

z

where dy is the Riemannian volume form of the fibre M, and z = w(x).

The manifold M embeds inside M x, M as the diagonal M C M x, M.
If we restrict the heat kernel of F to the diagonal, it becomes a section of the
bundle of algebras m*AT*B ® End(£). Since & is a Clifford module over the
Clifford algebra C(M/B), we see that

m*AT"B ® End(€) ® 7*AT*B ® C(M/B) ® Endc(uy 5y (€)
= r*AT*B ® AT*(M/B) ® Endgu;5) (€)
= AT*M ® Endc(p,B)(€)-
Thus, the restriction to the diagonal k;(z,z) of the heat kernel of F is identi-

fied with a differential form on M with values in the bundle Endcp, 5y (€).
Let A(M/B) be the A-genus of the bundle T'(M /B) for the connection

vM/B,
. 1 RM/B /2
A(M/B) = det'/? (WB%{)) !

and let F€/S e T'(M, Endc(my/B)y(E)) be the twisting curvature of the bun-
dle £. The aim of this section is to prove the following generalization of
Theorem 4.1.

Theorem 10.21. Consider the asymptotic expansion of ki(x,x)
o0
ki(x,x) ~ (4mrt)~"/2 z t'ki(z).
i=0
(1) The coefficient k; lies in 3, <o; A7 (M, Endc(ayB) (E))-
(2) The full symbol of ky(z,z), defined by o (k) = 22‘;’3(’”” 2 o2i(ksi), is given
by the formula
a(k) = A(RM/P) exp(~F*/%) € A(M,Endcmy5)(£))

Before proving the theorem, let us show how it allows us to compute the
Chern character of the index bundle ind(D) of the family of vertical Dirac

operators D. Recall the operator 62 on A(B) which multiplies differential
forms of degree i by t=%/2. Let

A = t1/25tB . A-(&tB)_l = tl/zA[O] + A[I] + t'—l/zAlgl
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be the rescaled Bismut superconnection, with curvature F; = t62 - F (6B)L.
By Theorem 9.19, the Chern character of the bundle ind(D) is represented,
for every t > 0, by the closed differential form ch(A;) = Str(e~%*) on B.

Lemma 10.22. Extend the map Str : I'(M,,End(€;)) — C®(M,) to a map
Str : [(M,, A, ® End(£;)) — A, @ C®(M,). Then

ch(A;) = / 5B (Strgz (ke (z, a:)) dz.
M,
Proof. Using the formula F; = t62 - F -(62)~, we see that
ch(As) = Str(e™7*) = Str(e~t - F (67
- Str(af(e~tf))
= 6B (Str(e—”r ))

Now, the kernel of the operator e~** is by definition equal to k;(z,y), and
the lemma, follows now from the fact that

Str(e~t*) =/ Stre, (ki(z, z)) dz € AT*,B. O
Mz

Let us show that the local family index theorem of Bismut is a corollary of

Theorem 10.21. Let ch(£/S) = Strg;s(e™F E/s) be the relative Chern charac-
ter of the Clifford module £. Let

Ty : A(M) — T(M, n*AT*B)

be the map given by decomposing the bundle AT*M as a tensor product
AT*(M/B) @ m*AT*B and applying the Berezin integral map to the first
factor, that is, projecting onto A"T*(M/B) @ n*AT*B and then dividing by
the vertical Riemannian volume form vas/p in I'(M, A"T*(M/B)).

Theorem 10.23 (Bismut). The section
58 (Strgw (ke (z, x))) € I(M, 7*AT*B)
has a limit when t — 0 equal to
(2m8)~"/2Tyg p(A(M/B) ch(€/S)) € T(M,n*AT*B).

Consequently, the differential form ch(A:) € A(B) has a limit when t — 0
given by the formula

lim ch(As) = (2i)=~"2 / A(RM/BY ch(£3).
t—0 M/B
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Proof. Consider the bigrading on AT*; M given by
APAT M = AP ® A?T",(M/B).
P.g

If we decompose the symbol of a € A, ® End(£;) according to this bigrading,
o(a) = ZU[P’Q] (a)
p,q

where
a[p,ql(a,) e AL ® AT (M/B)® EndC(M) (&2),
we have the formula

Stre, (a) = (~20)"2 Y Stre/s(0pm(a))-

Applying this formula to the supertrace of
k(. 7) ~ (4rt) 2 tki(a),

we see that

88 (Stre, (ks(z,2))) ~ (2mi) ™2 " 13~ +P)/2 Strg o (01, (ks ()))-
Jsp
Since o(pn)(k;) = 0 if 2j < n + p, we see that there is no singular term in the
asymptotic expansion of 62 (Stre, (k:(x,z))) as t — 0. The explicit formula
of Theorem 10.21 for - 02;(k;) implies the formula for the leading order in
the asymptotic expansion. [J

Bearing in mind the family McKean-Singer theorem of Chapter 9, we obtain
the cohomological form of the Atiyah-Singer family index theorem.

Corollary 10.24 (Atiyah-Singer).
ch(ind(D)) = (2i)™/2 / A(M/B) ch(£/S) € H>(B).
M/B

‘We now turn to the proof of Theorem 10.21, which is a fairly straightfor-
ward generalization of Theorem 4.1, the case in which B is a point. We start
by choosing a point z € B, but instead of working with the generalized Lapla-
cian D? on the manifold M as in Chapter 4, we will work with the curvature
JF# of the Bismut superconnection A restricted to the fibre M,, which we may
think of as a generalized Laplacian with coefficients in the exterior algebra
A,
Fix a point o € M,, and let V = T,,(M/B) and H = T, B be the vertical
and horizontal tangent spaces at zo; thus

T=T,M=VeaH.
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Let U = {x € V| ||x|| < €}, where € is smaller than the injectivity radius
of the fibre M,. We identify U by the exponential map x exp,, X with a
neighborhood of zg in M,. Let 7/B(z, z) be the parallel transport map in
the bundle T'(M/B) along the geodesic from z to zg, defined with respect to
the connection VM/B defined in Section 1; since we are working on a single
fibre M,, this connection is nothing but the Levi-Civita connection of M,.
Using this map, we can identify the fibre Ty (M/B) with the space V, so that
the space of differential forms A(U) is identified with C®°(U, AV*).

Choose an orthonormal basis dx; of V* = T%,(M/B), and let € €
T(U,T*M/B)) = I'(U,V*) be the orthonormal frame of T*(M/B) over U
obtained by parallel transport of dx; along geodesics by the Levi-Civita con-
nection on M,. We denote by e a local frame of T*M on U consisting of the
union of the cotangent frame e' and of a fixed basis f* of T*,B.

Let E = &;, be the fibre of the Clifford module £ at zg, let Sy be the
spinor space of V*, and let W = Homg(y)(Sv, E), so that F is naturally
isomorphic to Sy ® W. Recall the Clifford action mg of T*M on Am*T*B®E,
for which vertical cotangent vectors act by Clifford multiplication on £, and
horizontal tangent vectors act by exterior multiplication on A = An*T*B.
Let 78(zo,z) be the parallel transport map in the bundle A, ® £ along the
geodesic from z to o, defined with respect to the Clifford connection VE-°
of Section2. Using this map, we can identify the fibre 4, ® £; of E at z
with the space AH* ® Sy ® W, and the space of sections I'(U, A, ® £) with
C®(U,AH*® Sy @ W).

Although the bundle E over M, is the tensor product of the bundle £ with
the trivial bundle A, the term %mo (w) in the definition of the connection
VE:0 means that parallel transport with respect to VE is not equal simply
to the tensor product of the identity on .A, with parallel transport in £ by the
connection V. Using the parallel transport map 7%(zo, z), we can analyse
the Clifford action mg of 7% M on E, by transporting it back to zo, where
it becomes an x-dependent action of T* = H*®V* on A, ® E.

Lemma 10.25. If ¢ is the Clifford action of the cotangent vector dx; on E,
and €% is multiplication by f® in the exterior algebra AH*, we have

mo(e') = c* + Z ule®
(o7
mo(f%) = €%,
where ul, are smooth functions on U satisfying ué (x) = O(|x|).

Proof. Let R be the radial vector field on U. The frame ¢’ satisfies Vyy/ ~e* =
0. It follows that

VMO = L0(w(R)e = 3 w(R) (e, fa)e®,
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by (10.3), and the fact that w(X,Y) = 0 if both X and Y are vertical. Now,
we use the fact, proved in Proposition 10.10, that VE-° is a Clifford connection:
V5L, mo()] = mo(V3 ). This shows that

[VE°,mo(e)] = mo(Vig%e') = > w(R) (e, fa) 2.

Integrating this ordinary differential equation with the initial condition that
at x = 0, mo(e*) = ¢, we obtain the first formula.

The second formula is clear: since 7%(a)f®* =0 for all a € A2T*,,.M the
connection VM0 coincides with 7*V? on the sub-bundle 7*T'B of horizontal
vectors, so that V%‘Of"‘ =VEf*=0. 0O

‘We need another simple lemma.

Lemma 10.26. In the trivialization of E over U induced by the parallel
transport map TE(zo, ), the connection VEC equals d + ©, where

0(0) = =1 3 (R(8:,85)ea, ea)m®mbx! + 3" fiap()mem® + gi(x);
j:a<b a<b
here fias(x) = O(X[2) € C*(U) and gi(x) = O(x]) € C®(U) ® End(W).
Proof. Let R be the radial vector field on U. Since ©(R) = 0, the one-form
© is determined (see (1.12)) by the equation
L(R)® = y(R) (VEY)®
= (R)(\(RB) + imo(R) + F%/5) by Proposition10.11,
= 3UR)mo(R) + ((R)F*/%;
the last line holds because t(R)A\(RB) = 0, R being a vertical vector field and
REB being horizontal. [

Let A% be the Laplacian on M, associated to the connection VE?, so that
the curvature of the Bismut superconnection equals

F? =N+ dry, + Y mimBFE/S (e, e).
a<b

We can transfer this operator to C°°(U, AT*® End(W)) using the quantization
map, that is, by replacing the Clifford action mg(e®) at x = 0 by the action

mt=¢l -} m® =g,
The resulting operator L is given by the explicit formula

L=—Z((V§»0) Vv,et) 4rM +ZF8/S amb.

a<b
Next, we introduce the rescaling operator

6 : C®(U, AT* ® End(W)) — C®°(U, AT* @ End(W)),
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which is basic to the proof; if a € C*°(U, A*T* ® End(W)), then
bu(a)(x) = u~2a(u!/?x).
Furthermore, if a is an element of C°(U x R, A'T* ® End(W)), we define
6u(a)(t, x) = u"2a(ut, u'/?x).
By Lemma 10.25,
lim u'/26,-mg(6) 671 =€(8) for § € C®(U,T.

u—0

In the next lemma, we calculate the leading term of the asymptotic expansion
of 6, VE06; 1. The following lemma follows immediately from Lemma 10.26.

Lemma 10.27. In the trivialization of A,®E, over U induced by the parallel
transport map TE(zo, ),

ul’28, - VE 671 =8, - 1 3 R(8;,0;, eq, €)5m®mPx7 + O(uV/?).

jia<b
We can now show that the family of differential operators ué, L6, ! acting
on C®(U,AT* ® End(W)) has a limit as u — 0; this is the most important

step in the proof. Since the twisting curvature F = Ffo/ S of the Clifford module
& at 20 is an element of A2T* ® End(W), it acts on the space C®°(U, AT* ®
End(W)) by multiplication. Similarly, the matrix-coefficients

ai; = (RM/28,,8;), = (RM/B(eq,5);,0;), %"
a<b
of the curvature of the bundle T'(M/B) belong to A2T* and act on the space
C®(U,AT* ® End(W)).

Proposition 10.28. The differential operator ué, - L-651 on C®(U,AT* ®
End(W)) has a limit K when u tends to 0, equal to

2
K= —Z(ai - ;lizaijxj) +F.
i J
Proof. By Lemma10.27, the differential operator u!/ 25uVIaE;°5;1 equals
8 — % Y (R(8i85)w0ta, €5)e%€"%; + O(ul/?).

jia<bd

The fundamental symmetry of the four-tensor R (Proposition 10.9 (3)) shows
that

R(ai, aj) €a, eb) = R(eaa €p, ai) 6_7) = (RM/B (ea.7 eb)ai’ a])')
from which it follows that

w26, VEO6 T = 8; — 1aix; + O(u'/?).
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The operator ué, - L-6;! is equal to

2
-3 (ul/zéu LVEO. 6;1) + 5" ub, -mem®- 571 FE/S (e, ) (uM/2x)
i

a<b

——uZé v » 671+ Lrag, (U 2x).

It is clear that both the third and fourth terms behave as O(u!/2) as u — 0,
while

Z uéum“mbéglFe/s(e“, eb)(ul/zx) = Zeastab + O(ul/z).
a<b a<b

' Putting all of these equations together, and using the fact that e; = 0; at
x = 0, we obtain the theorem. [0

Consider the time-dependent function on U given by transferring the heat
kernel (z | e7t7" | o) to the open set U C T, M, by means of the parallel
transport map 7%(zo, z):

k(t,x) = 75 (z0,z)(z | e | z0), where z = exp,, x

Then k(t,x) lies in C®°(U,AH* @ End(Sy) @ End(W)); using the symbol
map End(Sy) — C(V*) — AV*, we may think of k(¢,x) as a map from U
to AV* @ AH* @ End(W) & AT* ® End(W), and is a solution to the heat
equation

(8, + L)k(t,x) = 0

with initial condition lim, ,,k(t,x) = 6(x). As in Chapter4, we rescale the
heat kernel as follows.

Definition 10.29. The rescaled heat kernel r(u,t,x) equals
.
r(u,t,x) = Z w92k (ut, ul/2x) ).
i=0
The choice of the particular rescaling operator 8, is motivated by the fact
that
lim r(u,t,0) = hm 8y (ke(z0)) € AT,

u—0
and the right-hand side of this equat1on is precisely what we must calculate
to prove Theorem 10.21.
It is clear that r(u,t,x) satisfies the differential equation

(8 + uby - L- 65 )r(u,t,x) =0

The rest of the proof proceeds in exactly the same way as the proof of Theo-
rem4.1. Lemma4.18 applies to the operator A2 on M, just as well as it does
when the base B is a point, and we obtain AT*® End(W)-valued polynomials
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7:(t, x) on Rx V such that for every integer N, the function r¥ (u, t, x) defined
by
2N

a(x) Y uy(t,x)

i=-n
approximates r(u,t,X) in the following sense: for N > j +|a|/2,
11878 (r(u,t, %) — ¥ (u,t,%))[| < C(N, j,@)ul,
for 0 <u < 1and (¢,x) € (0,1) x U. Just as in Chapter4, v;(0,0) = 0 if
i # 0, while v5(0,0) = 1. Using the fact that L(u) = K + O(u!/?), we can
show in the same way as when the base B is a point that there are no poles

in the Laurent series expansion of r(u,t,x), that is, that ;(¢,x) = 0 for i < 0
so that

o0
T(U, t, X) ~ qt(x) Z ui/27i(t! x)'
=0

The limit lim,_,,7(u,t,X) = g:(x)v0(t,x) is a formal solution to the heat
equation

(8 + K)g:(x)70(t, %) = 0

with initial condition 7 (0,0) = 1. The following theorem follows from Theo-
rem4.12.

Theorem 10.30. The limit lim,,_,,7(u,t,X) exists and is given by the for-
mula

tRM/B /2
sinh(tRM/B/2)) exp(—tF)

M/B
% exp( 4t< ‘ cot:lf2 RM5§/2) |x>)

Theorem 10.21 follows from this lemma when we set t =1 and x = 0.

(47rt)_"/2 det'/? (

10.5. The Transgression Formula

In this section, we will show that the transgression formula

ch(A,) — ch(Ar) = d/ Str aAt o) ar

has a limit as s — 0, when A is the Bismut superconnection; of course, for
an arbitrary superconnection for the family D, this is not true.

Let us start with an analogue in finite dimensions of the technique which
we will use. Recall the construction of Section 9.1, in which we associated to
a smooth family of superconnections A, on a superbundle £ over a manifold
B parametrized by R a superconnection A on the superbundle E=Ex R+
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over the manifold B = B x R,. Consider the special case in which A; is the
rescaled superconnection

A, =s"%62.A-(62)71

and let A, be the dilation of the corresponding superconnection A on the
superbundle &:

At =A3t+d$/\—6‘,
Os

with curvature F; = AZ.

Lemma 10.31. We have

Str (e’%‘)

where a(t) equals

= Str (e’f‘) —ta(t) Ads,

dA; A2
a(t) = Str( dt )
Proof. Since Ay = Ay + dr +» it follows that at s =1,
~ dA,
Fi —Ft+t_di— Ads.

The lemma now follows from the Volterra expansion and the definition of
a(t).

The following theorem is proved by applying the family index theorem to
a superconnection over B = B x R constructed from the Bismut supercon-

nection in the same way as above.

Theorem 10.32. (1) The differential form

aft) = Str(dgt ‘Az)

has an asymptotic expansion ast — 0 of the form
m .
at) = Z tj/z_laj/g
i=1

where /5 € A(B).
(2) The Chern form ch(A:) is given by the transgression formula

ch(Ay) = (2mi)="/2 /M/B A(M/B)ch(€/S) —d /0 ’ a(s) ds
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(3) Ifdim(ker(D?)) is independent of z € B, so that ind(D) is a vector bundle
with connection Vo = ByAy Py, then

ch(Vo) = lim ch(A,)

8§00

(2m) =2 /M/B A(M/B) ch(£/S) —d /O ” a(s) ds

Proof. It is clear that Parts(2) and (3) are an immediate consequence of
Part (1) and the explicit formula for lim, ,,ch(A;) which comes from the
local family index theorem.

Let R be the positive real line (0, 00), and consider the family of manifolds

M = M xR over the base B = BxR,.. To prove that the function s — a(s)
is integrable as s — 0, we will apply the family index theorem to this family,
with respect to the following additional data:

(1) the vertical metric 957,58 OB M equals s~ gM/ B;
(2) the connection on the family M — B equals the natural extension of
the given connection on the family M/B in the directions tangential to

B, and the trivial one in the direction tangential to R, for which the
horizontal tangent space is spanned at each point by 8/8s;

(3) the Clifford bundle over Mis€x R, with Clifford connection V¢ + dg, .

We denote by S, kand T, , the metric and tensors corresponding to the above
data on M and by A and F the corresponding Bismut superconnection and
its curvature. Let n = dim(M) — dim(B) be the dimension of the fibres of
the family M — B.

Lemma 10.33. (1) If X and Y are vertical vector fields on M, then the
tensor S(X,Y) equals

5(X,Y) = %S(X, Y) - 52—2()(, Y)ds

(2) The one-form k equals k =k — %ds.
(3) The tensor Q equals Q.

(4) The Bismut superconnection for the above data on the family M — B
equals

~ n
A=A;+dgr, — —ds.
s + AR + s ds
Proof. Given vector fields on M, we may extend them to vector fields on all

of M by taking the extension which is independent of s € R,. Denote by 0s
the vector field on M which generates translation along Ry. If X and Y are
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vertical vector fields on M and Z is horizontal, g(X ,Y) may be calculated
as follows:

(8(X,Y),8,) = 35-(X,Y)

s_l(X) Y) = —%3’2(){1 Y)a

{(X,Y) 5 - (PIZ,X],Y) 5 — (PIZ,Y], X)5)
S(x, Y) Z).

I

%’ICD&’IQ

N

1

2
(8(X,Y),2) = &

=8

The formula for the one-form k follows by taking the trace of S.

It is easy to see that Q = , since [9;, X] = 0 if X is any vector field on
M.

To compare the Bismut superconnections A and A, we use the above for-
mulas, the explicit formula for A given in Proposition 10.15, and the fact that
if o € A}(M), the Clifford action &(a) on £ equals s/%¢c(a).

If we take the square of the above formula for the total Bismut supercon-

nection, we see that
OA,

T A2 _ A2 %8s
F=R =2+

ds,
which has Chern character
ch(A) = ch(A,) — a(s) ds.
The theorem will follow from the local family index theorem applied to the

Bismut superconnection A. By this theorem, we know that 6tB Stre(e™t%) €
A(B) has an asymptotic expansion in t as t — 0 of the form

6{? Str(e‘t;) = Str(e~%*t) — Str (88A:t "F’”) ds

w .
~ Zt:’/z(qu/f_) - aj/2 dS)
j=0

where ¢;/2 € A(B) and aja € A(B) are differential forms on B which do
not involve ds. Using the fact that

0A,¢
Os

oA,
at b

=t

s=1

we may set s = 1, and we obtain the asymptotic expansion

OA ®
Str ( att —}'z) Njgotjm_laj/?(x,s _ 1)‘
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To complete the proof, we must show that op = 0. We use the explicit
formula for ¢g — o ds furnished by the family index theorem:

b0 — v ds = (2mi) /2 /H/EA(M/E) ch(£/S).

But the differential form A(M/B)ch(€/S) € A(M) is the pull-back to M of
the differential form A(M/B)ch(€/S) € A(M); hence, it does not involve ds,
and we see that ag vanishes. [

10.6. The Curvature of the Determinant Line Bundle

In Section 9.7, we defined the determinant line bundle det(7.&, D), its Quillen
metric | - |g, whose definition involves the zeta-function determinant of the op-
erators D~ D™ restricted to the eigenspace (), 00), and its natural connection.
In this section, following Bismut and Freed, we will calculate the curvature of
the natural connection on det(m.&, D), when D is a family of Dirac operators
associated to a connection on £.

If £ is a finite-dimensional superbundle, there is a relatlonshlp between the
Chern character of £ with respect to a connection V¢ and the curvature of its
detelzlér;inant line bundle det(€) with respect to the corresponding connection
vdet .

(Veet€))? = _Str((V€)?) = ch(VE)p.

We will see a similar relationship in infinite dimensions; the curvature of the
connection that we described in Section 9.7 on the line bundle det(7.&, D) will
be shown to equal

lim ch(Ar)jz = (2mi)™/2( / A(M/B) en(€[5))
t—0 M/B (2
Let us first consider a special case, in which ker(D) is a vector bundle, so
det(m.€,D) and det(ker(D)) may be identified. In this case, the connec-
tion Vo = PyA[Po on ker(D) is compatible with the L2-metric, and Theo-
rem 10.32 shows that
o0
ch(Vo) = (2mi) 2 / A(M/B) ch(€/S) —d / o(s) ds.
M/B 0
If we take the two-form component of this formula, we see that
o]
(vdet(ker(m))2 = (2mi)~"/? ( / A(M/B) ch(S/S)) -d / a(s)py ds,
M/B (21 0

from which we see immediately that

det(ker(D)) . /00 o(s)y ds
0
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is a connection on the bundle det(ker(D)) with curvature
(i) /2 / A(M/B) ch(€[5))
M/B 2]

This connection is compatible with the Quillen metric. It would be very
interesting to have similar geometric interpretations of the other components
of the transgression formula.

Recall that the Quillen metric is defined on the representative det (’H[o, »)
of the line bundle det(m.&, D) over Uy, as

|| = e~¢'©@PTD /2|

where | - | is the L2-metric on det(Hg,»))-

The operator D(x,00) = P(),00)D 0ver the open set Uy has the property that
the bundle ker(D(x )) equals Hjp,n). We may define a superconnection Ay
by the formula

Ay =D o) + Ve,

Similarly, we define the rescaled version of this superconnection
Ay =Dy 00) + V™E.

Define two one-forms a*(s,\);; € A'(B), given by traces over m.&* and
<&~ respectively:

0A 2
+ _ As —A3,
o™ (s M = Tf"'g*( s ¢ )[11'
By Lemma 9.42, we see that at (s, A\)) = o~ (s,A)y-
As in Section9.7, we denote the one-forms 2LIM;_,o ft°° a*(s, A)[y ds by
B5; these satisfy fxt = B5. Thus, the sum B} + By is real, while the
difference 8 — By is imaginary. Also, we proved that

—d¢'(0,D7D*,\) = Bf + 85

Thus, we see that the sum of differential forms ﬁ;\*’ + By is an exact real
one-form. )

We defined the connection V4¢t(™-€) on det(r.£,D) as follows: on the
bundle det ('H[O, ), We took the connection

vdet(?‘l[o‘x)) + ,B,.\‘- .

Our goal is to calculate the curvature of this connection. In the following
lemma, we calculate the exterior differential of the imaginary one-form ,Bj\” -

Ay
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Lemma 10.34. The difference ot (s, \) (1] — @ (8, M)y is bounded by a mul-
tiple of s~Y/2 in A(Uy) for small s, and hence

00
B -85 = 2/ (a®(s,2) — a” (s, X))y ds.
0
The exterior differential of this differential form is given by the formula
— A _ N — 2
1d(BF = By) + ca(VEON) ) = (2mi) "/2( /M/UA A(M/B) ch(f/S))

Proof. We have seen that

2

o (s, )y = —3 Trr e+ <D[V"‘£’ D] e_SDQP(A,oo))

Since the Bismut superconnection A coincides with D + V7+€ up to terms of
degree 2, we see that

oA
oo = Trn.ex (e )

=~} Try.e+ (D[V™€,D]e™").

From this, it follows that

OA A2 aA)‘, A2 N2
T‘I‘ﬂ_si( asse $ — as 86 A8 [1] = —'I&‘,r‘ei: (D[VW'S,D]C sD ‘P[O,)\))-

The operator P, ) is a smoothing operator, so that by Lemma9.47, for s
small,
OA 2
+ _ s _—AZ <
Ha (3v>‘)[1] rDr'lr..Ei< Os e )[1]“! < C(Z)

The result now follows from Theorem10.32. O

‘We now arrive at the main result of this section (this is what is known to
physicists as the “anomaly formula”).

Theorem 10.35. The curvature of the connection V4et(T+€.0) ggq;q]5
(2mi)~2( / A(M/B) ch(£/S)) .
M/U 2]
Proof. We have already done all of the work. Indeed,
(Vdet(w.E,D))z = (Vo) 4 g+)?
- (Vdet:(')'t[c.,\)))2 + dﬂi‘
- (Vdet(H[o,A)))Z + 1d(B} - B5),

since the differential form ﬂ;‘ + By is closed. The theorem follows from
Lemmal0.34. O
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10.7. The Kirillov Formula and Bismut’s Index Theorem

In this section, we will show that the local family index theorem, in the case
in which the family M — B is associated to a principal bundle P — B with
compact structure group G, is equivalent to the Kirillov formula of Chapter 8.
All of our notations are as in Section 9.4.

We start by calculating the Bismut superconnection A. The vertical tan-
gent bundle T(M/B) = P xg TN has a connection VN:¢, obtained by com-
bining the Levi-Civita connection V¥ on TN with the connection 6 on the
principal bundle P — B, as explained in Section 7.6. On the other hand, the
connection § determines a connection on the fibre bundle M — B, and hence,
by the construction of Section 1, a connection V*/53 on T(M/B).

Lemma 10.36. The two connections V¢ and VM/B on T(M/B) are equal.

Proof. Since this formula is local, we assume that P is the trivial bundle P =
B x G, with connection form 8 = 3"y, 6*X; € A(B, g), so that M = BX N.

If V is a vector field on B, its horizontal lift is V 4+ 6(V)n. If Y and Z are
vector fields on N, then by the definition of VM/B  we see that

2(Vilon Yo Z) = (6(V)N, Y], 2) + ((Z,6(V)N],Y) + 6(V)N (Y, 2)
= 2([9(V)Na Y]a Z)a
where we have used the fact that the vertical metric on M is independent of

the point z in the base B, and that 8(V)y is a Killing vector field. On the
other hand, Lemma 7.37 shows that

Vv+9(v) Y = Vo Y + N (6(V)N)Y
= [6(V)n, Y]

In the same way, the bundle £ = P X F has a connection VE¢ | obtained
by combining the Clifford connection VZ on E — N with the connection 6.
Using the fact that for any Y € g and a € I'(V, T*N),

[VE(Y),e(@)] = (4™ (¥)a),

we see that VE+¢ is a Clifford connection on £ compatible with VN6 = vM/B,
We denote this connection by V€.

The equivariant Chern-Weil homomorphism ¢y maps the equlvanant de
Rham complex (Ag(N),dg) to the de Rham complex (A(M),d). Using the
fact that V¢ and VE#? equal VM/B and V¢ respectively, we see that

¢6(A45) = A(M/B),
¢o(chg(E/S)) = ch(£/S),

where A; and chy(E/S) are the equivariant A-genus of N and the equivariant
relative Chern character of E.
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In the fibre bundle M — B, the tensor S is equal to zero, and hence
its trace k is also zero. To calculate the Bismut superconnection, we must
describe the curvature tensor Q of M.

Lemma 10.37. IfV and W are two vector fields on B, then
Q(Vv’ W) = -QP(VPa WP)Na

where Vp and Wp are the horizontal lifts of V and W to P, Qp € A?(P,g)
is the curvature of P, and for any element X € g, Xn is the corresponding
vector field on N, as well as the induced vertical vector field on M = PxgN.

Since the bundle 7.£ is the associated bundle to the representation of G
on I'(N, E), it has a canonical connection given on the space

A(B,.£) & (A(P) (N, E)), ..

by the formula
m
Ve =dp+ Y 6FLE(Xy).
k=1
This connection has curvature

m
(v™£) ZQ LE(Xy).
=1

There is a linear map ¢ : g — ['(NV,End(E)), defind by sending X € g
to ¢(Xn), the operator of Clifford multiplication by the vector field Xy €
['(N,TN) associated to X. By means of the formula

c(Qp) = ZQ c(Xk),

we obtain an action of the curvature Qp of P on A(P) @ (N, E).

Theorem 10.38. (1) The Bismut superconnection of the bundle P xg N is
the restriction to (A(P) ® (N, E)), __ of the operator

bas
1® Dy + V™ + 1c(Qp).
(2) The Chern character ch(A;) = Str (e‘Af) € A(B) is independent of t.

Proof. From the formula for A given in Proposition 10.15, we see that A =
Dy and Apy = ¢(p). To check that

£ €
> eavE = vE,
[+
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we may assume that P is trivial, as in the proof of Lemma 10.36. We see that
> Ve =3V o
o o
=) € (Vﬁaa)N + M (9(3a)N))
a
=Y e*L5(8(a)n)

=Y 0FLE(Xy).
k

The connection V™€ commutes with Dy, since Dy is G-invariant. Fur-
thermore, V7™+€ and ¢(Q2p) commute, by the Bianchi identity VQp = 0. If we
let Q: be the operator

1
4¢1/2

Qi =A,—V™E =tY2Dy + ¢(Q) € T(B, Endp (7)),

we see that
da? _[day 1 [dAc o
dat | dt 7t T a0
and hence that

2 gortob?) = —sor (|2, gent])
EStr(e )——Str([dt,Qte })-0,

since the supertrace vanishes by Lemma 3.49. O

We have seen in Section 9.4 that Kirillov’s formula for indg(e~%,Dy) im-
plies that

lim Str(e™) = (2m) /2 / A(M/B) ch(£/S).
M/B

t—ro0

We see from the above theorem that the formula

lim Str(e~A%) = (2mi)~"/2 / A(M/B) ch(€/S),
t—0 M/B
is, in the case of a compact structure group, a consequence of the Kirillov
formula for the equivariant index of D). We will strengthen this result by
showing that the the local family index theorem of Bismut is implied in this
context by the local Kirillov formula for the operator K(X) = (D+¢(X)) ¥
LE(X) of Section 8.3.

The operator K(X) is a differential operator depending polynomially on
X, and hence acts on the space C[g] ® I'(N, E), by the formula

(Ks)(X) = K(X)s(X).
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If p is a point in the principal bundle P lying in the fibre of z € B, we may
specialize the operator K(X) to an operator K(f,) acting on AT, B ®
T'(N, E), by replacing X = Y 1, a¥ X} € g, a* € C, by

m

Qp = Zak(Q’f;)pXk € AzT*ﬂ.(p)B ®g.

i=1

On the other hand, the point p € P gives an identification of the fibres M,
with N, so that we may also consider the curvature A2 of the Bismut super-
connection to be a differential operator A2 acting on A*T*.(,)BQI'(N, E).

Proposition 10.39. The two operators K (§,) and Af, are equal.

Proof. This follows from Theorem 10.38 and the fact that V™€ supercom-
mutes with Dy and c¢(9):

A% = (D + 1c(Qp))* + (V™€)
(D+1c(@p))* +L(Qp). O

From this lemma, we see that the coefficients of the asymptotic expansion
of (p| e~ tA? | p) depend polynomially on Q, and are obtained from the co-
efficients of the asymptotic expansion of (p | e7#¥(*) | p) by replacing X by
Qp.

The converse result is also true: the local family index theorem implies the
local Kirillov formula. To show this, we use the following lemma from the
theory of classifying spaces.

Lemma 10.40. There ezist fibre bundles Py — By for which the Chern-
Weil map C[g]® — A(By) is an injection up to polynomials of degree N, for
any N > 0.

Proof. Let V be a faithful unitary representation of G. From the embedding
UV eCN)xU(VeCN)c UV eC),

we see that U(V @CY) acts freely on Py = U(V®C)/ U(VQCN). There s
an embedding of G in U(V ®C¥), in which we map g € G to g®I. Let By =
Py /G. The result follows from the fact that if m > n, m;(U(m)/U(n)) =0
fori<2n. O

The local index theorem for families for the bundle Py — By implies the
local Kirillov formula for K(X) up to order N. Since N is arbitrary, we
obtain the local Kirillov formula to all orders.
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Bibliographic Notes

Sections 1-4. The results of the first four sections of this chapter are due to
Bismut [30], although the proof of the main result (Theorem 10.21), the local
family index theorem, follows our proof of the local index theorem in Chap-
ter 4 of this book. In his work, Bismut uses the term Levi-Civita superconnec-
tion where, for obvious reasons, we prefer the term Bismut superconnection.
Theorem 10.19 is new, and gives a natural interpretation of the Bismut super-
connection. For closely related approaches to the family index theorem, see
the articles of Berline-Vergne [26], Donnelly [51] and Zhang [108].

Sections5 and 6. The “anomaly” formula for the curvature of the natural
connection on the determinant line bundle was proved by Witten in the special
case where there are no zero modes (see for example [106]), based on the work
of many theoretical physicists. Further special cases were proved by Atiyah-
Singer [17] and Quillen [92], and the theorem is stated and proved in full
generality in the article of Bismut and Freed [35]. In this chapter, it appears
in a generalized form inspired by the article of Gillet and Soulé [67].

Section 7. The relationship between the family index theorem for a family
with compact structure group and the equivariant index theorem is in Atiyah
and Singer [16]. The remarkable observation that such a relationship holds at
the level of differential operators, as in Proposition 10.39, is due to Bismut [30].

For an extension of the results of this chapter in the direction of algebraic
geometry, see Bismut, Gillet and Soulé [36].
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