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Foreword

The Story Behind the Nanotube Rush

Nanotubes have evolved into one of the most intensively studied materials
and are held responsible for co-triggering the Nanotechnology Revolution.
Why? This foreword attempts to provide a brief answer to “why” and “how”
nanotubes have kept amazing both scientists and engineers over the past
decades.

Even though nanotubes were commonly identified as contiguous hollow
tubes in the core structure of carbon fibers in the 1970s [1], their popularity
rose drastically following their observation on the cathode of a carbon arc
used to produce fullerenes [2], the starting point of the Nanotube Rush era.
Nanotubes, especially those of carbon, excite both fundamental scientists and
engineers interested in applications due to the unique combination of their
properties.

First, these molecular systems are nanometer-sized in diameter, but up
to centimeters long, yielding an unprecedented length/diameter aspect ra-
tio exceeding 107. Carbon nanotubes can be thought of as narrow strips
of graphene [3] rolled up into seamless tubes. They form spontaneously
and efficiently under well-defined conditions either as single-wall nanotubes
(SWNTs) or nested multiwall nanotubes (MWNTs). Contiguous carbon
nanotubes exhibit a high degree of atomic-scale perfection. This fact, along
with their close relationship with graphene, makes nanotubes chemically in-
ert. As for graphene under tension, nanotubes are two orders of magnitude
stronger than steel at 1/6th of the weight. The melting point of nanotubes
of about 4000 K in “ideal vacuum” [4], close to that of graphite, exceeds
that of any metal. Depending on the atomic structure of nanotubes, includ-
ing diameter, single-wall nanotubes act as ballistic conductors of electrons or
show semiconducting behavior. Carbon nanotubes seem to be also excellent
conductors of heat, expected to exceed the record thermal conductivity of
isotopically pure diamond. Moreover, similar to the related graphite, carbon
nanotubes appear to be biocompatible in many environments.
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Nanotube Applications Guiding the Way

Due to the amazing combination of their properties, nanotubes appear ideal
for a wide range of current or future applications. Their high mechanical
strength, combined with high electrical/thermal conductivity, allows the for-
mation of strong, transparent, yet electrically and thermally conductive com-
posites – including electromagnetic shielding of cables and conductive coat-
ings of aircraft components – at relatively low loading levels of very few weight
percent. Nanotubes can also be spun into yarns with toughness competing
with Kevlar. Nanotube yarns can be knotted, plied, braided and woven into
conductive fabrics that remain tough even under ultraviolet radiation.

Due to the large aspect ratio, as near other “sharp” objects, the electric
field is locally enhanced by two orders of magnitude close to the tip of nano-
tubes, thus significantly enhancing their field electron-emission properties.
Since – unlike other cold cathodes – nanotubes have a high melting point
and maintain their high aspect ratio over time, they have a future as succes-
sors of electron guns in cathode ray tube (CRT) displays with a significant
advantage: nanotube arrays attached to a substrate make bright, ultraflat
displays, with each pixel lit by the current from several gated nanotubes
beneath it.

Due to their long electron mean-free path, single-wall carbon nanotubes
are ballistic conductors of electrons and holes, which makes them appealing
as building blocks of future molecular electronics circuits. Carbon-nanotube-
based field-effect transistors surpass in all the relevant criteria current silicon-
based devices at a small fraction of the size. Carbon nanotubes are also likely
to play a key role in future electronics applications, including spintronics and
quantum computing.

Nanotubes have found a large-scale application as an additive to the
graphite component of Li-ion batteries. Forming an elastic filler, they absorb
the slack and prevent reorientation of graphite crystallites during their expan-
sion/contraction associated with the intercalation/deintercalation of Li ions,
thus increasing energy delivery and the number of useful charge/discharge cy-
cles. High conductivity combined with a high surface-to-volume ratio opens
up an application of nanotube assemblies as electrodes in supercapacitors
and fuel cells. Unusual arrangements of conductive and insulating nanotube
yarns may yield electronic fabrics with supercapacitor functionality.

Under various conditions, nanotube arrays appear to be biocompatible
with human tissue. The combination of their nanometer-size diameter, well-
defined cylindrical shape, and lack of chemical reactivity offer promise for the
use of nanotubes as efficient templates for the proliferation of neurons. With
carbon nanotubes as an additive to nylon microcatheters used in surgery, the
occurrence of thrombus formation appears to be efficiently suppressed.

Even though no longer at the forefront of potential applications, reversible
hydrogen storage is likely to benefit from the light weight and large accessible
surface area of nanotubes and related sp2-bonded carbon nanostructures.
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Reproducible measurements suggest the capability of carbon nanotubes to
store up to 2% (weight) molecular hydrogen at room temperature.

Nanotubes as a Test Ground of Fundamental Science

Even though it was the applications of nanotubes that grabbed most of the
media limelight, nanotubes themselves offer a unique possibility to explore
fundamental properties of quasi-one-dimensional (1D) conductors and semi-
conductors. For example, any phase transition – including the onset of su-
perconductivity or magnetic ordering – should be suppressed in strictly one-
dimensional systems. Furthermore, free carriers in one-dimensional conduc-
tors have been postulated to behave as a Luttinger liquid rather than being
subject to Fermi–Dirac statistics. The screening behavior of these 1D sys-
tems modifies the optical properties of nanotubes significantly. An important
example is the large binding energy of excitons that, in semiconducting nano-
tubes, is two orders of magnitude larger than in 3D semiconductors and thus
comparable to their bandgap in typical semiconductors.

Problem Solution by Hand-in-Hand Collaboration
Between Experiment and Theory

Many initial problems have been solved since the beginning of the Nanotube
Rush era. Intensive collaboration between theory and experiment, especially
in the field of single-wall nanotubes, became the key to rapid progress, which
continues until the present. Among the many examples, observed inconsis-
tencies in nanotube conductivity measurements were reconciled by learning
how to make good contacts reproducibly. Also, superconducting behavior in
nanotubes was only observed after good contacts between nanotubes and
leads were established. Still, many problems remain and await solution, in-
cluding the controlled production of carbon nanotubes with a well-defined
atomic (n, m) structure, which is a critical parameter in deciding whether a
particular SWNT is metallic or semiconducting, and whether it will perform
to the required specifications.

The entire arsenal of experimental and theoretical techniques that had
been developed to characterize low-dimensional systems, ranging from nano-
particles to surfaces, has been applied to nanotubes. Nanotube metrology has
matured to a well-established field affecting not only quality control, but also
providing guidance regarding the likely behavior of particular samples. On
the experimental side, most direct information about the morphology of indi-
vidual single- and multiwall tubes, including diameter and interlayer spacing,
has been provided by high-resolution transmission electron microscopy. Ra-
man spectroscopy has proven especially valuable in providing information
about the fraction of graphitic carbon in the sample and determining the
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distribution of nanotube diameters by analyzing the diameter-dependent ra-
dial breathing mode. Photoluminescence spectra offer a powerful way to de-
termine the chirality distribution among semiconducting nanotubes. These
methods are often combined with scanning probe microscopy and other spec-
troscopic techniques to characterize nanotube samples in terms of uniformity,
purity, chemical modifications, and defects.

Theoretical techniques used to investigate the relative stability and me-
chanical properties of nanotubes range from continuum elasticity theory to
bond-order potentials. Since the electronic structure in carbon nanotubes is
dominated by 2pπ electronic states, the single ppπ band Hückel model has
proven very useful in understanding the electronic structure and quantum
transport in nanotubes. Ab initio density–functional theory (DFT) calcula-
tions, or their parameterized tight-binding counterparts, are the methods of
choice to determine the electronic structure and stability of pristine and func-
tionalized nanotubes and related structures in the electronic ground state.
Description of the excited-state dynamics of nanotubes requires calculations
beyond DFT, including combinations of time-dependent DFT with molecu-
lar dynamics, GW calculations of electronic spectra, and the Bethe–Salpeter
equation to describe excitonic states.

Future of Carbon Nanotubes

In the first decade of the 21st century, almost two decades after the onset
of the Nanotube Rush, the nanotube field is as vital as ever. The rate of
publications and patent applications in the field of nanotubes still continues
to increase. Whereas the stream of break-through discoveries has been hold-
ing up until the present, other outstanding problems, identified in this book,
still await solution. Cross-fertilization with emerging related fields, such as
graphene, will likely accelerate progress by providing insight from a differ-
ent viewpoint. The continuing vitality of the nanotube field is unusual, when
compared to other research areas that initially appeared at least as appeal-
ing, including the field of fullerenes and high-temperature superconductivity.
Reasons for the unexpected evolution of the field in the recent past may bear
hints about the future.

One feature that sets the field of nanotubes apart from other similarly ap-
pealing areas is the wide field of promising applications, ranging from molec-
ular electronics and quantum computing to materials science and medicine.
Fundamental interest in the properties of this unusual material, combined
with an apparently unlimited potential for applications, have sparked off in-
ternational, interdisciplinary collaborations on a previously unprecedented
scale and demonstrated the benefits of such collaborations.

The intense need for communication among the disciplines has established
sections dedicated to nanotube science at many conferences in different fields.
The Internet offers web sites dedicated to nanotubes, linking the scientific
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nanotube community together and providing advice to the interested novice.
Conferences dedicated to nanotubes, including the NT series initiated by the
NT99 workshop in 1999, attract hundreds of scientists every year to new
venues and new countries. With their vision to provide access to information
for all at minimum cost and to foster scientific collaboration between dif-
ferent disciplines and cultures around the globe, nanotube conferences fulfill
several worthy missions at the same time. Another appeal is their educational
mission, namely to give young aspiring scientists a fair chance for discussion
with their senior colleagues. The inspiration coming from days of intense in-
formation exchange, where age differences are swept away in the heat of the
discussion, is likely to fuel the nanotube field for many more years to come.
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Preface

Over the past 15 years, carbon nanotubes have evolved into one of the most
intensively studied materials of this decade. Now, it seems clear that the car-
bon nanotube field is on the verge of approaching a “phase transition critical
point”, which means the field is now mature for making the transition from
nanoscience to nanotechnology. This is therefore an important time to re-
view what we have learned in the past decade and, most important, to look
into the future of carbon nanotubes and related fields. The general goal for
this book is to review research highlights for the past decade and to point
to research opportunities for the future. This book builds on the best-selling
Springer publication of 2001 in the Topics in Applied Physics Series vol-
ume 80 on Carbon Nanotubes and features reviews of many topics that have
evolved since that publication. The present book is directed to both the very
large number of researchers now working in the field, as well as the many
new entrants looking for useful applications of the special properties of car-
bon nanotubes. In the spirit of these goals, the present volume has sought to
bring leaders in the field of carbon nanotube research to summarize, using a
tutorial style, the important advances occurring during the past decade and
to point to some promising future research directions for the carbon nanotube
field. Most of the chapters are written by a collection of authors from differ-
ent groups worldwide, guaranteeing a broad view of each topic, rather than
reflecting the work of specific research groups. We are thankful to the au-
thors who produced excellent chapters that will greatly benefit many readers
interested in carbon nanotubes and related topics, and to Springer-Verlag for
cooperating with us in implementing this project. A.J. personally acknowl-
edges financial support from CNPq, Fapemig, CAPES, Rede Nacional de
Pesquisa em Nanotubos de Carbono and Instituto de Nanotecnologia (CNPq
and MCT), Brazil, and G.D. and M.S.D. acknowledge NSF-DMR 04-05538.

Belo Horizonte, December 2007 Ado Jorio
Gene Dresselhaus
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Abstract. Back in 1992 it was proposed that nanoparticles of layered compounds
will be unstable against folding and will close up into fullerene-like structures
(IF) and nanotubes. In the years that followed nanotubes and fullerene-like struc-
tures were synthesized from numerous compounds with layered structure. More
recently, crystalline and noncrystalline nanotubes of compounds with a 3D, i.e.,
quasi-isotropic lattice have been intensively investigated. In view of their eminent
applications potential, much effort and substantial progress has been achieved in
the scaling-up of the synthesis of inorganic nanotubes and fullerene-like nanoparti-
cles of WS2 and MoS2 and also other compounds. Early on it was suggested that
hollow nano-octahedra consisting of a few hundred MoS2 moieties make the true
analogs of C60, etc. This notion has been advanced considerably in recent years
through a combined experimental–theoretical effort.

Substantial progress has been accomplished in the use of such nanoparticles
for tribological applications and lately for impact resilient nanocomposites. These
tests indicated that IF-MoS2 and IF-WS2 are heading for large-scale applications
in the automotive, machining, aerospace, electronics, defense, medical and numer-
ous other kinds of industries. A few products based on these nanoparticles have
been recently commercialized by “ApNano Materials, Inc” (“NanoMaterials, Ltd.”,
see also www.apnano.com). Most recently, a manufacturing facility for the com-
mercialization of these nanomaterials has been erected and sales of the product
started. Novel applications of inorganic nanotubes and fullerene-like nanoparticles
in the fields of catalysis; microelectronics; Li rechargeable batteries; medical and
optoelectronics will be discussed.

1 Introduction

The last few years have seen a large growth in the scientific interest in in-
organic nanotubes and fullerene-like nanoparticles. Numerous studies have
been published in this area and a number of review papers and chapters in
books (for a partial list see [1–5]) have been dedicated to the subject. As
about half of this book is an update of a book published in 2001, the present
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contribution will devote itself mostly to developments in the field of inorganic
nanotubes in the last five years. Also, in order to make this chapter manage-
able in size and consistent with the rest of the book, which is dedicated to
crystalline nanotubes made of carbon, a classification of the published stud-
ies will be made first. One of the most important developments in the area
of inorganic nanotubes is the use of “chemie douce” – soft-chemistry (low-
temperature) methods to synthesize inorganic nanotubes, mostly from oxide
compounds. Here too, a distinction between multicrystalline [6] and crys-
talline nanotubes will have to be made. In analogy to bulk material where
X-ray diffraction (XRD) is used to distinguish between crystalline and poly-
crystalline phases, here electron diffraction (ED) is the main tool. For ex-
ample, crystalline nanotubes of VOx-alkylamine [7] and H2Ti3O7 [8], with
well-defined ED patterns, were synthesized by hydrothermal synthesis in the
past, and are being further studied in recent years. However, appreciable ef-
fort is currently being devoted to the study of arrays of polycrystalline titania
(TiO2) nanotubes [9–11], which are prepared by electrochemical anodization
of titanium foils in a fluorine-containing solution. Such polycrystalline phases
do not show sharp and ordered diffraction spots, but rather a smeared pat-
tern. These polycrystalline nanotubes are studied in connection with appli-
cations in photocatalysis, dye-sensitized solar cells, rechargeable batteries,
electrochromic devices and sensors, and they will be discussed only briefly,
because their structure is only remotely related to carbon nanotubes. Hence,
this chapter will devote itself mostly to inorganic nanotubes with highly crys-
talline order.

Crystalline nanotubes of inorganic compounds were first conceived in
2002 [12] (see Fig. 1). Building on the analogy between graphite and in-
organic layered materials, it was proposed that nanoparticles of the layered
compound WS2 [13] first, and then MoS2 [14, 15] and others, which appear
in platelet form in the bulk, will suffer inherent instability and fold (wind)
into hollow closed structures, i.e., fullerene-like structures (IF) and inorganic
nanotubes (INT). Ever since this early observation was made, IFs of nu-
merous other layered compounds were synthesized and studied. Early on, the
structure and some properties of BN nanotubes [16–18] and fullerenes [19,20]
were studied both through theoretical calculations and experiment. This part
will not be further reviewed here. Note also that MoS2 nanoscrolls [21] and
closed layers [22, 23] were observed before with no follow-up of this early
work.

Recent advances in synthetic methodologies showed that it is possible
to grow crystalline nanotubes also from quasi-isotropic (3D) materials, like
ZnO [24,25], GaN [26] or In2O3 [27]. These materials crystallize in a diamond-
related structure (sp3-related bonding). Therefore nanoparticles of such com-
pounds were not expected to fold or wind when grown in the nanoscale range,
which is common to nanoparticles of 2D layered compounds. Indeed, such
nanotubes, or perhaps one should call them hollow nanofibers, are not ex-
pected to be bona fida stable. Thus, they are likely to be less stable than
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Fig. 1. TEM image of a typical 4-wall
WS2 nanotube produced by sulfurization
of WO3 powder at 840 ◦C [12]

the nonhollow nanofibers (if not surface passivated). They are usually highly
faceted and frequently are grown with the help of a template, which can
be later removed. In spite of that, nanotubes of 3D compounds could find
numerous applications, as is briefly discussed below.

The structure of a monolayer of a 2D compound can be characterized
in terms of a 2D lattice. It is possible to construct the infinite ensemble of
the 2D lattices by the lengths of two translation vectors (a1 and a2) and
the angle between them (ϕ). There are five types of the 2D Bravais lattices
(Fig. 2): oblique (a1 �= a2, ϕ �= 90◦), square (a1 = a2, ϕ = 90◦), hexagonal
(a1 = a2, ϕ = 120◦), primitive rectangular (a1 �= a2, ϕ = 90◦), centered
rectangular (a1 �= a2, ϕ = 90◦). Cylindrical surfaces may be constructed
by rolling up these lattices. The walls of carbon nanotubes are composed of
carbon hexagons with the same ordering as in the hexagonal graphenic layer.
The basic principles of the structural specification of the “ideal” carbon nano-
tubes used at present are detailed in Chap. 1 of [28]. Many layered inorganic
compounds, where tubular forms are known, also exhibit layers with a hexag-
onal atom arrangement. Examples of nonhexagonal layered structures, which
may also form tubular structures are shown in Fig. 3. Using the basis vectors
of the 2D lattice (a1, a2) one can define a “rolling” vector c = na1 +ma2 the
integer indexes n and m may be used for the structural classification of the
inorganic nanotubes in the same way as for carbon nanotubes – (n,m). For
a 2D hexagonal lattice (|a1| = |a2| ≡ |a|) the radius R of the corresponding
tube is then given by: R = |c|

2π = |a|
2π

√
3(n2 + m2 + mn).

Though inorganic nanotubes and fullerene-like structures have not been
nearly as much studied as their carbon analogs, various properties and nu-
merous applications for those nanomaterials were proposed and some have
already been realized. The present review will attempt to delineate the unique
properties of the INT and IF materials and in particular will attempt to show
that the range of their potential applications is different and sometimes com-
plementary to those of their carbon analogs, as discussed in the contribution
by Endo et al.
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Fig. 2. The five 2D Bravais lattices: (1) – oblique; (2) – square; (3) – hexagonal;
(4) – primitive rectangular; (5) – centered rectangular

2 Synthesis of INT and IF Materials

There is a whole range of synthetic strategies that have been developed for the
preparation of inorganic nanotubes and fullerene-like nanoparticles. While
the structure and shape control of IF and INT is not nearly as effective as
in the case of carbon fullerenes and nanotubes, some of the successful meth-
ods demonstrated partial controllability. Furthermore, heuristic arguments
derived from a combination of theory and experiment, allowed one to draw
some far-reaching conclusions as to the propensity of a particular technique
to produce certain nanostructures, as will be shown below. Despite some
unique cases, unlike their carbon analogs, IF and INT prefer to come in mul-
tiwall structures. First-principles calculations provide a clue to this phenom-
enon, but far more work is needed on both the experimental and theoretical
fronts to clarify the full complexity of IF structures and the INT. Remarkably
though, chemistry provided some neat ways to produce various nanotubes,
other than carbon, in large amounts (a few tons/day) and at affordable costs
(< 100 dollars/kg).

2.1 Physical Techniques

Laser ablation and arc-discharge techniques, which played such a pivotal role
in the discovery and furthering of the large-scale synthesis of carbon nano-
tubes and fullerenes, have been embraced only to a limited extent for the syn-
thesis of IF and INT. Arc discharge of an MoS2 target in water was shown to
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Fig. 3. Structures of the monolayers of some inorganic compounds: (1) – BN;
(2) – AlB2, MgB2; (3) – MoS2, WS2, NbSe2; (4) – TiS2, ZrS2, anatase TiO2,
NiCl2; (5) – FeCl3, MoO3; (6) – imogolite Al2O3(OH)3Si(OH); (7) – GaS, GaSe;
(8) – metastable InS with a hexagonal lattice, (9) – rectangular V2O5; 10 – centered
rectangular lepidocrocite TiO2; 11 – square MgO and 12 – SiO2. The empty circles
represent the metal atoms, while full circles stand for the nonmetal atoms

produce closed-cage nanoparticles consisting of 2–3 layers with a polyhedral
topology and sizes between 5 and 15 nm [29]. The role of water is not fully
clear but it seems to mend the violent reaction near the anode (temperatures
reaching 3000K), which would otherwise lead to excess sulfur evaporation.
The authors used a 3-stage model to explain the formation of the closed-cage
nanoparticles of that size and shape. In yet another set of experiments, arc
discharge of IF-MoS2 nanoparticles with a Mo core were reported [30]. Films
of the nanoparticles were prepared and were found to provide superior tribo-
logical behavior as compared to films of 2H-MoS2 prepared by pulsed laser
ablation (vide infra).

Laser ablation is much more frequently used and allows for the direct
determination of the cluster mass. Pulsed nitrogen laser (337 nm) ablation of
a MoS2 target combined with time-of-flight mass spectroscopy yielded peaks
that could be assigned to stable Mo13S25 clusters. Ab-initio calculations con-
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Fig. 4. Left: Nano-octahedra of MoS2 prepared by laser ablation (see [34]). Ex-
ploded view of the framed nano-octahedron (right). The images in the lower part
are structural models of the experimentally observed nano-octahedra

firmed that these structures are related to those of closed-cage MoS2 polyhe-
dra [31]. However, the portrayed structures with single- and double-bonded
sulfur atoms protruding out from the cluster are not likely to be stable and
further theoretical and experimental work is needed to confirm their exact
structure. Using the second harmonics of a Nd:YAG laser (532 nm), mul-
tiwall polyhedral structures of 5–15 nm size of both MoS2 and WS2 were
obtained [32]. Short multiwall WS2 nanotubes were obtained, though at low
yields. Nano-octahedra of MoS2 were prepared by laser ablation [33,34]. Fig-
ure 4 shows a TEM image of a typical product of the laser ablation (above)
and their theoretical analogs modeled by density-functional tight-binding
(DFTB) computations. Nano-octahedra and nanotetrahedra can be consid-
ered to be the ultimate closed-cage structure of MoS2 (as well as many other
layered compounds) – somewhat analogous to C60 in the carbon fullerene
series. This specific issue is discussed in some detail below.

Nanostructured titanium oxide nanoparticles were produced in a pulsed
microplasma cluster source in the presence of a helium-oxygen mixture as
carrier gas [35]. Using HRTEM, isolated TiOx cages that closely resemble
carbon fullerenes were found in the deposit. The diameter of the cages ranges
from about 0.9 to 2.7 nm. A fraction of the cages has irregular shapes, possibly
induced by oxygen vacancies. It was proposed that the TiOx fullerenoids grow
in the gas phase, in a narrow temperature/pressure range within the cluster
source, and that they are preserved through low-energy deposition.
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In a series of experiments, ablation of the layered compound Cs2O (with
an anti-cadmium chloride structure) using the 532-nm line of a Nd:YAG
laser [36], and subsequently with a focused solar beam [37], led to the for-
mation of closed-cage fullerene-like nanoparticles. In contrast to the bulk
material that comes in a platelet form and is extremely unstable in the am-
bient atmosphere, the IF-Cs2O nanoparticles were found to be stable in the
ambient for some time (< 1 h).

Electron-beam (e-beam) irradiation was found to produce closed-cage
structures from various inorganic compounds and particularly those belong-
ing to the layered metal-halide series. Early on, fullerene-like structures of
MoS2 were obtained by e-beam irradiation of MoS2 within the TEM [38].
More recently, closed-cage polyhedral structures of layered CdCl2 [39]
were obtained by e-beam irradiation. Under ambient conditions, bulk 3R-
CdCl2.H2O comes as a layered monohydrate structure (the 3R symbol says
that the unit cell of the compounds consists of 3 layers in a rhombohedral
stacking). Unlike the bulk structure, the fullerene-like CdCl2 was found to
have no bound water molecules in their lattices. Furthermore, the nanoparti-
cles were found to be stable in the ambient atmosphere for some time, before
water started to dissolve the reactive corners, which suffer from excess strain.
This observation is another manifestation of the kinetic stabilization achieved
by the closed-cage IF structure. Faceted polyhedra and short nanotubes of
CdI2 [40] were also obtained by e-beam irradiation of the bulk materials.
Interestingly, the TEM could resolve the two lines of the large iodine atoms
in the individual closed monolayer. IF-NiBr2 nanoparticles [41] were pro-
duced by sublimation-condensation in a furnace at 980 ◦C. The closed-cage
nanoparticles were found to engulf a nonhollow core consisting of amorphous
Ni. Alternatively, a NiBr2-hydrate powder was first dried, and then laser ab-
lated. The soot obtained by the laser ablation was placed on a TEM grid
and was irradiated by focusing the e-beam on a spot for a few seconds, which
resulted also in IF-NiBr2 nanoparticles. In a few cases, nano-octahedra about
6 nm in size and consisting of 3 layers were observed. Closed polyhedra and
short nanotubes of nickel perbromate hydrate [Ni(BrO4)2(H2O)6] were also
obtained, as a result of a reaction with residual humidity in the furnace.

2.2 Soft Chemistry “Chemie Douce”

Soft-chemistry methods are a canonical name for the low-temperature syn-
thesis of materials, including among others hydrothermal (solvothermal) syn-
thesis that is carried out in a high-pressure vessel (bomb reactor); intercala-
tion-exfoliation method (of layered crystals); electrochemical synthesis, which
in general yields polycrystalline nanotubes; solution-liquid solution (SLS),
which is the low-temperature solution analog of the high-temperature vapor–
liquid–solid (VLS) process, sol-gel, sonochemical methods, etc. Various kinds
of nanotubes have been prepared using soft-chemistry methods, most of them
being oxides. A number of examples of the synthesis of IF nanoparticles and
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INT through soft-chemistry methods were described in the previous book [28]
and they would not be further mentioned here.

Perhaps the most outstanding example of the success of soft-chemistry
methods is the synthesis of the titanate nanoscrolls and the arrays of poly-
crystalline titania nanotubes. Back in 1998 a new method for the synthesis
of titania nanotubes using first the sol-gel process and subsequently treat-
ing the product in an NaOH solution at 110 ◦C for 20 h was reported [42].
A more detailed structural analysis of the product revealed that the tita-
nia nanotubes are not of the anatase polytype, but are rather nanoscrolls
obtained by the self-winding of molecular sheets of the hydrated layered ti-
tanate (H2Ti3O7) compound [43]. Further study of the synthetic process [44]
produced a plausible growth mechanism for the titanate nanotubes. First, ti-
tanate (H2Ti3O7) nanocrystals are formed from the anatase (TiO2) powder in
the NaOH solution. Subsequently, the protons on the top surface of the crystal
are neutralized in the highly basic solution. This reaction produces a charge
imbalance between the top and lower sides of the Ti3O2−

7 layer leading to its
exfoliation. Once exfoliated, the monomolecular sheet folds on itself due to
interlayer (van der Waals) interactions. This work was followed by numerous
other studies, where the growth mechanism was further studied and various
potential applications, to be discussed below, have been proposed for such
nanotubes. Crystalline nanotubes of very few other ternary compounds with
layered structures have so far been reported. One such case is the hydrother-
mal synthesis of nanotubes of the layered compound Bi24O31Br10 [45]. In a
different kind of experiment, crystalline PbCrO4 nanotubes were prepared
by mixing lead acetate and sodium chromate in a mixture of aqueous and
aprotic solvents in the presence of a surfactant and at room temperature [46].
This compound possesses a monoclinic unit cell and not a layered structure.
Not surprisingly therefore, the rectangular cross section of the nanotubes re-
flected the unit-cell structure. Furthermore, the large diameter of the nano-
tubes (> 100 nm) far exceeds the typical value for nanotubes from layered
compounds. Such compounds can wind around themselves, producing nano-
tubes with a characteristic diameter of 5 nm and above. Room-temperature
synthesis of crystals of K5[(UO2)3(SeO4)5](NO3)(H2O)3.5 nanotubes (1.7 nm
in diameter) were recently reported [47]. In another remarkable study, ti-
tanium phosphate (Ti(HPO4)2 ×0.5H2O nanotubes were synthesized by a
hydrothermal reaction in the presence of trioctylamine as the templating
reactant [48].

In another remarkable experiment [9–11] arrays of polycrystalline titania
(anatase polytype) were obtained by anodization of Ti foil in a fluoride-
ion-containing solution. Anodization of Si, Al and various II–VI and III–V
semiconductors is known to lead to the formation of a network of microp-
orous holes with aspect ratios exceeding 103 for some three decades. These
arrays and most particularly the alumina porous membrane serve to prepare
numerous 1D nanostructures, which is mostly out of the scope of the pres-
ent review. Recently, niobia and titania-niobia nanotubes were prepared by
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the anodization of Nb and Ti45Nb foils in a hypophosphite-HF solution [49].
This advance allows the number of potential applications for such nanotube
arrays to be extended considerably.

Template techniques for the fabrication of polycrystalline nanotube ar-
rays have been used extensively in recent years. Thus, Ni(OH)2 nanotubes
were prepared by immersing a porous alumina membrane in hydrous nickel
chloride and subsequently in ammonia solutions [50]. This study was moti-
vated by the need for a high surface area material for the positive electrode
of rechargeable Ni/Cd, Ni/Fe, Ni/metal–hydride and Ni/Zn batteries. Some
other examples of the use of anodized (porous) alumina (AAO) membranes
as templates for the synthesis of polycrystalline nanotubes are, for exam-
ple, silica nanotubes [51], which were gold functionalized at their (open) tip.
Such nanotubes can be used to bind specifically various biomolecules through
the strong thiol–gold interaction. Another example is that of hydrous-RuO2

nanotubes that can be potentially used for supercapacitors [52]. Polycrys-
talline nanotubes of the ferroelectric compound PbTiO3 were also prepared
using the same technique [53]. The ferroelectric transition temperature was
found to be influenced by the crystallite size and not necessarily by the di-
ameter of the nanotube or nanofibers. In another kind of study, hollow MoS2

nanoparticles were obtained by the sonochemical reaction of Mo(CO)6 and
sulfur in isodurene with silica nanospheres used as a template [54]. After the
sonochemical reaction was completed, the silica nanospheres were removed
by light HF etching. The MoS2 hollow nanoparticles showed a high reactivity
and selectivity towards the decomposition of thiophene in a strongly reducing
atmosphere, indicating that these nanomaterials could be very useful for the
hydrodesulfurization of sulfur-rich gasoline. Elements of the pnictide series
(P, As, Sb, and Bi) are able to form quasilayered puckered structure, with
the lone pair of adjacent atoms oriented in opposite directions. A remarkably
simple synthesis of Bi nanotubes by the room-temperature reduction of BiCl3
solution with metallic zinc was proposed [55].

2.3 High-Temperature Reactions

This category includes IF and INT produced by reactions at ∼ 450 ◦C and
above. The products of these reactions are in general of higher crystalline
quality. Starting with the report on WS2 nanotubes and fullerene-like struc-
tures, obtained by reacting thin films of WO3 in a reducing atmosphere and
under H2S flow at 850 ◦C [13], a wealth of reports of new nanotubular struc-
tures has appeared in the literature. As for the previous paragraphs, the
present review will concentrate mostly on recent developments in this field.

Viewing the substantial potential for applications, extensive work has
been carried out on the synthesis of nanotubes from transition-metal dichalco-
genides. One of the most important developments in recent years involves
reacting volatile transition-metal dihalides or carbonyls and H2S or other
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sulfur-containing gases as precursors. The rationale for developing this re-
action is that the synthesis of, e.g., IF-MoS2, from the molybdenum oxide
nanoparticles is a slow diffusion-controlled reaction, where the oxide core is
gradually consumed by reaction with sulfur. Furthermore, some oxides like
TiO2 are very stable making the reaction with H2S at < 1200 ◦C practically
unfeasible. Not least important is the fact that instead of the 750–950 ◦C
used for the oxide to sulfide conversion, here, lower temperatures (below
750 ◦C) can be employed for the synthesis, though short annealing at higher
temperatures is often needed. The first report of this new kind of reaction
path was demonstrated for the synthesis of IF-NbS2, which was obtained
by reacting NbCl5 vapors with H2S in the range of temperatures between
400–550 ◦C [56]. Clear evidence was obtained that the reaction proceeds by
a nucleation and growth mechanism, i.e., nucleation and then a layer-by-
layer growth mode. When higher temperatures were used, the yield of the
product became smaller, probably due to the fast self-decomposition of the
niobium chloride vapors. This study was followed by a series of similar studies
in which the metal-halide vapors were reacted with H2S to yield fullerene-
like nanoparticles and nanotubes (see for example [57, 58]). In another series
of studies, vapors of metal carbonyls were used as the volatile precursor to
react with H2S, leading to IF-MX2 (M = Mo, W; X = S, Se) nanoparti-
cles [59]. Similarly, TiS2 nanotubes were obtained by reacting TiCl4 vapors
with H2S at 450 ◦C [60]. The nanotubes were subsequently used to demon-
strate a rechargeable Li-intercalation battery [61].

Pyrolysis of ammonium thio-metallate was used on various occasions
to synthesize nanotubes and fullerene-like nanoparticles of metal dichalco-
genides compounds. In a remarkable experiment, WS2 nested nanoparticles
exhibiting a cuboid form of a rectangular parallelepiped, rather than the
usual spherical morphology were obtained by spray pyrolysis of a 4×10−4 M
(NH4)2WS4 ethanolic solution at 900 ◦C [62]. Microwave-induced plasma re-
duction of WO3 and ZrS3 and HfS3 at an effective plasma temperature
> 1000K yielded fullerene-like MS2 (M = W, Zr, Hf) nanoparticles and nano-
tubes/nanorods [63]. The latter two were found to oxidize very rapidly, which
was attributed to the imperfect structure of the nanotubes and fullerene-like
nanoparticles. Bundles of single-wall SbPS4 tubes each having 1.4 nm diam-
eter were obtained by heating the respective elements to 650 ◦C in a sealed
quartz tube for two days [64]. Partial Se to S substitution (SbPS4−xSex;
0 ≤ x ≤ 3) led to an increase in the diameter of the nanotubes and re-
duced the energy gap (from 2.57 to 1.9 eV). Templated ReS2 nanotubes
were synthesized by reacting ReCl3-coated carbon nanotubes with H2S gas
at 1000 ◦C [65].

A most remarkable development of recent years is the synthesis of nano-
tubes with high crystalline order from compounds with a 3D (quasi-isotropic)
lattice. Frequently, synthesis of such nanotubes involves a templating nano-
object. The first example was provided by the synthesis of an array of GaN
nanotubes obtained by reacting trimethyl gallium and ammonia on the sur-
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face of ZnO nanowires that served as a template and the subsequent removal
of the template [26]. The nanotubes exhibited a hexagonal cross section fol-
lowing the contour of the ZnO nanowires, which grow along the [0001] growth
axis with (100) and (110) facets. Likewise, In2O3 nanotubes with high crys-
talline order were obtained by heating a mixture of In and the above com-
pound in an induction furnace to 1300 ◦C [27]. More recently, nanotubes and
microtubes of 3D compounds, like InN were synthesized by a number of meth-
ods, like the carbothermal synthesis [66]. Furthermore, crystalline nanotubes
of the ternary compound indium germanate (In2Ge2O7) were synthesized
by mixing In2O3, GeO2 powders with active carbon and heating to 1000 ◦C
in a sealed quartz ampoule [67]. The active carbon reduced the indium ox-
ide into the volatile intermediate InO, which led to 1D axial growth of the
nanotube. This, and similar germanate compounds, are being used as scintil-
lating materials, e.g., for detecting solar neutrinos and as catalysts. ZnAl2O4

spinel nanotubes were obtained by first forming a core (ZnO) shell (Al2O3)
1D nanostructures. Subsequent annealing of the sample led to excessive out-
diffusion of the ZnO core (Kirkendall effect) and spontaneous formation of
the spinel nanotubes [68]. Similarly, MgAl2O4 nanotubes were obtained by
conformal deposition of alumina on MgO nanowires. Following the annealing
at 700 ◦C, the excess MgO core was removed by chemical etching, leaving
behind the spinel structured nanotubes [69]. Heating MnCl2 and Mg2Si in
excess of the former reactant at 650 ◦C led to a reaction of a molten-flux type
that produced Mn5Si3 nanocages and bamboo-like nanotubes [70].

3 Structural Characterization and Stability

The largest inorganic tube was found in natural MoS2 – molybdenite from
quarries at Mont Saint-Hilaire, Quebec, Canada. The tube, 0.5mm diameter
by 6mm long, is housed in the Canadian Museum of Nature as specimen
No. 48756 [71]. It should be noted that the largest synthetic MoS2 tube grown
by chemical vapor transport was 11μm in diameter and two millimeters in
length. In this section, the structural aspects for the construction of inorganic
nanotubes are considered.

3.1 General Considerations

Many different nanotube morphologies can coexist, sometimes even inside a
particular nanotube. This includes, for example, faceted tubes, tubes with
collapsed walls, periodically deformed cylindrical geometry – the so-called
breathing tubes, tubes exhibiting transition from self-terminated layers to
helical growth and vice versa, etc. Recently produced nanotubes with rect-
angular (MgAl2O4) [69] and hexagonal (GaN) [26] cross sections generalized
the term of a tube even more, as an example of a hollow object possessing a
high aspect ratio.
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Most of the presently known inorganic nanotubes were synthesized based
on layered – quasi-2D – compounds. The specific characteristic of these lay-
ered compounds is the pronounced anisotropy of the strong (covalent or
ionic-covalent character) and weak (van-der-Waals’) interactions within and
between the layers, respectively. The structure of nanotubes can be compli-
cated: they can have various numbers of cylindrical layers; open or closed
ends; cylindrical, but also a scroll-like morphology. Nevertheless, the descrip-
tion of the tubular form of matter may be considerably simplified by using
the classification developed for the single-wall carbon nanotubes, which can
be constructed by rolling up of a monolayer in a seamless way.

The strain energy connected with the bending of the layered sheets to a
tubular structure can be described in terms of classical elasticity theory, [72,
73]. The strain energy Estrain (per atom) of a tube with the radius R is given
by:

Estrain =
Y h3

24ρR2
. (1)

Y is the Young’s modulus of the layer, h is the layer thickness and ρ is the
atom density of the layer.

There is one important difference in the structure of most known inorganic
nanotubes compared with carbon nanotubes. The single-wall carbon nano-
tubes are based on a planar two-dimensional graphitic layer, which is just one
carbon atom thick. In contrast, in most of the layered inorganic compounds,
a single layer has a more complicated atomic arrangement and is several
atoms thick. Therefore, inorganic single-wall tubes are composed of several
concentric and interconnected cylinders of atoms. Due to their greater layer
thickness, inorganic nanotubes of a given radius usually have higher strain
energy than the corresponding carbon nanotubes. Also, the radii of stable
inorganic nanotubes are considerably larger than those of carbon nanotubes
– see Fig. 5.

Like their carbon-nanotube analogs, inorganic nanotubes may exist also in
a multiwall tube structure, i.e., single shells are held together by weak van-
der-Waals interactions. Another difference between carbon nanotubes and
inorganic nanotubes is that the latter are often open ended, i.e., they do not
possess a fullerene-like cap. However, caps can also be occasionally observed
and atomistic models have been proposed for such caps in some cases (see,
e.g., [76]).

Besides these general considerations, atomistic simulations of the struc-
ture and stability of a series of existing as well as hypothetical inorganic
nanotubes were performed. (For an overview on the status of theoretical
investigations of inorganic nanotubes see also [3].) The calculations were per-
formed with empirical force fields, semiempirical quantum-mechanical meth-
ods and especially with density-functional-based methods, mainly using pseu-
dopotentials and plane-wave (PW) basis expansions or within a tight-binding
approach. Usually, periodic boundary conditions along the tube direction are
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Fig. 5. Comparison of the calculated strain energies vs diameter of carbon nano-
tubes (1 ) and those of the inorganic nanotubes TiS2 (2 ) and GaS (3 ) [74, 75]

used. A few studies were also published, using line-group symmetries [77],
which allow the analysis of rather large tubes of any chirality. Generally,
the unit cells of inorganic nanotubes contain considerably more atoms than
carbon nanotubes, which increases the computational resources needed for
calculations of inorganic nanotubes quite significantly.

3.2 Strain-Relaxation Mechanisms in the Nanotubes

WS2 and MoS2 adopt two kinds of stacking: a hexagonal polytype 2Hb with
two molecular layers (P63/mmc) symmetry and a rhombohedral polytype
3R with three molecular layers per unit cell (R3m) symmetry [78]. Con-
sidering nanotubes with only two adjacent layers, the one with larger di-
ameter contains a larger number of unit cells, but they have to be in the
regular stacking order with the previous turn. Selected-area electron diffrac-
tion (SAED) of multiwall MoS2 nanotubes produced by the chemical vapor
transport technique reveals a rhombohedral (3R) stacking. This polytype is
known to be stable at elevated pressure above 4GPa. These results provide in-
direct evidence for the strain in the nanotube wall. The intensity of the strain
increases towards the tube axis, causing the contraction of the interlayer dis-
tance and the instability of the inner molecular layers. It was observed that
the relaxation of the strain produces edge dislocations or stacking faults. In
nanotubes with diameters below 200 nm, the strain is partially relaxed, sta-
bilizing the hexagonal (2H) stacking. The relaxation of the built-in strain
was observed experimentally during the irradiation of the nanotubes with
the electron beam [79]. The built-in strain in WS2 nanotubes was recently
confirmed by Raman spectroscopy [80].

The contraction of the interlayer distances caused by internal strain in-
corporated in the tube wall may influence the helicity of the nanotubes. The
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Fig. 6. TEM image of a NbS2 nanotube (left) and its electron-diffraction pat-
tern (right) [84]

method of synthesis is crucial for the observation of the strained nanotube
walls. The nanotubes possessing incorporated strain were prepared by chem-
ical transport reaction from the vapor phase at high temperature (1010K)
in a sulfur-rich atmosphere, where the sulfur adsorption/desorption, and the
corresponding lattice relaxation dynamically coexist. Interlayer distances and
chiral angles reveal the radial dependence of the strain and are strongly in-
fluenced by the wall thickness. While the separation among the outer layers
is expanded, the interlayer distances closer to the inner core are contracted,
even beyond the bulk value. The strain can be only partially relaxed by the
change of chirality. Complete suppression of helicity is typical for MoS2 and
WS2 nanotubes alloyed with gold and silver [81] as well as in nanotubes pre-
pared in the presence of C70 [82]. Contrary to noble-metal-alloyed nanotubes,
the Nb-doped WS2 nanotubes did not show any extension of the interlayer
distance [83].

Many inorganic NTs prepared by the decomposition process appear as an
assembly of nanocrystallites forming the nanotube wall, e.g., of NbS2 [84].
The crystallinity can be improved by additional annealing of the tubes, for
example, or by increased in-situ temperature during the growth (see Fig. 6).
Although the defects are a kind of relaxation and stabilization of the real
system, they increase the free energy with regard to the perfect structure.
Structures produced by gas-phase synthesis are more likely to be in equilib-
rium than those produced by diffusional transformations.

A different relaxation mechanism for ternary-alloyed nanotubes is by
phase segregation [85]. Several distinct contributions to the nanotube en-
ergetics are: the internal and external surface energies, the energy of the
interface between the different phases, the long-range van-der-Waals inter-
actions between interfaces, and the elastic bending energy of the nanotube.
For a two-layer system, like in the case of BN and C nanotubes, the material
with the higher surface energy, in this case the BN, will preferentially lie on
the tube interior where the surface area per unit length is smaller. For the
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ternary system the C/BN/C three-layer tube structure is thermodynamically
possible, while the BN/C/BN tube is unstable.

3.3 Studies of Some Specific Systems

The element most related to carbon is silicon, but the possibility of a syn-
thesis of pure silicon nanotubes, which are topologically identical to carbon
tubes, is questionable. For silicon, the sp2 configuration with its layer sta-
bilizing π-bonding is not stable. First, quantum-mechanical calculations on
hypothetical silicon nanotubes based on hexagonal layers were published in
2000 [86]. The calculated strain energies of the silicon nanotubes are nearly
the same as for the corresponding carbon tubes. The calculations agree that
silicon tubulenes would be based on a buckled cyclohexane-type layer rather
than on a planar honeycomb network [87, 88]. However, the overlap of the
pπ-orbitals in the case of silicon is about ten times smaller than in carbon, i.e.,
any significant π-bonding contribution in such Si structures can be excluded.
Therefore, the possible existence of Si nanotubes seems to be doubtful. Like
silicon, germanium also crystallizes in the diamond structure. Germanium
nanotubes based on graphitic-like layers were not investigated, but due to
the missing π-bonding contribution, such structures should probably also be
unstable.

Buckled hexagonal sheets and tubes of Si or Ge atoms could, however, be
stabilized by saturation of the free valencies, e.g., with hydrogen atoms, as
shown in refs. [89, 90] for silane SiH and germane GeH nanotubes. A stabi-
lization of layered or tubular structures of silicon can also be accomplished
by negative charging of the Si, as is the case in silicides (e.g., CaSi2). The
structure and stability of bundles of CaSi2 nanotubes were calculated by
density-functional calculations [91].

The most stable allotropes of phosphorus, arsenic, antimony, and bis-
muth are the layered modifications. These elements are isomorphic. Each
atom connects pyramidally to the three neighboring atoms in the same layer.
The structure of these layers looks similar to that of graphite, but the layers
are “puckered” and the hexagonal rings appear like the chair cyclohexane
conformation. The structural, electronic and mechanical properties of hypo-
thetical nanotubes based on black phosphorus were calculated with a density-
functional-based method [92]. The strain energy of phosphorous nanotubes
varies proportionally to 1/R2, but it is higher than for carbon tubes with
the same radii. This is caused by the increased repulsion of the lone pairs of
the adjacent phosphorus atoms in the rolled-up layers. Calculations of bis-
muth nanotubes [93] also describe the properties of stable Bi tubes, which
have been synthesized by a low-temperature controlled hydrothermal reduc-
tion method [94]. Both cluster and periodic theoretical models were applied to
calculate the properties of boron nanotubes [95,96]. The calculated strain en-
ergies of the boron nanotubes are comparable with the strain energy of other
known – carbon and boron nitride – nanotubes. More recent calculations [96]
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show that boron nanotubes may also have noncylindrical forms. The boron
network may be stabilized by substitution with other elements. In this way,
one can get the structure of the layered borides of the AlB2 type. The sta-
bility and morphology of hypothetical diboride nanotubes were investigated
using molecular mechanics [97] as well as first-principles DFT methods [98].
The structure, the nature of the chemical bonding, and the electronic prop-
erties of single- and multilayer tubes based on MgB2, AlB2, ScB2 and TiB2

were analyzed using the semiempirical extended Hückel (EHT) method (see
for example [99]). The most stable tubes are those where the metal atoms are
located inside the boron skeleton. The results of the first-principles calcula-
tions of the stoichiometric (6,0)TiB2 and the composite (6,0)TiB2@(12,0)B
nanotubes were published in [100]. It was found that the strain energy of the
(6,0)TiB2 tube is ∼ 0.09 eV/atom, which is comparable to the corresponding
value in carbon nanotubes.

The layered modification of boron nitride (BN) was the first noncarbon
compound predicted theoretically as suitable for the construction of inorganic
nanotubes. With empirical force fields and quantum-mechanical methods,
several important characteristics of these nanotubes were predicted, which
have been confirmed experimentally. At present, BN nanostructures are be-
ing studied in nearly as much detail as the carbon nanotubes. The structural
and thermal properties of BN nanotubes have been investigated by molec-
ular dynamics simulations with empirical potentials. The Tersoff potential
was employed to calculate strain energies, which agree semiquantitatively
with the data of the first-principles calculations [101]. The study of the ther-
mal properties shows that the temperature of the tube destruction depends
distinctly on the configuration and the size of the tubes. The armchair tubes
are stable at higher temperatures than the zigzag tubes of the same radii.
Nanotubes with smaller radii disintegrate at lower temperatures, due to their
higher strain energies. In analogy to the Stone–Wales defects in the carbon
nanotubes, nonhexagonal rings play an important role in the process of ther-
mal degradation of BN nanotubes. Evidently, the formation of these defects
is a key step for the mechanical destructions of the BN nanotubes, as demon-
strated by computer simulations [102].

Nanotubes based on other nitrides that possess a 3D structure but are
isoelectronic to BN, i.e., AlN and gallium GaN, have been studied. The cal-
culations show a big difference between the energies of the quasi-2D (BN)
and the 3D (AlN, GaN) compounds. Nevertheless, the strain energy of the
hexagonal AlN monolayer is smaller than that of the corresponding carbon
nanotubes [103, 104]. From molecular dynamics simulations, it follows that
AlN nanotubes could be stable at room temperature and begin to disin-
tegrate at 600K. Density-functional calculations were carried out also for
graphitic-like monolayer GaN nanotubes. From these calculations, the same
trends in the stability and characteristics are obtained as discussed above for
AlN tubes. Molecular dynamics simulations with the empirical Tersoff poten-
tial were performed for the studies of the thermal properties of GaN tubes
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Fig. 7. The atomic structures of (1 ) zigzag (20,0) and (2 ) armchair (10,10) MoS2

nanotubes (see [76]). Upper drawings show side views, while lower drawings show
the top views of the nanotubes

and of their behavior under tension and fatigue [105, 106]. As for the BN
nanotubes, a destruction of the GaN nanotubes starts after the formation of
Stone–Wales-like defects.

The first quantum-mechanical calculations of metal sulfide nanotubes
were performed with the DFTB (density functional tight binding) method for
MoS2 and WS2 nanotubes (see, for example, [73, 76]). The layered dichalco-
genides of Mo and W have a hexagonal structure and they are characterized
by MX6 units with a trigonal prismatic coordination of the metal. Due to the
hexagonal structure of the layers, the tubes can be classified in the same way
as carbon nanotubes, n = m armchair tubes, n > 0, m = 0 zigzag tubes and
n �= m chiral tubes. The calculated structures of an armchair and a zigzag
MoS2 nanotube are shown in Fig. 7. The strain energy of such triple-layer
nanotubes is, as expected, clearly larger than for carbon nanotubes. There-
fore, MS2 tubes larger than 6 nm in diameter become more stable than the
corresponding strips. This result is in accordance with the experimental find-
ing that the smallest observed (inner) diameter of MoS2 or WS2 nanotubes
is around 6–7 nm. Furthermore, the van der Waals interaction between the
atomic layers in the stripes and between the shells in the multiwall nano-
tubes shift the stripe–tube transition to larger sizes with increasing number
of atomic layers/shells. This may explain the great difficulty in the synthesis
of single-wall MoS2 and WS2 nanotubes [12].
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Nanotubes based on the semiconducting disulfides with octahedral coor-
dination of the metal atoms (TiS2 and ZrS2) were studied with tight-binding
methods (see for example [74]). The octahedral coordination of the Ti atoms
was found to be more stable than the trigonal prismatic coordination for
both the tubular and the layered form [75]. The stability and the energet-
ics of the layered structure Ga chalcogenides (GaS, GaSe) were studied by
density-functional-based calculations [75]. The calculated strain energies for
these tubes are considerably larger than those of the transition-metal chalco-
genides.

The tendency to form layered materials is much less pronounced for the
metal oxides than for the respective chalcogenides, due largely to their higher
ionicity. Correspondingly, the ability to form tubular structures should be less
pronounced for the oxides. Nevertheless, a number of oxide-based tubes could
be synthesized (see above) and were also studied theoretically. The first cal-
culations of oxide nanotubes were carried out for TiO2 nanotubes using the
semiempirical EHT method [107]. For the construction of the tubular struc-
tures, an anatase monolayer was used. Beside anatase-based tubes, scroll-like
nanotubes (nanorolls), and the nanotubes of the lepidocrocite modification of
TiO2 [108] were investigated with the DFTB method. It was shown that the
cylindrical anatase nanotubes are the most stable ones among these nano-
structures. This can be explained by the absence of dangling bonds and the
smaller thickness of a layered compared with the lepidocrocite modification.

A very interesting type of inorganic nanotubes is the tubular structures
based on vanadium oxide, VOx. They differ from “classical” nanotubes in
a number of ways. First, their composition depends on the procedure of
synthesis and they intercalate organic molecules between the layers, form-
ing thereby an organic–inorganic superlattice structure. Secondly, cylindrical
nanotubes are rare among the VOx tubes, but usually they occur as nano-
scrolls. This structure leads to some difficulties in the construction of suitable
models and computer simulations of these systems. Mainly due to the large
size of such tubular structures, there are no semiempirical or first-principles
quantum-mechanical studies available on the structural and energetic prop-
erties of these systems. Simple models based on the divanadium pentoxide
V2O5, which has a quasilayered structure, have been proposed. The first at-
tempts at modelling of the cylindrical and the scroll-like V2O5 nanotubes
were performed with the EHT method [109], which can only give a first in-
sight into the electronic properties, but does not allow an estimation of the
energetics and the stabiliy of such structures.

Si–O nanotubes, based on a siloxene (Si6H3(OH)3) layer, were considered
first in [110]. Molecular dynamics simulations at 800K confirm the stability
of these tubes. A number of other oxide-based tubular structures are under
investigation, including SiO2, Al2O3, imogolite, ZnO, etc.

Another interesting class of tubular systems are the tubes based on layered
halogenides, as for example CdCl2 or NiCl2. However, despite preliminary at-
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tempts [111,112], the properties of these systems are not yet well understood,
possibly because there exists no rational strategy for their synthesis.

4 Physical Properties

The availability of a new toolbox for the nanomanipulation of individual
nanotubes and nanowires offered new opportunities for physical measure-
ments and opened a whole range of issues to be addressed. Most interesting is
the fact that nanotubes (nanowires) can be synthesized free of defects provid-
ing thereby a safe ground for quantitative comparisons with first–principles
theoretical calculations, which was hitherto very difficult. Moreover, many
physical properties show a remarkable size dependence in the transition from
the bulk state to that of a single or few molecules. These changes can be
systematically analyzed with the current technology. However, much of this
physics is yet to be unraveled. While relatively much work has been done
on the mechanical properties of inorganic nanotubes, the number of studies
on the electronic, optical and magnetic properties of such nanotubes is very
small and should be extended.

4.1 Mechanical Properties

The mechanical properties of WS2 nanotubes are interesting not merely for
academic reasons. These and similar inorganic nanotubes show extensive po-
tential for becoming part of ultrahigh strength nanocomposites technology.
A systematic and comprehensive study of the mechanical properties of WS2

nanotubes was undertaken using scanning electron microcopy (SEM) and
scanning probe microscopy (SPM) [113–115]. Several techniques for handling
and mounting of individual nanotubes were used for these studies. Conceptu-
ally, performing similar experiments within the transmission electron micro-
scope (TEM) could provide accurate atomistic pictures during the mechanical
measurements, which could then be compared with quantitative computer
simulations. However, technologically this is the most demanding and the
least mature technique of all. Further developments in this direction are in
progress. Another area, where progress is slow and much further work is
needed, is the coupling between mechanical and electrical, thermal or optical
effects in a single nanotube.

Figure 8 displays a series of micrographs taken during the tensile test
of an individual WS2 nanotube within the SEM. These experiments pro-
vided the full strain–stress curve of a nanotube. Repeating these experiments
many times provides statistically averaged meaningful values for the Young’s
modulus (Y ), the strength and the elongation to failure. In a limited series of
about 10 nanotubes, the values of these parameters were found to be 150GPa,
16GPa and 12%, respectively. The experimentally observed Young’s modulus
agrees very well with that of bulk WS2 (⊥c). The strength of the nanotube
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Fig. 8. SEM image of a WS2 nanotube with both its edges glued to SiN cantilevers
in a typical tensile test: before (left) and after (right) it has been broken (see [114])

is 11% of the Young’s modulus, which is rarely observed in bulk materials.
First-principles calculations for single-wall MoS2 nanotubes were performed
and were generally in agreement with the experimental findings. The calcu-
lated stress and strain are 40GPa and 17% for the zigzag (22,0) tube, and
34GPa and 19% for the armchair (14,14) tube. The Young’s modulus was
found to be 230GPa, which is the same as that of bulk MoS2 (⊥c). The calcu-
lated strength results are equivalent to 17.4% and 14.7% (for the zigzag and
armchair nanotubes, respectively) of the Young’s modulus of MoS2. Notwith-
standing the differences between the Young’s modulus of MoS2 and WS2, the
agreement between the experimentally observed and the calculated values
is very good. When the nanotube reaches its ultimate elongation, a single
chemical bond in the middle of the nanotube breaks. This failure then leads
to a stress concentration in the adjacent chemical bonds that become over-
strained and consequently fail, leading to immediate destruction of the nano-
tube. The experimentally determined strength of the WS2 nanotubes is 11%
of its Young’s modulus, which is an exceedingly high value in comparison
to high-strength materials. It is important to realize that the onset of fail-
ure of the nanotubes emerges from excessive distortion of a chemical bond,
while the role of macroscopic failure mechanisms, like dislocation diffusion
and propagation of cracks along grain boundaries seem not to be applicable
here. A recent tensile test of a multiwall WS2 nanotube within the TEM
shows a telescopic failure, which confirms the notion that the strain is taken
by the outermost layer of the nanotube [116].

The shear modulus of a beam is expressed as: G = Y/2(1 + ν), with ν
the Poisson ratio. This expression shows that the three important mechanical
parameters are not independent. In particular, if one assumes the value of 0.3
for the Poisson ratio of a WS2 nanotube, G is found to be 57GPa. DFTB
calculations of the intralayer shear modulus yielded the values of 53 and
81.7GPa for zigzag and armchair single-wall MoS2 nanotubes, respectively.
This value is significantly different from C44 values that were previously de-



Inorganic Nanotubes and Fullerene-Like Structures (IF) 651

termined by neutron and X-ray scattering of the linear compressibilities for
bulk 2H–MoS2 (15GPa) [117]. Bending tests of ropes of single-wall MoS2

nanotubes produced values of Y = 120GPa and G = 0.16GPa [118]. This
data indicated that the interlayer shear of multiwall MoS2, which is affected
by the weak van der Waals interactions, is appreciably smaller than the one
obtained within a layer.

To address this issue quantitatively, a bending test of an individual WS2

nanotube was carried out by suspending the nanotube over a micrometer-
wide trench [115]. An AFM tip approached the nanotube along the trench
and produced a horizontal deflection. The net deflection of the nanotube was
divided between axial strain and shear. This analysis produced a shear of
2GPa, which is believed to reflect the slippage between adjacent WS2 layers
of the nanotubes and is designated as a sliding modulus. The DFTB calcu-
lation of the interlayer shear of two adjacent layers in 2H-MoS2 resulted in
a modulus of 4.09GPa, which is in reasonable agreement with the experi-
mental data for the multiwall WS2 nanotubes (the van der Waals interaction
between adjacent layers in the two materials is not likely to be very different).

Due to the strong C–C bond in sp2 (graphitic) hybridization, the Young’s
and the shear moduli of carbon nanotubes are appreciably higher than those
of most inorganic nano1tubes. (See the contribution by Yamamoto et al.).
Furthermore, being made of carbon these nanotubes are very light. Nonethe-
less, carbon nanotubes, and especially the multiwall ones, which are very
important, for example, in ultrahigh-strength nanocomposites, suffer from a
number of disadvantages making the presently available inorganic (WS2 or
MoS2) nanotubes suitable for a variety of mechanical applications. In par-
ticular, the C–C bond is unstable under compression and transforms easily
into the sp3 (diamond) bond. Contrarily, WS2 or MoS2 do not have a high-
pressure phase and under high pressure they eventually break down, making
their INT and IF nanoparticles much more robust under compression. Fur-
thermore, the narrow scattering in the strength and elongation data of the
WS2 nanotubes [113–115] indicate that they are almost free of critical de-
fects, permitting a predictable assessment of their mechanical behavior in a
variety of media.

4.2 Electronic and Optical Properties

The electronic band structure of many inorganic nanotubes has been studied
with semiempirical and density-functional based methods. In the latter the
Kohn–Sham orbital energies were used for the representation of the band
structures. Simple zone-folding schemes for the estimation of the nanotube
band structure from the band structure of the corresponding layered struc-
ture is less meaningful for inorganic nanotubes than for carbon nanotubes.
This is mainly due to the much more significant structural relaxation in the
case of the rolled layer for inorganic tubes as compared to carbon nanotubes.
This conjecture was nicely shown for the nanotubes of MoS2 and WS2. In
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Fig. 9. The band structures of the MoS2 nanotubes: (1) – (22,0) zigzag and
(2) – (14,14) armchair configurations (see [76])

analogy to carbon nanotubes the qualitative picture of the band structure
of armchair and zigzag MoS2 can be derived from the band structure of the
molecular MoS2 layer with its hexagonal structure [76] – see Fig. 9. But there
is a strong reduction of the gap size with decreasing radius of the tube. This
reduction caused by the compression of the inner sulfur “shell” in the S–Mo–
S triple layer in the tubular structure is compared with a flat triple layer in
layered MoS2. This calculated reduction is consistent with experimental ob-
servations of the optical-absorption spectra of MoS2 nanotubes and inorganic
fullerene-like structures and scanning tunnelling microscopy (STM) studies
of WS2 nanotubes [119]. A similar size dependence of the electronic gap was
also predicted in the past for GaSe nanotubes. Many inorganic nanotubes
investigated up to now are semiconductors or insulators and they show con-
siderable dependence of the gap size on the tube diameter. This holds for
hypothetical SiH– [89], GeH– [90] based nanotubes, hypothetical phosphorus
tubes [92], Bi tubes [93], and many others. The diameter dependence of the
gap size is in all cases nearly independent of the chirality of the nanotube.
However, in many cases (MoS2, BN, AlN, GaN), the zigzag nanotubes have
a direct bandgap, whereas for the armchair nanotubes the gap is an indirect
one.

For several tubular structures it has been shown that the semiconducting
nanotubes can be transformed into metallic ones by intercalation or substitu-
tion. This has been demonstrated theoretically, e.g., for Si-based nanotubes
in terms of silicide nanotubes (CaSi2) [91], for BC-based nanotubes by inter-
calation with Li [120], and by partial substitution of Mo by Nb in MoS2 nano-
tubes [121]. According to DFTB calculations NbS2 nanotubes [122] should
be metallic with the Fermi energy in the Nb electronic d-band, which is re-
lated to a rather high density of states at the Fermi energy. This could be of
interest with respect to the superconducting properties of these nanotubes.
Boron-based nanotubes [95, 96] and metal-boride nanotubes [97–100] should
also be metallic.



Inorganic Nanotubes and Fullerene-Like Structures (IF) 653

The analysis of the optical properties of various kinds of inorganic nano-
tubes was undertaken in recent years. Many of the measurements were done
on ensemble of nanoparticles with a few studies only dedicated to individual
nanotubes.

Raman and IR spectroscopies were used to follow the structural trans-
formation of TiO2 powder into titanate nanotubes. Here, anatase/rutile ti-
tania (TiO2) powder (Degussa P-25) was converted into the layered titanate
(HxNa1−xTi3O7) lattice by hydrothermal reflux in an NaOH solution. A sub-
sequent HCl wash yielded H2Ti3O7 nanotubes [123]. The conversion of the
anatase/rutile nanoparticles (p-25 powder) to sodium titanate during the
NaOH reflux was confirmed by the loss of the B2g and the second order
of the B1g phonon mode at 398 cm−1 of anatase that individually peak at
516 and 784 cm−1. Instead, a new peak appears at 906 cm−1, which is typi-
cal for the short Ti–O bond stretching in the layered sodium titanate. The
sodium–proton cation exchange during the HCl treatment was confirmed by
the disappearance of this latter peak, as well as by the observation of new
peaks at 266 and 822 cm−1. The IR absorption peaks at 1618 and 3423 cm−1

are attributed to the bending and stretching modes of OH groups of ph-
ysisorbed water molecules, which confirms the presence of such molecules in
the titanate nanotubes. The shoulder at 3208 cm−1 was assigned to the Ti–
OH bonds. This study confirmed the existence of the Ti–OH bonds in the
nanotubes.

Optical absorption, photoluminescence (PL) and luminescence excitation
of titanate nanotubes were undertaken [124]. The bandgap of the nanotubes
(3.87 eV) is close to that of the layered sodium titanate (3.84 eV), but is ap-
preciably higher than that of the anatase phase of titania (3.2 eV). Studies
have shown that changing the internal diameter of TiO2 nanotubes in the
tube diameter range 2.5–5 nm does not lead to any changes in the position of
absorption and emission bands, indicating small quantum size effects in this
size range. This observation is not very surprising in view of the large effec-
tive mass of the exciton and the small Bohr radius (1.9 nm). It is concluded
that the electronic structure of TiO2 nanotubes is very close to that of TiO2

nanosheets [124]. In yet another study strong and broad subbandgap photo-
luminescence with a peak at 570 nm was observed in samples consisting of
titanate nanotubes. The PL was associated with the Ti–OH complex within
the tubular structure [125].

The electronic structure and optical properties of VOx-alkylamine nano-
tubes were investigated by absorption, photoelectron and electron energy-loss
spectroscopies [126]. Photoemission and core-level electron energy-loss spec-
troscopies confirm the mixed-valence character of VOx-alkylamine nanotubes.
Indeed, the vanadium ion was found to have an average valency of 4.4+ in
these nanotubes. The onset of the optical bandgap absorption was deter-
mined as 0.55 eV. A higher absorption peak at 1.25 eV was attributed to an
internal d–d transition, which becomes optically allowed due to local symme-
try breaking in the mixed (4,5) valency of the nanotube lattice. In another
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study, the temperature dependence of the optical gap of VOx-alkylamine
nanotubes was determined [127]. The optical gap at 0.56 eV was found to be
insensitive to the tube diameter. The feature above 3 eV was attributed to
O2p to V3d charge-transfer excitations. A low-frequency mode is observed at
113 cm−1, which is assigned as the radial breathing mode of the nanotube.
The Raman spectrum of VOx-alkylamine nanotubes was measured and the
optical transitions were assigned to the various modes [128, 129]. Both stud-
ies indicated that the alkylamine template is very sensitive to the laser-beam
damage. In the latter work [129] Cu ions were exchanged successfully with
the alkylamine moiety (dodecylamine), which was followed by both Raman
and IR spectroscopies.

The optical properties of MoS2 nanotubes and fullerene-like nanoparticles
have been reported in some detail before. More recently, the optical-limiting
(OL) properties of MoS2 nanotubes in aqueous suspensions were investi-
gated [130]. The OL performance of MoS2 nanotubes at 1064 and 532 nm
was found to surpass that of the carbon-nanotubes sample.

The resonance Raman spectrum of individual WS2 nanotubes was
recorded [131]. The strongest peaks of the nanotubes were identified as 417
and 351 cm−1, corresponding to the A1g and E2g modes, respectively. Both
the A1g and E2g modes have the same polarization behavior with a strong
signal in the ZZ geometry (Z denotes the tube axis) only and almost none
for X-polarized incident or scattered light. From the orientation dependence
of the nanotube’s resonant Raman intensity, the ratio of the perpendicular
to parallel polarizabilities αXX/αZZ is estimated at 0.16, showing the strong
polarization along the nanotube axis. Raman spectra of agglomerated WS2

nanotubes were measured under hydrostatic pressure as well. The two main
Raman modes shift linearly to higher energies with normalized pressure coef-
ficients of ω−1

0 dω/ dp = 4.5TPa−1. The two-dimensional (inplane) Grüneisen
parameter value of the WS2 nanotubes is 0.45, as compared to the value of 2
for carbon nanotubes, which shows the softness of the WS2 nanotube mate-
rial. Another interesting observation is the blocking of the rigid-layer (E2g)
mode (33 cm−1) in the IF nanoparticles. This observation indicates that the
shear of the two layers with respect to each other in the unit cell is damped
in the closed IF structure.

In a separate study [132], the IR reflectivity at room temperature and at
10K of IF-WS2 nanoparticles was studied. The IR-allowed modes in 2H-WS2

are the XY-polarized (double degeneracy) E1u and the Z-polarized A2u modes
at 356 and 437 cm−1, respectively. It is found that the oscillator strength
of the E1u transition is appreciably stronger in the former (2H) material
at both room temperature and 10K. By analyzing the two modes at both
the 2H (bulk) and IF-WS2 nanoparticles it is concluded that the interlayer
charge polarization, i.e., electron transfer from the metal to the sulfur atom,
is appreciably smaller in the 2H as compared to the IF nanoparticles. On the
other hand, the interlayer charge polarization between the layers is slightly
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larger in the IF as compared to the 2H, indicative of the somewhat larger
interlayer interaction in the IF as compared to the 2H-WS2 particles.

5 Applications

The applications of inorganic nanotubes and fullerene-like nanoparticles can
be divided between those that are expected to demonstrate significant poten-
tial in the foreseeable future and approaches that may lead to applications
in the longer term. Early applications are already being commercialized.

5.1 Tribological Applications

Early on it was hypothesized that the spherical IF-MS2 nanoparticles would
behave like nanoball bearings thereby providing superior solid lubrication
to the existing technology. Further work suggested that under mechanical
stress the nanoparticles would slowly deform and exfoliate, transferring MS2

nanosheets onto the underlying surfaces (third-body effect), and continue to
provide effective lubrication until they are completely gone, or oxidize. The
beneficial effect of the IF powder as an additive to lubricating fluids has been
studied in quite some detail and this phenomenon is summarized in [133–
135]. Work in progress indicates that this effect is particularly important
when the clearance (gap) between the two mating surfaces and the surface
roughness are approximately of the same order of magnitude as the nanopar-
ticles themselves, i.e., 30–300 nm. More recently, IF-WS2 nanoparticles were
impregnated into metal and polymer films, endowing them with a self-lubri-
cating character [136–138] and offering them a very large number of applica-
tions. Clearly, rolling and sliding friction of the nanoparticles is not possible in
this case unless they are gradually released from the metal/polymer/ceramic
matrix onto the surface. Here too, some of the beneficial effects of the IF
nanoparticles can be attributed to their gradual exfoliation and the transfer
of WS2 nanosheets onto the asperities of the mating metal surface (third-
body effect). Furthermore, the bare metal surface is shown to oxidize during
the test, leading to a gradual increase in the friction coefficient to very high
values (0.3–0.6). In contrast to this, the metal surface impregnated with IF
nanoparticles does not seem to oxidize during the tribological test, although
the coverage of the metal surface by the nanoparticles does not appear to
exceed 20–30%. This observation suggests that the temperature of the IF-
WS2-impregnated interface is lower than that of the pure metal surface during
the tribological test. It, furthermore, suggests that the IF nanoparticles may
act as a kind of “cathodic protection” against the oxidation of the metal sur-
face, which prevents the oxidation of the metal surface. This technology offers
numerous applications, among them various medical devices, like improved
orthodontic practice [137]. In a related study, Mo6S3I6 nanowires were also
proclaimed as an excellent solid-state lubricant [139]. The authors suggest
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that iodine loss during the test leads to a decomposition of the nanowires
and the in-situ formation of lubricating MoS2 nanosheets.

In order to capitalize on these applications “NanoMaterials, Ltd.” recently
constructed a manufacturing pilot plant with a production capacity of about
75 kg/batch and sales of their product under the title “NanoLub” have been
launched. Toxicological tests indicated that the product is benign [140, 141].

5.2 Towards High-Strength Nanocomposites

The mechanical robustness of the WS2 and MoS2 nanotubes and the IF
nanoparticles was studied in a series of papers [113–115]. Furthermore,
Raman measurements of these nanoparticles indicated no degradation un-
der hydrostatic pressures of 20GPa, indicating again their high-pressure
resilience [142]. In a series of experiments, fullerene-like WS2 and MoS2

nanoparticles were shown to withstand shockwaves of up to 25 and 30GPa,
respectively, with temperatures rising up to 1000 ◦C [143]. Significantly, the
structural integrity of the nanoparticles was also confirmed by TEM, mak-
ing these materials probably the strongest cage molecules known today and
offering them a plethora of applications for the shielding of vehicles and in
the future perhaps also as additives to strengthen construction materials.
This work led to a surge of interest in fabricating nanocomposites with en-
hanced mechanical properties based on the fullerene-like nanoparticles and
nanotubes of MoS2, etc.

5.3 Li Intercalation and Hydrogen Sorption in MS2 Nanotubes

Adsorption/desorption of hydrogen in MoS2 nanotubes was investigated at
room temperature [144]. The hydrogen-adsorption kinetics is nearly linear
and it exhibits a saturation after about 30min. Comparison of the gas ad-
sorption (1.2 wt %) and electrochemical storage (0.97 wt %) suggests that the
gas-adsorption process is the result of physisorption of the hydrogen in the
MoS2 nanotubes. TiS2 nanotubes with open-ended tips, which were synthe-
sized by a chemical transport reaction, can efficiently store 2.5 wt % of hydro-
gen at 298K and under a hydrogen pressure of 4MPa [145]. Detailed analysis
showed that about 1 wt % of the hydrogen is chemisorbed while the rest of the
hydrogen atoms are physisorbed to the nanotubes and can be easily recycled.

Li insertion into MoS2I0.3 nanotube bundles, which were prepared by
chemical vapor transport was investigated [146]. Comparing their electro-
chemical properties with those of bulk 2H-MoS2 powder, one finds a signif-
icant increase in the amount of inserted lithium and a decrease by about
0.7V in the insertion potential for the electrodes made with the nanos-
tructured material. Furthermore, EPR measurements showed that lithiated
MoS2I0.3 nanotube bundles are less air sensitive than the lithiated bulk crys-
tals. VS2 nanotubes were prepared by reacting VOx-alkylamine nanotubes
with H2S [147]. It is remarkable to note that the bulk phase of VS2 with
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lamellar structure is not known. Reversible electrochemical copper interca-
lation from an aqueous copper sulfate solution with a specific capacity of
314mAh/g was demonstrated. The intercalation of lithium ions was stud-
ied also in SnO2 nanotubes [148]. The capacity of the SnO2 nanotube-based
electrode was found to be very high (525mAh/g) even after 80 cycles.

Lithium and iodine intercalation of VOx-alkylamine nanotubes produced
room-temperature ferromagnetic behavior [149], which is potentially impor-
tant for spintronics. It was shown that the Li atoms donate electrons to the
conduction band of the nanotube, while the iodine (electron-acceptor) atoms
contribute holes to the valence band, removing the frustration in this spin-
glass system. Furthermore, the doping shifts the Fermi level of the nanotubes
from the middle of the energy gap into either the valence (iodine) or the con-
duction band (lithium), making this Mott–Hubbard insulator phase into a
good conductor.

5.4 Solar Cells, Photocatalysis and Sensors

Titania (TiO2) and titanate (H2Ti3O7) tubes hold promise for a number of
technologies. Dye-sensitized (Grätzel-type) solar cells made of an array of
titania-nanotube photoanodes have been reported [150, 151]. The polycrys-
talline titania nanotubes are prepared by anodization of Ti films or foils.
These cells hold great promise, mainly because the vectorial charge transfer
along the nanotube walls is expected to favorably influence the collection of
the carriers at the back contact. A detailed analysis [151] showed that the
lifetime of the minority carriers and hence the photocurrent of the nanotube-
based cells is larger than for the titania-nanoparticle-based cells. Nevertheless
the open-circuit voltage and fill factor of such cells is somewhat inferior to
the nanocrystalline-based titania cells. Similarly, a water photocleavage sys-
tem that showed 7.9% photoconversion efficiency in the 320–400 nm spectral
range was demonstrated [152]. In another study by the same group, the resis-
tivity of the nanotube array as a function of H2 concentration in the gas atmo-
sphere was monitored, showing perhaps the highest hydrogen sensitivity for
any known hydrogen sensor with various possible medical and environmental
applications [153]. Dopamine is an important marker for neurodegenerative
diseases like Parkinsons, etc. A biosensor for this molecule was established
by depositing titanate-nanotube films on a glassy carbon electrode [154]. The
oxidation peak of the positively charged dopamine moieties in the current–
voltage electrochemical plots was well separated from that of the negatively
charged ascorbic and uric acids, which is not otherwise achievable in physio-
logical solutions. This observation was attributed to the negative charge of the
nanotubes in physiological buffered solutions (pH 7.4). Thus, the positively
charged dopamine molecules are attracted to the electrode surface, while the
negatively charged ascorbic and uric acid ions are repelled from the electrode
surface, allowing the former to be oxidized under a milder (less-positive) bias.
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Adding titanate nanotubes to the hole-transport layer – poly(vinylcarba-
zole) – in organic light-emitting diodes, led to improved luminosity and lower
turn-on voltage. These effects were attributed to both the lower barrier for
hole injection from the electrode to the organic semiconductor and to the
improved hole transport in the organic film [155]. In another study, enhanced
electrochromism was obtained in films made of titanate nanotubes [156]. The
titanate nanotube films were shown to exhibit a faster proton diffusion and
higher capacity than those made of TiO2 (anatase) nanoparticles. This phe-
nomenon arises from the creation of Ti3+ centers caused by the intercalation
of protons into the nanotubes. The color change of these titanate nanotubes
is more significant than that of TiO2 anatase because of their layered nano-
structure.

5.5 Biotechnology

A silica-nanotube-based nanofluidic device for the diagnostics of biomolecules
has been reported [157]. Crystalline and very narrow (< 20 nm) nanotubes
were used as a platform for unipolar charge transport by integrating the nano-
tube in a metal-oxide-solution field-effect transistor (MOSolFET) (Fig. 10).
The conductance of the potassium ion (KCI solution) within the p-type nano-
tube channel was modulated by controlling the gate voltage. The transloca-
tion of individual DNA molecules in subfemtoliter concentrations through
the nanotube channel could be detected as a temporary current drop or rise.
Careful control of the channel parameters may lead to the fabrication of a
new nanobased diagnostic tool with the potential to uncover pathogenic DNA
molecules. (BiO)2CO3 nanotubes were synthesized and were shown to play
a strong anti-bacterial reactivity against helicobacter pylori, which is impli-
cated in peptic ulcers and gastritis [158]. In another experiment, ferritin,
cytochrome-c, streptavidin and glucose oxide were immobilized onto multi-
wall BN nanotubes [159]. This kind of functionalization can be the first step
towards the application of such nanotubes in drug delivery, or as markers for
pathogenic diseases.

5.6 Catalysis

Hollow nanoparticles of MoS2 with imperfect crystallinity were prepared [160].
In the first report Mo(CO)6 was reacted with sulfur in an aprotic solvent us-
ing an ultrasonic probe. Silica nanoparticles, which served as a template, were
coated conformally by the molybdenum sulfide product. Subsequently, an HF
etch was used to remove the template and a final annealing step produced the
hollow nanoparticles of the MoS2. These nanoparticles revealed high reactiv-
ity and selectivity towards the hydrodesulfurization of thiophene. In another
study, Ni nanoparticles were deposited onto a MoS2 nanotube support. This
nanocomposite was found to serve as a very potent and selective catalyst
for the hydrodesulfurization of thiophene and a few of its derivatives [161].
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Fig. 10. A schematic drawing of the metal-oxide-solution field-effect transistor [157]
(a) Electrical current vs time traces of the transistor (b). The sharp current drops
indicate the passage of a single DNA molecule through the silica nanotube channel

Removal of nickel ions from municipal waste and seawater using a Mg(OH)2
polycrystalline nanotube array was recently accomplished [162]. These few
examples demonstrate the remarkable potential of inorganic nanotubes and
fullerene-like nanoparticles in mitigating the environmental impact of sulfur-
rich gasoline and in green chemistry.

6 Conclusions

Inorganic nanotubes and fullerene-like nanostructures are a generic form of
inorganic layered (2D) compounds in the nanosize range. The synthesis of
some kinds of nanotubes, like those of WS2, MoS2, BN, H2Ti3O7 and V2O5

and some fullerene-like nanoparticles can be scaled up for commercial use,
which provides a strong incentive for their study and eventually to their ap-
plications. However, size and shape control is still in its infancy. Crystalline
nanotubes of various inorganic compounds with nonlayered structures, like
oxides and nitrides were also prepared using various templates. Potential ap-
plications for such nanostructures in tribology, ultrastrong nanocomposites,
as biosensors, catalysts for green chemistry, and renewable energy devices are
being explored. Early sales of the products launched recently by “NanoMa-
terials Ltd.” suggest a very wide field of applications.

While progress has been achieved in all fronts, numerous challenges face
the field. Most daunting is the reproducible synthesis of inorganic nanotubes
with well-controlled structural parameters, like single-wall ones. The struc-
tural characterization of such nanophases is in its infancy. Thus, determi-
nation of the chirality of each of the WS2 layers in a multiwall nanotube,
or the accurate structure determination of a MoS2 (NiCl2) nano-octahedra
requires further work. The optical and electronic properties of such nano-
tubes have been hardly touched upon. New breathing modes of MoS2 (WS2)
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nanotubes have been predicted by theory, but experimentally not verified
as yet. Progress in this area will be possible only through close collaboration
between experiment and theory. Chemical modifications of the nanotube sur-
face should be studied systematically. The large variety of possible chemical
compounds from which such nanotubes can be prepared and their inherent
stability under harsh conditions suggest numerous applications in various
fields, which is particularly important in view of the looming energy and
environmental crisis facing mankind.
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Abstract. In addition to sheet structures with purely hexagonal carbon rings,
which naturally form surfaces of zero Gaussian curvature such as sheets and tubes,
a graphenic membrane can also assume a conical shape whose apex is defined by
one or more disclinations taking the form of fivefold (or possibly smaller) rings.
Geometrically, just as a sheet of paper with a wedge removed can be resealed
to form a conical hat, a graphene sheet with a wedge removed (i.e., a disclina-
tion) can be resealed, notionally, to form a cone or horn. The single-wall carbon
nanohorns (SWNH) form one class of such conical structures, with a particularly
sharp apical angle, a well-characterized high-yield synthesis route, and a distinct
aggregate microstructure. Conical graphenic structures with wider opening angles,
corresponding to fewer pentagonal disclinations at the apex, also form, sometimes
as multilayered structures. The pentagonal defects in carbon nanocones perturb
the low-energy electronic structure both locally and globally, defining both a local
region of enhanced reactivity and a global geometric phase relation with profound
consequences for electron transport around the apex. The rapid variation in local
sheet orientation around the cone and the two-dimensional nature of the electronic
states within imply that uniform laboratory fields can generate highly nonuniform
effective local fields for states in the cone.

1 Introduction

Carbon is unique among the elements in its ability to assume extended two-
dimensional sheet structures in elemental form. Since the in-sheet bonding is
extremely strong, these sheets are stable both as isolated objects (graphene),
and when curved into cylindrical geometries (nanotubes) or quasispherical
geometries (fullerenes) wherein, e.g., pentagonal rings provide the needed
Gaussian curvature. Less well-ordered negative-curvature geometries can also
be envisioned, and realized to some extent in the nanoporous carbons. An
intermediate state between a sheet and a fullerene also exists, the carbon
nanocone, wherein a single pentagonal ring or assembly of nearby pentago-
nal rings defines a conical apex, which is then extended by a pure-hexagon
graphenic network into a larger conical structure. As it does for the nano-
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Topics Appl. Physics 111, 605–629 (2008)
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Fig. 1. Several carbon-based objects with overall conical nature are not covered
here, including (from left to right) tubular cones, conical stacks of graphene sheets,
helical graphitic whiskers, and ravens

tubes, fullerenes and graphene, the geometry of the nanocone defines a unique
set of structural, mechanical, chemical, and electronic properties.

One major subclass of nanocones, nanohorns [1] formed by ablating
graphite with a CO2 laser, are distinguished by high yield, high purity and
an aggregate microstructure, features that have facilitated the development
of potential applications in the adsorption and release of small molecules.
Cones can also be formed in vapor-phase carbon deposition onto graphite
surfaces [2, 3] or in the pyrolysis of carbon-containing precursors such as hy-
drocarbons [4, 5] or CO [6]. Glassy carbons or naturally occurring graphite
aggregates sometimes contain thicker conical structures [7, 8]. Such samples
often contain heterogeneous mixtures of multilayered structures with nested
cones. The end of a standard carbon nanotube also often forms a tapering
structure, wherein a single pentagonal ring in a straight tube wall induces
an inward taper, the tube eventually closing in a five-pentagon conical cap,
with an opening angle of ∼ 20◦ [9]. An overall cone shape can also form in
situations where it is not defined topologically by the presence of pentagons
in the apex. These superficially cone-like objects are depicted schematically
in Fig. 1: whisker-like conical helices [10–12] (wherein a single continuous
graphene sheet wraps helically around a central axis), the progressive sharp-
ening of a telescoping multiwall nanotube (a so-called tubular cone [13, 14]),
and conical bumps formed as a result of self-organized heat flow around
transition-metal inclusions in the laser sputtering of graphite [15]. Since we
focus on cones and horns whose structure follows directly from the presence
of pentagonal disclinations within a seamless graphene sheet, these alterna-
tive structures, (and other overall conical carbon objects with less-organized
interior microstructures [16–19]) are not covered here.

2 Geometrical Definition of the Cone

Carbon cones can be classified at the coarsest level by the number of layers
in the cone and the number of pentagonal disclinations defining the tip. Fig-
ure 2 shows schematically the construction of one-pentagon and two-pentagon
cones in terms of wedges removed from a graphene sheet. More pentagons



Single-Wall Carbon Nanohorns and Nanocones 607

Fig. 2. The geometrical construction of a nanocone with one (left) and two (right)
pentagons, in a continuum picture. One or two wedges are removed from a full
sheet to form the opening B-O-A or C-A-O-B-D. This opening is then stitched
back together by joining point A to point B and point C to point D to form the
cone. Imagine making a party hat, except in graphene only discrete wedge angles
are allowed. Adapted from [24]. The dashed path γ circumnavigates the apex

imply a sharper opening angle, in the sequence of approximately 113◦, 84◦,
60◦, 39◦, and 19◦ for one, two, three, four and five pentagonal disclinations
within an ideal graphene lattice [20,21]. Zero degrees corresponds to six pen-
tagons, i.e., a nanotube. Strong deviations from these discrete angles suggest
the formation of wrapped helices rather than continuous cones. In contrast,
polygonal rings with more than six carbons induce negative curvature in
the graphene sheet [22], and various combinations of n-fold rings embedded
within a graphenic framework can generate a rich panoply of structures [23].
In this context, graphene, discussed in the contribution by Charlier et al.,
can be considered as a zero-pentagon carbon nanocone.

At a finer level, one may also consider the relative positions of the pen-
tagons within the tip, classifiable by group theory [25]. These pentagonal
rings affect both the mechanical and electronic response of the sp2 carbon
structure, both locally (through an enhanced local density of electronic states
near the pentagonal rings) and globally (through new modes of mechanical
response and geometrical phases associated with electron paths that circle
the apex), as discussed in Sects. 7 and 8

3 Structure, Production, and Growth Mechanism
of Single-Wall Carbon Nanohorns

The cone of narrowest opening angle has five pentagonal rings in its apex. One
major class of such structures, typically forming as aggregates, is the single-
wall carbon nanohorn (SWNH). In 1998, it was found that about 2000 single-
wall carbon nanohorns assemble to form roughly spherical aggregates [1] of
three types: dahlias (Fig. 3), buds (Fig. 4, top), and seeds (Fig. 4, bottom) [1].
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We focus here mainly on the dahlia-type SWNH-aggregates, since they can
be produced in large quantities with high purity [1,26,27] and so have several
potential applications in methane storage [28], hydrogen–deuterium separa-
tion [29], fuel-cell electrodes [30], hydrogen generation from methane with
steam [31], capacitors [32], and drug delivery [33–35], as described later.
The dahlia-type aggregates have spherical forms with diameters of about
80–100 nm, as shown in Fig. 3 [1]. The magnified image of the dahlia-type
aggregate surface (Fig. 3c) reveals that the horn-shaped tips of individual
SWNHs have cone angles of about 20◦, corresponding to five pentagonal
rings at the tip, as indicated in Fig. 3d. The diameters of individual SWNHs
are 1–2 nm at the horn tips and 4–5 nm in the tubule-body part. The wall-to-
wall distances between adjacent SWNHs are about 0.4 nm [36]. Cone-shaped
tips have also been found in other carbonaceous materials formed by arc
discharge [37–40], suggesting that they have specific stability. The SWNH
aggregate is robust and cannot be separated into individual SWNHs. How-
ever, objects that look like bundles of SWNHs (Fig. 5a) are occasionally seen
when SWNHs are dispersed in solvents [41]. A similar bundle structure can
be seen in high-resolution scanning electron microscopy images of the aggre-
gate (Fig. 5b) by courtesy of Hitachi High-Technology Corporation, so the
SWNH bundle could be the structural unit of the aggregate, as described
in [1].

SWNHs are produced by CO2 laser ablation of graphite at room temper-
ature in Ar gas at about 760Torr with a laser intensity of about 2 kW/cm2 [1,
26, 27]. The production system has been steadily improved, recently reach-
ing a production rate of 1 kg/day with a purity higher than 90% [27]. The
main impurities are graphitic particles with sizes on the order of microme-
ters [42], plus trace amounts of C60 [43]. The growth mechanism of SWNHs
has been studied with in-situ optical measurements [44], and the mechanism
is considered as follows [45]. The carbon clusters in the laser plume collide
during propagation and form carbon droplets, which might have sizes of about
70 nm for the 100-nm dahlia aggregate, if we assume a carbon-droplet den-
sity of about 2 g/cm3. The carbon in the droplets transforms into graphene
sheets as the temperature decreases, and each graphene sheet spontaneously
rolls up to form a tubule structure, as also seen in a theoretical calculation
(Fig. 6) [46].

The structures of individual SWNHs and the aggregate sizes are influenced
by the type and pressure of the ambient gas used in the laser ablation [1, 26].
When SWNHs are produced at a low Ar pressure, the conical portion is
shortened (bud-type aggregate, Fig. 4, top), and the tubule shapes become
thin and bumpy (seed-type aggregate, Fig. 4, bottom). The same change is
apparent when the gas is changed from Ar to He or N2 [26]. The graphitization
of the CO2 laser ablation products is enhanced by an increase in the ambient
pressure, and graphite balls are produced when the Ar gas pressure reaches
about 4 atm [47, 48].
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Fig. 3. TEM images of SWNHs at differ-
ent scales of magnification (a–c) [1] and
a computer graphic of the horn tip (d)
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Fig. 4. TEM images of a bud-type aggre-
gate (top) and a seed-type aggregate (bot-
tom) [1]

Fig. 5. (a) TEM images of bundle-like aggregates of SWNHs that were found
when spherical SWNH aggregates were dispersed in an aqueous solution of the
surfactant NaDDBS, after sonication [41]. (b) High-resolution SEM image of SWNH
aggregates, showing the bundle-like arrangement of SWNH tubules. By courtesy of
Hitachi High-Technology Corporation
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Fig. 6. Tight-binding molecular dynamics simulation of the reactive collision of two
graphene sheets, suggesting that they can spontaneously roll up to form a SWNH
tip structure [46]. The initial distance between graphene layers is small, 0.23 nm,
and the temperature in the simulation is 2000 K. The simulation periods are shown
below each structure

When the graphite target includes metal catalysts such as Ni–Y or Ni–
Fe, the CO2 laser ablation produces SWNTs together with SWNHs without
heating the system [49–51]. Production methods not using the CO2 laser ab-
lation have also been reported, such as an arc-discharge method with carbon
electrodes under various conditions [52–54].

4 Properties of Single-Wall Nanohorns

A SWNH is a closed tube in the as-grown state. The holes are easily opened
by heat treatment in oxygen gas [55–57] or oxidative acids [58, 59]. The holes
are visible with transmission electron microscopy (TEM) (Fig. 7, top), and
the dominant hole diameters are 1–1.5 nm when the holes are opened by
treatment in oxygen gas at 570 ◦C for 10min (Fig. 7, bottom) [60]. The size
and number of holes are changed by the oxidation conditions [55–58, 61].
Figure 8 shows that the opening of holes increases the surface area from
330m2/g in the as-grown SWNHs to 1300m2/g, and the pore volume also
increases from 0.2 to 0.9mL/g [55]. Analysis of nitrogen adsorption isotherms
at 77K suggests the existence of three deep potential sites: the deepest one is
assumed to be an interstitial site among the SWNH tubules with a diameter
of about 0.4 nm, followed by the inside surface of the SWNH wall and the
central region of the hollow space inside the SWNHs [55].

The functional groups located at the hole edges are also controllable. The
hole edges can have abundant carboxyl groups (and other oxygenated groups)
when the holes are opened with H2O2 [59], or they can acquire further oxy-
genated functional groups, such as carbonyls, when the holes are opened by
heat treatment in air or oxygen gas [57]. It is confirmed that carboxyl anhy-
drides and/or lactone groups are changed to carboxyl groups by immersion
in water or methanol [62]. These oxygen-containing functional groups are re-
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Fig. 7. TEM image of SWNHs with
holes opened by heat treatment in
oxygen gas at 570 ◦C (top) [60]. The
hole sizes were measured as indicated
with bars and arrows in the top im-
age, and their histograms show typ-
ical hole sizes of 1 to 1.5 nm (bot-
tom) [60]

Fig. 8. Surface area of as-grown
SWNH and hole-opened SWN-
Hox [61] estimated from the adsorp-
tion isotherm of nitrogen at 77 K,
assuming adsorption follows the BET
scheme. The obtained BET surface
area depends on the heat-treatment
temperature in oxygen gas [55–57].
The surface-area decrease for 700 ◦C
heat-treatment is interpreted as
indicating that many SWNH tubules
are burned off

moved by heat treatment in hydrogen gas at, for example, 1200 ◦C, which
probably replaces them with hydrogen [62, 63].

An interesting property of these hole is that those at the tips of the SWNH
can be closed by heat treatment at 1200 ◦C in an Ar atmosphere, while those
on the sidewalls, cannot be closed in this manner [64]. Magnetic [65–67] and
electrical properties [65, 68–70] of SWNHs have also been studied. However,
their details are not presented here.

5 Applications of Single-Wall Nanohorns

Due to the rough surface structure of the SWNH aggregate, catalysts are
easily supported on the aggregate surface as small particles. An example is
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Fig. 9. TEM image of EuPt/SWNHs after treatment with methane and water at
500 ◦C for hydrogen generation (left), and its high-angle annular dark-field image
(right). Pt particles appear as black spots in the left and white spots in the right.
60–70 % of the Pt particles have sizes 1–2 nm. The Eu particles are dispersed all
over the aggregate, but are too small to be observed [31]

the use of catalysts for the decomposition of methane by steam to generate
hydrogen [31]: Pt particles have sizes of 1–2 nm, while Eu particles form at
extremely small sizes not visible to TEM, i.e., less than 1 nm (Fig. 9). It has
also been reported that Pt-loaded SWNHs are potentially useful as electrodes
in fuel cells [30].

Hole-opened SWNH (SWNHox) have additional promise for applications.
It is possible to incorporate various molecules and clusters inside SWNHox
from various solutions, even at room temperature [60, 71]. These incorpo-
rated molecules can also be released in a solvent; the release process usually
exhibits both quick and slow processes with respective time constants in the
range from minutes and hours to days [33,34,72]. These features are suitable
for using SWNHox to carry and supply materials upon demand. One possible
application would be drug delivery [33–35]. For example, cisplatin, an anti-
cancer drug, can be incorporated inside SWNHox. The cisplatin can then be
released from SWNHox to kill cultured cancer cells in vitro (Fig. 10) [34].

Since the hole size is controllable, as described above, SWNHox exhibit
a molecular sieve effect: only molecules smaller than the hole diameter can
enter the interior of the SWNHs [73].

Chemical modification of SWNHs is essential for various applications.
Many reports show that chemical modifications of as-grown SWNHs are pos-
sible [74–77], and chemically modified SWNHs disperse well in aqueous solu-
tions if the modification is designed to achieve this (Figs 11a,b). The chemical
reactions are thought to occur at the dips and bumps on the sidewalls or horn
tips, where pentagonal or heptagonal rings appear in the hexagonal graphene
network.

The chemical modification of hole-opened SWNHox is also possible at
their hole edges (Fig. 11c) [59, 78–80]. An interesting example is the attach-
ment of Gd acetate to carboxylic groups or other groups at the hole edges,
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Fig. 10. A TEM image of cisplatin-incorporated SWNHox shows dark spots denot-
ing cisplatin clusters inside SWNHs (a), and its magnified image (b). Photographs
of cultured human lung-cancer cells (HR460) incubated for 48 h with no additions
(control) (c), and addition of cisplatin@SWNHox (d) or SWNHox (e). Most of the
cancer cells were terminated when cisplatin@SWNHox was added. No cytotoxity of
SWNHox was apparent in (e) [34]

as confirmed with TEM (Fig. 12) [80]. Gd acetate plugs holes, which hinders
both the entrance of C60 into a SWNHox [80] and the exit of C60 from inside
a SWNHox [81]. This plugging and unplugging capability should reinforce
the material supply functions of SWNHox.

The hollow space inside a SWNH provides a reaction chamber that is tol-
erant to very high temperatures, as expected for carbon-based materials. One
advantage of a nanoreaction chamber with a high-temperature tolerance was
demonstrated by the formation of magnetite nanoparticles from Fe acetate
clusters confined inside SWNHox by heat treatment at 400 ◦C in Ar (Fig. 13).
Magnetite-loaded SWNHs could be observed by magnetic resonance imaging
(Fig. 13) [82]. When SWNHs are used as drug carriers, magnetite-loaded
SWNHs could be useful to check whether they have arrived at the diseased
part, or to move them to the diseased part by applying a magnetic field. This
approach might be effectively combined with a hyperthermia system.

The toxicity of SWNHs has been studied intensively because it will be
critical for fundamental studies and applications. No cytotoxicity has been
found, and animal tests have shown no measurable toxicity [83]. Thus, no
short-term toxicity has been found to date. The nature and amount of toxicity
from long-term exposure is still unclear.
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Fig. 11. Chemical modifications of SWNHs. Amination (a) [55] and addition of
azomethine ylides (b) [74] on the sidewalls of as-grown SWNHs. Chemical modi-
fication of SWNHox by reaction of the carbocylic groups at the hole edges with
amines through formation of amido conjugation (c) [78, 79]
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Fig. 12. SWNHox capturing a Gd acetate molecule at tip-hole (left), and Gd
acetate clusters in the inside (right). Scale bars correspond to 2 nm (left) and 3 nm
(right) [80]

Fig. 13. TEM images of magnetite-SWNHox with an average magnetite particle
size of 6 nm (left). The magnetite-SWNHox was attracted by the magnet but the
SWNHox itself was not (center). In-vivo magnetic resonance imaging of magnetite-
SWNHox intravenously administered from the tail vein of a mouse (right) [82]

6 Comparison of Single-Wall Nanohorns
to Single-Wall Nanotubes

Both SWNHs and SWNTs are tubes made of single graphene sheets with hol-
low spaces inside. The diameter of a SWNT is small, and therefore molecules
confined in SWNTs are arranged in a one-dimensional-like ordering, allow-
ing detailed studies of their physics and chemistry in a highly constrained
geometry. On the other hand, the diameter of an SWNH is large, so molecu-
lar movements, cluster formation and chemical reactions inside SWNHs are
three-dimensional-like, which is useful for many applications in materials en-
gineering.

The irregular tube structure of SWNHs has the advantage of opening holes
not only at the tips but also on the sidewalls, and the large diameters of the
tubules allow the hole sizes to be enlarged to 2 nm or larger. Due to the large
diameters of holes and tubules, the incorporation and release of molecules
are easy, which suggests that SWNHox can function as a carrier and supplier
of materials. Unlike the bundle aggregates of SWNTs, the rough surface of
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the SWNH spherical aggregates seems to be useful for holding catalysts or
other materials and keeping their particle sizes small. The absence of metal-
catalyst particles in SWNHs may be an additional advantage of SWNHs over
SWNTs in practical use.

7 Mechanical Response of Carbon Nanocones

In the nanohorn, the graphenic carbon cone is generally connected seam-
lessly to a more cylindrical tubule-like region. We now focus our attention
exclusively on the conical section and consider the mechanical (and in the
next section, electronic) properties of a standalone carbon nanocone, as in
Fig. 14. In a typical elastic response, all atoms in the material respond to
the mechanical perturbation to a degree proportional to the perturbation,
increasing their elastic energy quadratically in the magnitude of the distor-
tion. Cones, however, are different. When pressed at the apex and held at
the base, a blunt carbon nanocone with a single pentagon at its apex ini-
tially responds as a Hooke’s law spring, but a sufficiently large distortion
can induce a nonlinear mode of response, as part of the cone pops inside out
to create a structure of mixed character, wherein one portion of the cone
slopes upwards, the other downwards, as in Fig. 14. Since the local struc-
tures of both upward- and downward-sloping regions are local equilibrium
states of an undeformed cone, essentially all of the elastic energy is concen-
trated in the transition region, i.e., the fold between upward and downward
slopes. This fold maintains a similar shape, regardless of its circumference.
Therefore, instead of responding elastically like a typical material, with an
energy quadratic in the deformation and shared by all atoms, an axially com-
pressed cone responds by imparting a fixed amount of the elastic energy per
atom onto a finite subset of atoms, whose number varies linearly with the
deformation. The cone’s elastic energy then varies linearly with the deforma-
tion, so it acts as a constant-force spring, as shown in the central region of
Fig. 14, starting from about 5 Å displacement [84]. The end result is similar
to a displacive structural phase transition at constant pressure, although in
a phase transition the number of affected atoms eventually encompasses the
entire sample, whereas the fold of the nanocone eventually exits the struc-
ture. Cones with larger numbers of pentagons at the apices are more rigid
and hence more difficult to invert; they may exhibit more complex modes of
deformation that break azimuthal symmetry. Cones may also begin to invert
from the base rather than the tip.

A fully inverted achiral cone recovers the initial undeformed state. How-
ever, if the cone is chiral, due to impurities, a ragged edge, or the placement
of pentagon rings, then mechanical inversion also inverts the structure’s chi-
rality. A left-handed cone then becomes a right-handed cone, with atomic
perfection, since the two sides of a clean graphenic sheet are essentially in-
distinguishable. This is a perfect chirality inversion of a nanometer-scale or
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Fig. 14. Total energy of a single-pentagon nanocone pressed on the top by a
spherical indenter and held at the base by a flat substrate with a hole at the
center to accommodate complete inversion, within a Tersoff–Brenner treatment of
the interatomic interaction. After a brief Hooke’s-law regime, the tip of the cone
inverts to define a constant-force regime, which is arrested by the final complete
inversion of the cone as the folded region reaches the outer edge of the cone. Under
alternative conditions, the cone may invert first at the base, the fold propagating
upwards before escaping at the apex. See [84] for details

even micrometer-scale object, without breaking bonds. Macroscopically, a
similar inversion can be performed by turning a glove inside out, but in this
macroscopic case the two surfaces remain distinguishable, so the inversion is
not perfect. This chirality inversion is a partner to the constant-force me-
chanical response, since both result from the degeneracy of the upward- and
downward-sloping states. Theory predicts that breaking the local inversion
symmetry of the graphene sheet by chemisorbing just a handful of hydro-
gen atoms onto the apical carbons will profoundly change the mechanical
response. The precise form of the force–distance curve, whether the cone
inverts first from the tip (constant-force) or the base, and whether any in-
termediate states are metastable [85] all depend on the detailed geometrical
character of the system and its boundary conditions, but the overall me-
chanical response under axial deformations is governed by symmetry and
the ability of a graphenic sheet to recover elastically after large deforma-
tions. Lower-symmetry deformations applied along nonaxial directions are
more complex, but should maintain a propensity for nonlinear buckling dis-
tortions. Instabilities towards similar symmetry-lowering buckling distortions
may be involved in limiting the sizes of cones formable in the synthesis of free-
standing cones [86]. Experimental measurements of the mechanical response
of carbon nanocones have, to our knowledge, not yet been performed.
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8 Electronic Properties of Carbon Cones

The most salient feature of the carbon-nanocone electronic structure is an
enhanced local density of electronic states in the vicinity of the pentagonal
rings at the apex, as seen in first-principles [87–92], empirical tight-bind-
ing [85, 93–98], and continuum [24, 99] treatments. In some cases, these stud-
ies examined the conical endcaps [89,94] or tapers [91,93] of nanotubes rather
than standalone cones. The precise position and size of these peaks in the
density of states depend sensitively on the number and placement of the pen-
tagons, which suggests that the phenomenon is not simply a recapitulation
of the enhancements in the density of states seen around various defects in
other forms of sp2 carbon such as nanotubes or graphene, but may also in-
volve a topological character. This enhancement, and a related increase in the
electron density in the vicinity of the pentagons, has attracted considerable
attention from the theoretical community, since it has possible application to
field emission [85, 90] or scanning probes [88, 93]. Especially for sharp tapers,
the conical shape naturally lends itself to electric-field enhancement. Also,
graphene can be very robust structurally under punishing conditions of high
field and high current.

This modification of the local density of states near the cone apex is
not simply a local phenomenon: the global constraints on the phase of the
low-energy electronic states as it wraps around the apical pentagons induce
changes in the density of states, even within a continuum model of the elec-
tronic states [100], wherein the pentagons disappear into an infinitesimal
apical disclination [24, 99]. If the pattern of phases of an electronic state at
the Dirac point (i.e., Fermi point) of graphene is wrapped around a cone, it
does not match onto itself around the circumference, so this state is not a
proper low-energy state of the cone. For example, an apical disclination of
60◦ rotates one Fermi point into the other. In a continuum treatment, the
disclinations can be shrunk to a point and represented as pure gauge fields,
with associated geometrical phases, similar to the Aharonov–Bohm phases
of nanotubes in an external axial magnetic field (see the contributions by
Ando and by Kono et al.) or the effective A–B phases arising from elastic
deformations that stretch or twist a nanotube (see the contribution of Ando).
Since there are four distinct low-energy electronic states (two Dirac points
and two sublattices), one obtains a multicomponent geometrical phase in a
form first developed to describe large closed fullerenes [101]. In one-pentagon
cones, these gauge fields generate a cusp in the local density of states near
the cone apex as a function of energy, in contrast to the linear decrease to
zero seen in flat graphene. The phase accumulated by translating between
two pentagons does not commute with that from circumnavigating a single
pentagon; therefore, the two opposing translations involved in a closed circuit
about the apex of a cone with two pentagons do not cancel and the residual
phase depends on the relative displacement between the two pentagons, fol-
lowing an “n − m (mod 3) rule” for a two-pentagon cone [24], where (n,m)
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Fig. 15. Local density of electronic states (normalized per atom and per unit
of nearest-neighbor hopping integral) as a function of distance from the apex for
a tight-binding (points) and continuum model of one example from each of the
two classes of two-pentagon carbon nanocones, showing the agreement between the
atomistic and continuum models and the effect of the geometrical phase arising
from the precise arrangement of the pentagonal disclinations. Adapted from [24]

measures the displacement between the pentagons in graphene lattice coor-
dinates, as depicted in the inset to Fig. 15. The term “mod 3” means the
remainder when dividing by three. This is the same expression as that used
to classify carbon nanotubes, wherein (n,m) defines the circumference of the
tube. Figure 15 compares tight-binding and continuum treatments of this
phenomenon. For n = m (mod 3), the density of states near the Fermi en-
ergy is nonzero in the vicinity of the apex; otherwise it drops to zero at the
Fermi energy, as in graphene. These anomalies in the low-energy density of
states decay upon moving away from the apex as a power law in the distance:
the continuum model in which they appear contains no intrinsic length scale
(to define, e.g., the e-folding length of an exponential falloff). The precise
exponent of the power law depends on the number and arrangement of pen-
tagons in the apex. There is also a slight difference in total energies between
different arrangements of a given number of pentagons [102].

These geometrical phases have further effects more directly related to the
electron phase, such as novel interference effects for waves that propagate
around opposite sides of the apex and superlattice structures that could be
visible in scanning tunneling microscopy [87]. Since geodesics emanating from
a point on the surface of a cone can intersect on the opposite side of the
apex, a single outgoing circular wave emitted from a point on the side of a
cone can generate an interference pattern on the opposite side, where the
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Fig. 16. Intensity pattern for a point source (cross) of electron waves emitting
near the Fermi energy on the lower side of the apex (central dot) of a two-pentagon
n = m (mod 3) nanocone. Normally, for a point source of circular waves on a flat
surface, one would not expect an interference pattern, since the outgoing wave-
fronts do not self-intersect. However, on a cone, the wavefront intersects itself on
the opposite side of the apex from the point source. Even so, one might expect
the line extending away from the apex exactly opposite the point source to be an
antinode, since the path length around each side of the apex is identical. However,
this line is actually a node due to the geometrical phase induced by the apex.
Adapted from [24]

phase fronts of the wave self-intersect. This interference pattern is modified
by the geometrical phase associated with the apex: for example, in a two-
pentagon cone with n − m = 0 (mod 3), the line directly opposite the point
source is a node, not an antinode, even though the distances back to the
source are equal for the two possible paths, as shown in Fig. 16 [24]. The
response of the system to a magnetic field is also anomalous, with new Landau
levels associated with Lissajous orbits that circle the apex multiple times. In
contrast, the Landau levels of a carbon nanotube in a field perpendicular
to the axis (the contribution by Kono et al.) do not pick out any single
point in space as special. Since the perpendicular component of a magnetic
field and the in-plane component of an electric field are those relevant to
charge transport, a uniform magnetic field applied transverse to the cone
axis, or a uniform electric field applied along the cone axis will generate
transport phenomena governed by highly inhomogenous local fields [24] –
similar effects may occur in bent or folded sheets of graphene. This field
remains ripe for experimental investigation: to our knowledge, although some
scanning tunneling microscopy work has been performed on pentagons in
nanotubes [89], none of these fascinating consequences of geometric phase
have yet been verified by direct observation in cones.
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9 Conclusion

The wondrous flexibility of carbon chemistry, especially its ability to form ro-
bust low-dimensional networks, enables the formation of a plethora of carbon
nanostructures, including fullerenes, nanotubes, and nanocones or nanohorns.
Nanohorns in particular, with high-throughput synthesis and an adaptable
and accommodating microstructure, have substantial promise for applica-
tions in the catalysis, storage and delivery of adsorbed substances largely
complementary to applications of carbon nanotubes, as reviewed in the con-
tribution by Endo et al. Animated by a range of possible global structural
topologies, the unusual electronic structure of graphene, with linear disper-
sion and a Fermi surface confined to only two distinct points, generates an
electronic system with a unique sensitivity to structure, whether the circum-
ferential periodicity of a nanotube or the apical disclination of a nanocone.
Aggregated nanohorns, having a facile synthesis route, have been studied ex-
perimentally, with a focus mainly on chemical properties related to catalysis,
adsorption, release and functionalization. Isolated nanocones are much less
thoroughly studied experimentally, perhaps due to issues related to synthe-
sis, but they promise a rich variety of novel phenomena not observable in
other carbon structures, both mechanical (related to their inversion symme-
try) and electronic (related to the global topological phases associated with
their apices).
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Abstract. The electrochemistry of carbon nanotubes is reviewed with the aim of
summarizing what we can learn using these techniques, and what are the potential
applications of nanotubes as electrode materials. Electrochemical charging changes
the electronic structure. Consequently, electrochemistry and in-situ spectroelectro-
chemistry provide versatile tools for the investigation of fundamental effects related
to the electronic structure of carbon nanotubes. This approach is compatible with
chemical doping, but the electrochemical charging of nanotubes allows for precise
control of the doping conditions. Salient (spectro)electrochemical data accumulated
during the last ten years on SWNTs, DWNTs and fullerene peapods are here re-
viewed.

1 Electrochemistry of Nanotubes: Fundamentals

1.1 Introduction

Electrochemistry is an effective technique for the doping of carbon nanotubes.
As a method for the creation of charged states in nanocarbons, it offers precise
control of the doping level. Another advantage of electrochemical charging
is the broad selection of compensating counterions, which occur in media
ranging from aqueous and aprotic electrolyte solutions to ionic liquids. Elec-
trochemical doping can be carried out under conditions where any chemical
modification or breakdown of nanotubes can be safely excluded. These fea-
tures become explicitly beneficial compared to chemical doping via reactions
of nanotubes with redox-active molecules (cf. contribution by Terrones et
al.). Especially in the p-doping regime, a larger potential range is accessible
without any chemical follow-up reactions. The electrochemistry of nanotubes
has, furthermore, turned out to be applicable to many practically attractive
areas ranging from energy storage, sensing, actuators and nanoelectronics
(cf. Sect. 3.2 and contribution by Endo et al.).

In the spectroelectrochemistry of nanotubes, the two leading techniques,
viz. optical (Vis-NIR) and Raman spectroelectrochemistry, supply significant
information, that is, to a great extent, unique and compatible. The point is
that optical spectroelectrochemistry provides a “macroscopic” picture of the
A. Jorio, G. Dresselhaus, M. S. Dresselhaus (Eds.): Carbon Nanotubes,
Topics Appl. Physics 111, 567–603 (2008)
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sample, i.e., all tubes and all allowed transitions are addressed in one sin-
gle experiment. Raman spectroelectrochemistry, on the other hand, provides
a “microscopic” picture, by selecting solely the resonating tubes from the
sample, and by a possibility of addressing just one isolated tube for spec-
troelectrochemical experiments. It is obvious that spectroelectrochemistry
benefits from the precise control of the doping conditions. It upgrades the
spectroscopic studies of chemically redox-doped nanotubes, while it may or
may not provide compatible data on certain systems. In view of the great
impact of spectroelectrochemistry on nanotube science, these issues will be
discussed separately in Sect. 2.

1.2 Potential-Dependent Reactions

The electrochemical reaction at the interphase of a solid electrode material
with an ion-conducting medium is driven by the application of a voltage to
force the transport of electrons across this interphase. The latter is struc-
tured by the electrochemical double layer. Electrochemistry can control the
position of the Fermi level (EF) in an electrode material (metal or semicon-
ductor) by varying the potential. The position of the Fermi level in relation
to the energies of the highest occupied and lowest unoccupied molecular or-
bitals (HOMO and LUMO) of a redox system (molecule) in solution controls
the thermodynamically possible reaction to reduce/oxidize such a species in
solution [1, 2]. The rate of the electrode reaction is expressed by the current
density, i. It is dependent on the electrode potential U (related to the equilib-
rium potential U0) exponentially according to the Butler–Volmer equation:

i = i0

[
exp

−αnF (U − U0)
RT

− exp
(1 − α)nF (U − U0)

RT

]
. (1)

The quantity (U−U0) is an expression of the activation energy of the electron
transport across the interphase, the transfer coefficient α reflects the symme-
try of the potential influence on the activation barrier and is, in a symmetric
situation, equal to 0.5; R is the gas constant, T is the temperature and n is
the number of electrons transferred. The transfer coefficient α is a measure
of the influence of the electrode potential on the rate (and preference) of the
forward and backward electrode reactions, respectively. If the free energy of
the system is a nonlinear function of the potential, then α is dependent on
the potential. For carbon nanotubes, the reference equilibrium potential U0

can be defined as a situation when all bonding orbitals are filled and all
antibonding orbitals are empty. This provides one occupied π orbital per C
atom [3].

Assuming solely the effect of the potential, the electron transfer rate would
increase to very large values (1) but there is a second effect limiting the rate of
electrode reactions. Due to the phase-boundary geometry, the mass transport
defines the concentration of the redox species at the electrode. Consequently,
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the rate of mass transport to the surface controls the overall electrode reaction
at higher electrode potentials.

The electrode reaction is anodic (oxidation) or cathodic (reduction) de-
pending on the position of the Fermi level in the solid phase of the electrode
relative to the positions of the HOMO and LUMO of the redox species in
the electrolyte solution. The current is cathodic if the LUMO of the redox
molecule is lower than the Fermi level and then the electron transport is
energetically favored to the redox species leading to the electrochemical re-
duction. Contrarily, the current is anodic if the HOMO of the redox molecule
is higher than the Fermi level to favor the electron transport from the re-
dox species to the electrode leading to the electrochemical oxidation. In both
cases, the electronic state of the redox species is changed and thus a new
chemical entity is formed. Any electron transfer causing chemical changes of
the redox species at the electrode surface is called a Faradaic reaction.

A charge transfer can also occur that does not result in a chemical change,
but rather in a change of the electrical properties of the double layer at the
electrochemical interface. This double layer can be considered as a capacitor
and the charge distribution of both parts of the capacitor can be changed by
a charge transport. In this case, the current is called non-Faradaic.

The electrochemical behavior of single redox-active molecules like fulle-
renes in solution is characterized as Faradaic processes. However, the situ-
ation at carbon nanotubes is more complex. Since virgin carbon nanotubes
are not soluble in any usual solvent, their electrochemical behavior can only
be studied in the solid state, for instance as a thin layer at an electrode sur-
face [4–10] in contact with an electrolyte solution. This carbon layer overlaps
the double layer on the electrode substrate and may form a second double
layer at the interphase. The nanocarbon layer consists of two interfaces, the
electrical properties of which are changed depending on the electrode poten-
tial. A similar situation exists for free-standing buckypapers [11–16] where
both surfaces of this sheet are in contact with the electrolyte solution to form
a double layer.

1.3 Faradaic and Non-Faradaic Processes in Nanocarbons
(Nanotubes, Fullerenes)

To illustrate the Faradaic and non-Faradaic processes at nanocarbons the
situation at fullerenes and nanotubes is compared. In the C60 fullerene, the
HOMO is filled by 10 electrons at a hu state, while the LUMO consists of
the t1u state with the t1g state as the next higher one. The negative energies
of the t1u LUMO causes the large electron affinity. The t1u and t1g levels
are accessible for an uptake of up to 12 electrons. Electrochemical studies
have demonstrated that C60 and C70 can be reduced up to the hexa-anions
in solution [17, 18]. Each of the anion states of the fullerene can be reached
in a single Faradaic electron-transfer reaction, resulting in a defined chemical
species.
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The electrochemical behavior of single-walled carbon nanotubes (SWNTs)
is similar to that of graphite, but there are additional effects caused by the
specific electronic structure of the rolled graphene. The density of electronic
states in SWNTs exhibits distinct singularities that are typical of a one-
dimensional nanostructure. These van Hove singularities (vHSs) originate
from the size-dependent quantization of the electronic wave-functions around
the circumference of the SWNT. The diameter of the SWNT controls the
energy spacing between the corresponding vHSs.

As mentioned in Sect. 1.2, SWNTs can be employed either as a surface
layer at a working electrode (Fig. 1), a free-standing buckypaper or even
an individual SWNT in contact with an electrolyte solution. If an electrode
potential U is applied to a covered electrode, a net charge is built up in the
SWNT layer, determined by the charge in both the electrical double layers
in contact with the solution and with the solid substrate. Furthermore, a
certain resistance (R) of the SWNT layer causes an iR drop in that layer.
As the electrode potential is controlled by a reference electrode in solution
(Fig. 1), the potential is defined for the SWNT/electrolyte solution interface.
The capacitance of the electrical double layer Cdl can be modeled as that of
a parallel-plate capacitor:

Cdl
∼= ε0εA

dOHP
. (2)

Here ε0 is the permittivity of free space, ε is the dielectric constant of the
electrolyte solution, A is the area of the SWNT layer, and dOHP is the distance
to the outer Helmholtz plane (Fig. 2). Cdl is dependent on the potential but
is often assumed to be independent of the Fermi level of the electrode. The
thickness of the outer Helmholtz layer, dOHP is about 0.5 nm. Here, most of
the potential drop occurs, but for detailed descriptions of the electrochemical
interface, the diffusive layer must be taken into consideration as well (see
Fig. 2). The capacitance Cdl of an isolated SWNT is of the order of 10 fF/μm
of the tube length [3], but the capacitance of a SWNT bundle is more difficult
to evaluate since the double layer is usually formed solely at the outer surface
of the bundle.

SWNTs have a rather low density of electronic states around the Fermi
level. When the applied electrode potential, Uappl at the SWNT/electrolyte
interface moves into the anodic or cathodic directions, raising or lowering of
the Fermi level will overcome this energy spacing to fill or deplete each subse-
quent state (Fig. 3). In this way, a significant part of the electrode potential
causes a change of the chemical potential of the SWNT (eUch) instead of an
electrostatic change of the double layer (eUdl) [3,19]. This is analogous to the
situation at semiconductor electrodes, where the band bending at the surface
of the semiconductor is changed by the applied electrode potential to appear
as a chemical potential.

The contribution of the chemical potential in the SWNT electrode is mod-
eled by a second capacitance in series with the double-layer capacitance [3,19],
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Fig. 1. Scheme of a three-electrode electrochemical cell for the exact control of the
electrode potential

the quantum capacitance Cq, which is related to the change of the occupation
of the DOS in the SWNT (Fig. 3). Although the quantum capacitance Cq, is
formally related to a double-layer situation, it is an expression of the chemical
potential of the material. Therefore, its change can be considered a Faradaic
process based on the change in the charge on the SWNT.

The current flowing at a SWNT electrode splits into an electrostatic part
over the double-layer capacitance, Cdl and a chemical part over the quantum
capacitance, Cq. The latter is estimated to be of the order of 1 fF/μm of
a single SWNT [3]. A qualitative difference exists between a classical metal
electrode in contact with an electrolyte solution and a SWNT electrode. Since
the Cq and Cdl are in series (Fig. 3a) the total capacitance is dominated by
the smaller one. The classical metal electrode behaves like a net double-layer
capacitor, because Cq � Cdl. Here, the applied potential moves the bands by
eUdl without changing the relative position of the Fermi level against the band
edges (Fig. 3b). On the other hand, a SWNT is characterized by the effect of a
finite DOS (Cq � Cdl). Hence, it is quantum-capacitance dominated. In this
case, the Fermi level moves by eUch, but the bands remain intact (Fig. 3b).
This description can be applied to metallic and semiconducting nanotube
structures, but the actual values of Cq and their potential dependencies vary
according to the particular band structure of the SWNT.

1.4 Doping of Nanocarbons

The term “doping” was introduced into electrochemical terminology via ma-
terials physics. Here, it denotes the insertion of holes or electrons into a
semiconductor at very low concentrations via “impurities” (cf. contribution
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Fig. 2. Scheme of the electrochemical double layer at an electrode. The solvent
molecule is assumed to have a permanent dipole moment as labeled by an arrow.
The solution phase nearby the solid surface is modeled by several layers. The closest
layer (called the compact layer) contains oriented solvent molecules and sometimes
also specifically adsorbed ions or molecules. The next layer is composed of non-
specifically adsorbed solvated ions. These propagate into the bulk solution in the
diffuse layer

by Terrones et al.). However, starting with conducting polymers as a spe-
cial type of semiconductors, the term “doping” has been used in a broader
sense. It denotes charging of the polymer up to high concentrations of free
carriers by redox reactions [20]. Nowadays, for many π-conjugated systems
like nanocarbons, the terms p-/n-doping often replace the traditional terms,
oxidation/reduction.

In general, the charging of a SWNT can be carried out either chemically
or electrochemically [21]. In both cases, the charging of a SWNT is ampho-
teric, i.e., the tubes accommodate extra holes or electrons (p- or n- dop-
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Fig. 3. Scheme of the serial arrangement of the capacities of a nanotube layer,
where Cdl and Cq are the double-layer capacitance and the quantum capacitance,
respectively (a). Changes in the Fermi level at the electrode and its influence on the
double layer and the quantum capacitance (b). Adapted with permission from [3].
Copyright 2006 American Chemical Society

ing). The process depends on the selection of the particular redox reactant
(“dopant”) or on the applied electrode potential. The extra electrons/holes
in the solid have to be compensated by counterions (donors or acceptors;
D+

c /A−
c ), which are produced in the chemical redox process using redox ac-

tive molecules Dc/Ac or that are simply available in the electrolyte solution
(“electrochemical counterions”; D+

e /A−
e ) [21, 22]. In the case of chemical re-

dox doping, the control of the doping reaction is rather poor with respect to
the amount of e−/h+ states in nanocarbons and their homogeneous distri-
bution in the sample volume. Also, the selection of “chemical” counterions
D+

c /A−
c is very limited; in most reported studies of SWNTs, D+

c was K+ and
A−

c was Br− (cf. with the contribution by Terrones et al.). These counterions
were also frequently used in earlier studies of graphite.

Electrochemistry is the method of choice to avoid the mentioned draw-
backs of chemical doping. The counterions D+

e /A−
e can be selected from a

large variety of common electrolytes. More importantly, the doping level of
the nanostructure is precisely adjustable by the electrode potential. Doping
can be depicted by general reactions:

electrochemical n-doping: nC + e− + D+
e → [nC]−D+

e , (3a)

electrochemical p-doping: nC + h+ + A−
e → [nC]+A−

e , (3b)

where n is the number of carbon atoms in a hypothetical SWNT unit accept-
ing one electron or hole. At first, the compensating counterions (A−

e /D+
e )

must be transported to the SWNT. The ion transport is diffusion controlled
both in the electrolyte solution as well as in the nanotube layer, and the
counterions are solvated in all cases (except for ionic liquids). This contrasts
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chemical-doping reactions in the gas phase where the “naked” counterions
D+

c /A−
c (produced by the redox reaction) interact with the carbon structure:

chemical n-doping: nC + Dc → [nC]−D+
c , (4a)

chemical p-doping: nC + Ac → [nC]+A−
c . (4b)

This difference must be taken into consideration when the positions of the
counterions are discussed. In doped nanotubes the counterions can be located
at: 1. the external surface of a tubular rope (or at the single nanotube’s sur-
face), 2. the interstitial channels between tubes in a rope (internal surfaces)
or 3. in the interior of an individual tube. (For the sake of completeness, we
should also mention the inplane or substitutional doping, as a special cate-
gory of doping, cf. with contributions by Terrones et al.). For electrochemical
doping, the external 1. and internal 2. attachment of counterions were distin-
guished by the electrochemical impedance [23, 24]. This is important for the
Li+ cation accumulation at the internal surface due to its possible application
in Li-ion batteries [25] (cf. Sect. 3.2).

The penetration of the counterions into the interior of SWNTs is the most
exceptional case, as it requires larger defect sites at a SWNT wall and/or
SWNTs opened by decapping [26, 27]. The peapod-like “doped” structure
can be prepared via solid/gas reactions (chemical doping) [26], while elec-
trochemical charge transfer [27] does not result in intratubular counterions.
However, Iijima and coworkers [28] claimed to have aqueous electrolyte so-
lutions in the interior of opened SWNTs, too.

The electrochemical doping causes a change in the Fermi level ΔEF pro-
portional to the electrode potential. Cronin et al. [29] estimated a propor-
tionality constant between ΔEF and the electrode potential to be (0.4 to
0.7) eV/V. As discussed in Sect. 1.3, the more detailed description of doping
by Heller et al. [3, 19] using quantum capacitance in series with the classi-
cal double-layer capacitance provides a differentiation of the Faradaic and
non-Faradaic processes upon the doping of nanocarbons.

The (electrochemical) doping of nanotubes results in a change of the
C–C bond length similarly to graphite [30, 31]. The doping-induced con-
traction/elongation of the C–C bond is the result of three effects: 1. the
modification of the population of the π orbitals (bond order); 2. the modi-
fication of the matrix elements between pπ orbitals (effective atomic poten-
tial); and 3. the Coulomb repulsion between extra charges. Thus, the C–C
bond length in doped graphene scales with the number of extra electrons
transferred to a carbon atom [31, 32]. This graphene expansion/shrinkage by
extra electrons/holes in π orbitals is just opposite to the effect expected in
simple alternation of the π bond order (cf. Sect. 4.2 for further discussion).
In nanotubes the charge transfer to the carbon structure via doping creates
a strain in the tube exceeding by orders of magnitude the effect in ordi-
nary ferroelectrics [33]. The doping-induced dimensional changes in SWNTs
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are applicable in electrochemical (electromechanical) actuators [12,13,33–37]
(see Sect. 3.2).

2 Experimental Techniques

2.1 Materials in Electrochemical Studies of Nanotubes

The electrochemistry of a SWNT is done either at a supported thin layer of
nanotubes, a supported single isolated tube, a free-standing buckypaper or
even a free-standing single tube. A carbon paste electrode is also sometimes
used, especially for sensors [38]. Metals like Pt, Au, and Hg or metal oxides
like indium tin oxide (ITO) are applied as the electrode-supporting materials.
Metals also serve for contacting the free-standing buckypaper [11–16]. The
nanotube layer is usually deposited from sonicated suspensions, but organized
arrays of tubes can also be grown directly on the support [38]. The use of
mercury as a support is restricted to cathodic potentials only. It offers a
huge overvoltage of hydrogen evolution, which, in principle, allows rather
deep n-doping to be studied even in aqueous media [4]. The ITO electrode is
unstable at larger cathodic potentials, but its main advantage is for optical
transparency, applicable in spectroelectrochemistry (Sect. 4.1).

The electrolyte solution is usually the limiting component in terms of the
overall stability of the electrochemical system. Because the unmodified nano-
tubes are insoluble in all the usual solvents, the selection of the electrolyte
solution is only restricted by its electrochemical stability. Aqueous media
have been used in many studies of nanocarbons [4, 8, 9, 11–14, 16, 35, 39–41].
Among the organic solvents, acetonitrile [7, 9, 42, 43] tetrahydrofuran [15] or
ethylene carbonate/dimethylcarbonate [15] allow larger electrochemical po-
tentials both in the anodic and cathodic ranges. The largest potentials are
accessible in ionic liquids [44]. While the ionic liquids are sufficiently conduct-
ing, any solvent requires the addition of a supporting electrolyte to get suf-
ficiently conductive solutions. Its selection makes the electrochemical doping
of nanocarbons advantageous, since many salts are available for doping. The
composition of an electrochemical system determines the so-called “potential
window”, i.e., the range of electrode potentials at which the electrochemical
study of any material like a SWNT is not perturbed by the electrochemical
current caused by parasitic electrolytic reactions of the sole solvent and/or
the electrolyte. For instance, the potential window of aqueous electrolyte so-
lutions is determined by the evolution of hydrogen and oxygen at the cathode
or anode, respectively [45].

2.2 Voltammetry

As stated in Sect. 1.2, the electrode potential U is the most important param-
eter in electrochemistry to control the direction and the extent of a heteroge-
neous electron-transfer reaction at the electrode surface. Therefore, the exact
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Fig. 4. Cyclic voltammogram of (a) SWNT (dashed line) and (b) C60@SWNT (full
line) deposited on a Pt electrode in 1-butyl-3-methylimidazolium tetrafluoroborate;
scan rate 0.1 V/s. The mass of carbon material is not specified. Also shown is the
voltammogram of a blank Pt electrode under the same conditions (dotted line, c).
Arrows indicate the expected formal potentials corresponding to C60/C−

60 , C−
60/C2−

60

and C2−
60 /C3−

60 redox couples. Inset: anodic voltammetric current at 0 V plotted vs.
the scan rate for C60@SWNT. Reprinted with permission from [10]

control of the electrode potential is the precondition of any electrochemi-
cal experiment to follow the electrochemical reaction. Such measurements
are done by voltammetry where the electrode potential is scanned at a rate
v = dU/dt, and the resulting current (i) is monitored (cf. Figs. 4 and 5). The
current flows through the electrochemical cell and changes the concentration
of the electroactive species at the electrode surface by reduction (n-doping)
or oxidation (p-doping) [46].

Such an electrochemical cell consists of a three-electrode arrangement of a
working (indicator) electrode, a reference electrode, and a counter (auxiliary)
electrode (cf. Fig. 1). The potential of the working electrode is controlled by a
potentiostat that holds the electrode potential at a given value referred to the
(stable and known) potential of a reference electrode [47]. The reference in an
aqueous medium is a certain electrode of the second type, like the standard
hydrogen electrode (the potential of which is set by definition to zero), the
calomel electrode or the silver/silver chloride electrode. In aprotic media, the
reference electrodes are less defined, which can be circumvented by choosing
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Fig. 5. Cyclic voltammetry of C60@SWCNT peapods deposited on an ITO elec-
trode in 1-butyl-3-methylimidazolium tetrafluoroborate. The applied potential was
scanned between −1.35 and 1.15 V vs. Fc/Fc+. The NIR absorbance at a fixed
photon energy of 0.65 eV is plotted as a function of scan progress for various rates
between 1 mV/s to 1V/s (a). The curves in (a) are offset for clarity, but the ab-
sorbance scale is identical for all curves. (b) Shows an example of the current
response for one scan rate, 0.1 V/s. The origin of scan progress is identical for all
plots. (c) The potential ramp, which was applied in (a) and (b). Reprinted with
permission from [10]

the potential of a certain redox couple like ferrocene/ferrocenium (Fc/Fc+)
as an alternative reference. The electrode potential can be referenced to the
energy of the electron at the vacuum level and here a reference value for the
standard hydrogen electrode is usually considered to be 4.5 eV.

Some studies on carbon nanotubes employed electrochemical cells with
only two electrodes, but in this case the control of the electrode potential is
difficult in principle [45]. The second electrode is used both as the counter
and the reference electrode and its potential must be constant independent
of the current following through the cell. Furthermore, the iR drop across
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the cell would cause a different value of the real working electrode poten-
tial, which, moreover, changes during the potential scan. Therefore, for an
exact evaluation of the Fermi level of the nanotube layer, the two-electrode
setup has to be avoided. The potentiostatic three-electrode technique (Fig. 1)
should become a standard in all electrochemical studies of nanotubes.

At an applied electrode potential, the current, i consists of two contri-
butions in accordance with the type of the reaction: a Faradaic current if
attributed for carbon nanostructures to the charging of the quantum capac-
itance Cq and the non-Faradaic current inf caused by the charging of the
electrical double layer Cdl in the nanotube layer (or at a single nanotube).
The total current is:

i = if + inf . (5)

As the film of the nanotubes at an electrode represents a thin-layer condition
in voltammetry, the response is a current peak. The peak maximum ip is
expressed as:

ip = if =
n2F 2νV c0

4RT
, (6)

where c0 is the concentration of all states in a vHS and V is the volume of
the nanotube film. The non-Faradaic charging results in a linear dependence
of the current, inf on the scan rate ν:

iinf =
dQ

dt
= mCdl

dU

dt
= mCdlν , (7)

where Q is the double-layer charge and m is the mass of electroactive ma-
terial. As both contributions to the current are linearly dependent on the
scan rate, ν, it is not possible to differentiate between both partial currents
by voltammetric techniques (cf. Fig. 4, inset). Only spectroelectrochemistry
makes the determination of the quantum capacitance, Cq possible by the
depletion or filling of the van Hove singularities (see Sect. 4).

A further advantage of the voltammetric techniques is the study of the
complementary redox reactions by reversing the electrode potential. Thus,
by cyclic voltammetry the reduction or oxidation of a nanotube film at the
surface of a working electrode can be checked for its chemical reversibility.
(The electrochemical reversibility cannot be discussed since the voltammet-
ric response of a nanotube is not sufficiently resolved). Furthermore, since
the electrode potential can be scanned in both the anodic and the cathodic
directions, it is possible to follow the oxidation (p-doping) and reduction
(n-doping) in one single experiment.

2.3 Methods of Spectroelectrochemistry

In spectroelectrochemistry, the SWNT sample is either a self-standing bucky-
paper [11–16] or a supported thin layer of nanotubes [4–10,39–41]. The latter
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can even be so sparse that just one individual single nanotube occurs in the
area of ca. 1μm2, which allows its optical addressing by a confocal micro-
scope [39–41]. In all cases, the SWNT constitutes the working electrode, and
is surrounded by an ionically conducting medium, i.e., the electrolyte (so-
lution). For precise electrochemical control of a SWNT, the three-electrode
setup is essential [45]. Hence the experimental cell is completed with a ref-
erence and counter electrodes and the electrodes are connected to a conven-
tional potentiostat (see Fig. 1).

The cell must further allow the in-situ acquisition of spectra of the working
electrode, which is achieved either by an appropriate cell geometry or by using
a suitable window(s). In particular, the measurements of transmission optical
spectra in the visible-near-infrared region (Vis-NIR) requires optically trans-
parent conductive substrates like ITO (indium-tin-oxide) [4,6,7,10] or a thin
semitransparent film of Pt [42, 43]. Raman spectroelectrochemistry requires
only one optical window and the substrate does not need to be transparent.
Single-nanotube spectroelectrochemistry is carried out with a confocal Ra-
man microscope, employing an immersion objective and surfactant-separated
tubes on a metal support [39–41] or a “truly” isolated individual SWNT on
a SiO2/Si substrate with a patterned metal contact [29] (Sect. 4.4).

In most cases, the spectra are recorded in a quasi-equilibrium state at
a constant applied electrode potential. Occasionally, the spectra were also
recorded during slow cyclovoltammetric scans [7, 10] or upon galvanostatic
charging with small currents [48]. Electrochemistry is most often combined
with Raman spectroscopy and optical (Vis-NIR) spectroscopy. Other tech-
niques, like electron spin resonance (ESR), are still infrequently used in spec-
troelectrochemistry [48, 49].

3 Practical Applications
of Charge Transfer at Nanotubes

3.1 Electrochemical Synthesis and Behavior of Nanotubes

Electrochemistry is applied for both the synthesis and characterization of
nanotubes. In 1995, Hsu et al. [50] discovered an electrochemical method
for the synthesis of nanotubes [51] involving an electrolysis in molten alkali
halides using two graphite electrodes. By destroying the graphitic electrode
material, nanotubes were produced. However, the electrolytic synthesis of
nanotubes remained a curiosity, similar to the electrochemical synthesis of
other forms of carbon, the so-called “electrochemical carbon” [52]. The room-
temperature synthesis of nanotubes and fullerenes, reported by Kavan and
Hlavaty [53] also employed this methodology.

Early electrochemical studies of carbon nanotubes have dealt with tubes
of rather large diameters. Electrochemical application of a carbon nanotube
as an individual microelectrode has been pioneered by Campbell et al. [54].
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They fixed CVD-grown nanotubes (50–200 nm in diameter; CVD denotes
chemical vapor deposition) on Pt, and investigated the basic electrochemical
feedback of the tip part of the partially insulated carbon-nanotube electrode.
An alternative experimental geometry employs the configuration of a field-
effect transistor (FET) in which the SWNT is surrounded by electrolyte
solution, allowing electrochemical gating. This idea is applicable not only in
transistors, but also in sensing, but more generally, an electrochemically gated
FET actually presents a nanoscale reference electrode, which is sensitive to
the electrostatic potential in the electrolyte solution [29, 55] (cf. Sect. 3.2).

The first electrochemical study of a SWNT deposited on Pt or Au elec-
trodes was presented by Bard and coworkers [56]. They reported a feature-
less cyclic voltammogram exhibiting just capacitive-like double-layer charg-
ing. The specific capacitance of a SWNT was 283F/g, which seems to be too
high in view of other studies in the field [57,58]. In general, the capacitance is
also due to a quantum capacitance and the charge used in cyclovoltammetric
studies is partly used for the filling or depletion of the van Hove singularities
(Sect. 1.3). The featureless voltammetric response of SWNTs [4,7,56–58] can
also be caused by many charge-transfer reactions to a variety of nanotubes
contained in the bundles differing from one another in the positions of their
vHSs due to their different diameters and chiralities (cf. Fig. 4).

The first electrochemical study of an individual SWNT electrode was pre-
sented in 2005 by Heller et al. [19] Here, the SWNT behaved like a common
microelectrode, and, surprisingly, the electrochemical behavior of metallic
and semiconducting tubes was identical [19]. The same group [3] later an-
alyzed the electrochemistry of the SWNT in terms of its electron-transfer
kinetics. They predicted that distinct vHSs can be resolved by voltammetry.
Another electrochemical technique is the spatially resolved functionalization
of single-walled carbon nanotubes using an FET structure, and a microelec-
trode for modification of the nanotube at selected positions [59]. This chemi-
cal modification is analogous to the electrodeposition of metals at nanotubes
that occurs preferentially at imperfections [38,60]. Such a deposition can even
be used to close nanotubes via electrodeposited nanoplugs [61].

3.2 Practical Devices

The redox doping of nanotubes [21] finds applications in different fields and
different electrochemical devices [38, 62–65]. Here, the main directions of
the applications of doped nanotubes and the pertinent electrochemical back-
ground are given. A detailed treatment can be found in special reviews and
also in other parts of this book (contributions by Endo et al. and by Terrones
et al.). The electrochemistry of carbon nanotubes has been mostly focused on
practical issues of energy storage [58]. This theme splits into three subtopics:
hydrogen storage [66, 67], batteries [24, 68, 69] and supercapacitors [57, 58].
Additional electrochemical applications of SWNTs can be traced in the area
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of sensors and actuators [38, 62]. Also, the electrochemical gating in an FET
is of potential use in nanoelectronics [29, 55, 59, 70].

The electrochemical hydrogen storage in SWNTs is attractive by a possi-
ble combination of the electrolytic production of hydrogen with its simulta-
neous accumulation in the electrode material. Storage capacities between 10
to 130mAh/g are typically found in the recent literature [67]. The lithium
insertion into nanotubes is characterized by a larger capacity compared to
that of graphite (372mAh/g for LiC6), a faster kinetics and the absence of
staging [24]. Since the intercalation between graphene layers is ruled out in
a SWNT (because of a lack of adjacent layers), lithium is accommodated in
the nanochannels occurring inside the SWNT bundles [24]. The possibility of
free-standing sheets of carbon nanotubes offered encouraging opportunities
of charge storage from the very beginning of the search for applications [71].
Both carbon-nanotube membranes as well as layers at substrates or compos-
ites have been studied for electrochemical energy storage via lithium inser-
tion [72]. Also, highly flexible batteries can be produced using a polypyrrole
cathode and a carbon-nanotube anode [73]. A further route for the improve-
ment of the Li storage in nanotubes and their application to rechargeable
lithium batteries is to functionalize them electrochemically [74].

Carbon nanotubes are competitive to activated carbon for supercapaci-
tors, as they typically achieve capacitances of ca. 15–100F/g [57,58,75]. The
progress in the application of carbon nanotubes in supercapacitors is deter-
mined both by improved methods to form the carbon-nanotube layers, e.g.,
by electrophoretic deposition [76] and by the development of hybrid superca-
pacitors, e.g., with a TiO2-nanowire anode [77] or Ni(OH)2 composites [78].
For reviews of nanotube-based supercapacitors see the contribution by Endo
et al. and [57,58]. Nanotubes are used as an electrocatalyst support in anode
catalysis in fuel cells and the results in this special field have already been
reviewed [79]. Different carbon-nanotube nanocomposites are applied as elec-
trocatalysts for low-temperature fuel cells [80] while the catalytic properties
of the nanotube itself (not of impurities from the catalyst) are not elucidated
clearly.

The nanotube-based gas ionization sensor was demonstrated in 2003 by
Modi et al. [81]. The field-effect transistor (FET) based on a carbon nanotube
was discovered in 1998 by Dekker and coworkers [82]. In 2002, McEuen and
coworkers [70] have shown that the electrochemical processes can be used as
the gating method. The electrochemically gated SWNT-FET [29, 55, 59, 70]
turned out to be an attractive device both for electronic applications and
for sensing. In principle, the electrochemical FET can monitor the changes
in chemical potential of a solution due to any potential-determining redox
couple [55]. This provides interesting opportunities in chemical and biological
sensing [38, 62].

The application of carbon nanotubes in electrochemical sensors benefits
from their modification to make them specific for the detection of selected
molecules via electron-transfer reactions (for general reviews see [38, 62, 83,
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84]). Therefore, most of the SWNT-based electrochemical sensors operate
amperometrically, i.e., the current at the nanotube electrode is proportional
to the concentration of the analyte, like in a methanol sensor for fuel cells [85].
Among the electrochemical sensors based on SWNTs, the field-effect transis-
tors (also called ChemFETs) and chemiresistors are used especially for the
detection of glucose, cholesterol, dopamine and other biomolecules (for a re-
view see [38, 62, 84, 86]). For instance, an electrostatic assembly of DNA on
nanotube-modified gold electrodes is controlled by a piezoelectric quartz crys-
tal impedance technique for an improved detection of purines, nucleic acids
and DNA.

Baughman et al. [37] discovered that the electrochemical doping of a
SWNT causes a very strong alteration of its C–C bond length. Therefore,
carbon-nanotube actuators are among the best candidates for such devices.
Even the use of a single carbon nanotube has been shown to work in an ac-
tuator design [87]. The SWNT actuators can be fabricated in contact with
aqueous solutions, organic solvents and ionic liquids as electrolytes. In par-
ticular the latter electrolyte solution offers a very broad potential window to
get a large change of the nanotube structure [88].

4 Spectroelectrochemistry of Nanotubes

Electrochemical charge-transfer processes influence the electronic structure,
as well as the optical, vibrational and other spectra of a SWNT, which follow
the variations in the concentration of electrons/holes in the solid. Analogous
doping effects occur upon chemical redox reactions [89], but electrochemical
doping benefits from easy control of the doping level and a broad selection
of compensating counterions (Sect. 1.4). This strategy was pioneered in 1999
by Eklund and coworkers [90] and during the subsequent years, several tens
of papers came out dealing with this subject.

4.1 Vis-NIR Spectroelectrochemistry

In 1999, two independent groups [91, 92] pioneered the investigation of op-
tical (Vis-NIR) spectra of redox-doped SWNT. They used gaseous Br2 or
I2 as electron acceptors (p-doping) and K, Cs or organic radical anions as
electron donors (n-doping). The chemical redox doping was amphoteric, and
it manifested itself as disappearance of optical bands of transitions between
van Hove singularities: ES

11, ES
22 and EM

11 (the superscripts S and M denote
semiconducting and metallic tubes, respectively). There was also a secondary
effect, called doping-induced absorption [91], which consists of the appear-
ance of a new absorption band at deeper doping. This band was tentatively
assigned to transitions within partly filled valence (p-doping) or conduction
(n-doping) bands [91, 93], modification of the π-plasmon background [94] or
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to the creation of new free-charge-carrier plasmons [95]. Most previous stud-
ies did not consider excitonic effects (Sect. 4.2), i.e., the spectral bands were
assigned to simple excitations within allowed optical transitions between vHS
(noninteracting e−/h+).

In 2000, the Vis-NIR spectroelectrochemistry of SWNTs was pioneered by
Kavan et al. [4]. The observed effects were very similar to those for chemical
redox doping. The bleaching of optical transitions ES

11, ES
22 and EM

11 was trace-
able upon adjusting the electrochemical potential of a thin semitransparent
film of SWNTs on ITO [4,7,10] or Pt [42,43] electrodes in aqueous [4] or ace-
tonitrile [7, 42, 43] electrolyte solutions or in ionic liquids [10]. In the latter
case, tetrafluoroborate or hexafluoroborate salts of 1-butyl-3-methylimida-
zolium turned out to be particularly suitable “solvent-free” media, for optical
and Raman (Sect. 4.2) spectroelectrochemistry studies of nanotubes [10]. The
main advantage of aprotic media, especially the ionic liquids, is their broader
potential window (Fig. 4). Strictly speaking, the use of aqueous electrolyte
solutions is limited by the redox couples H+/H2 and O2/H2O whose standard
redox potentials are 0 and 1.229V, respectively. This window can only be ex-
tended if we assume certain overvoltages of H2 or O2 evolution at the SWNT
surface. However, since this overvoltage is unknown, we should consider all
experiments outside the stability window of water [96] with care [45].

The charging-induced attenuation of optical bands is reversible and fast
(in seconds) [7, 10]. Figure 5a illustrates this effect for the ES

11 transition.
The analogy of chemical and electrochemical doping extended even to the
appearance of doping-induced transitions for heavy electrochemical doping
in acetonitrile solutions [7] and in ionic liquids [10].

The Fermi-level position EF in pristine (undoped) material is assumed
to be in the middle of the gap between vHS, and scales linearly with the
bandgap [40, 97]. Real solid samples are composed of contacting tubes in
bundles, where the Fermi levels are aligned. If we further assume that doping
by charge transfer does not change the band structure (DOS) but only causes
a Fermi-level shift, ΔEF then the optical electronic transitions disappear as
a result of either pumping electrons into the valence band vHS (n-doping)
or holes into the conduction band vHS (p-doping). Then, the optical band
starts to bleach for:

ΔEF ≥
[
Eii

2
− ΔEc + ΔEv

4

]
, (8)

where Eii is the energy separation between vHSs and ΔEc and ΔEv are the
widths of energy distribution of states in the conduction and valence bands,
respectively [40]. These widths are influenced significantly by solvation [40].
The number of extra charges (electrons or holes), fC introduced by charging
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between the open-circuit potential, UOCP and a certain applied electrochem-
ical potential, U , is:

fC =
MC

F

∫ U

UOCP

C dU , (9)

where MC is the atomic weight of carbon, and F is the Faraday constant
(96, 485C/mol).

For graphite, Cgr
∼= 3μFcm−2 both for aqueous and acetonitrile elec-

trolyte solutions around a potential of zero charge [98–100]. The theoretical
surface area of a SWNT can be modeled as that of a one-sided graphene sheet
(Stheo = 1315m2/g) [101], which would predict:

C ∼= CgrStheo
∼= 39F/g . (10)

Surprisingly similar values (31–39F/g) were found for SWNT bundles ex-
hibiting a BET surface area of only 285m2/g [13]. The latter value supports
the idea that only the outer surface of a SWNT bundle is involved in the N2

adsorption [13, 101]. Smalley and coworkers [24] assumed Cgr
∼= 10μFcm−2

(note a typo in this entry in [24]) from where we get a better agreement of the
BET and electrochemical data. If we suppose C to be independent of poten-
tial, a typical value of C ∼= 40F/g for SWNT bundles, and |U −UOCP| = 1V
would give fC

∼= 0.005 e−/C atom (9), which translates into a Fermi-level
shift, ΔEF of ca. 0.3 to 0.7 eV [11, 29]. (The ΔEF is proportional to the elec-
trochemical potential, but, depending on the actual electrochemical system,
the proportionality constant need not necessarily be unity [9, 29, 102]). For
typical SWNTs of diameters around (1.3 to 1.4) nm, a shift of ΔEF

∼= 0.7 eV
is sufficient to quench the first two transitions in semiconducting tubes (ES

11,
ES

22), but the first transition in metallic tubes (EM
11) remains intact.

Fullerene peapods, viz. C60@SWNT and C70@SWNT showed a similar
spectroelectrochemical behavior to that of empty tubes [10,103,104]. The Vis-
NIR spectra of peapods were dominated by the tube-related transitions, but
the fullerene-specific optical transitions were not traceable [10, 103, 104]. As
expected, the spectroelectrochemistry of peapods confirms gradual intensity
attenuation of optical bands assigned to ES

11, ES
22, EM

11, as well as the onset
of doping-induced transitions in heavily doped samples [10, 103, 104].

Double-wall carbon nanotubes (DWNTs) were grown by pyrolysis of C60

or C70 peapods (cf. contribution by Pfeiffer et al.), and were studied by Vis-
NIR spectroelectrochemistry in acetonitrile solution and in ionic liquids [105].
The optical transitions in the outer tubes (diameters ca. 1.3–1.4 nm) are
ESo

11 ≈ 0.6 eV, ESo
22 ≈ 1.2 eV, EMo

11 ≈ 1.8 eV and those in the inner tubes
(diameter ca. 0.7 nm) are ESi

11 ≈ 1.2 eV, ESi
22 ≈ 2.4 eV. (The superscripts in

our symbols denote S – semiconducting, M – metallic, o – outer, i – inner).
Hence, only the first Vis-NIR band (ESo

11 ≈ 0.6 eV) can be safely assigned,
but the transitions ESi

11 and ESo
22 overlap between 1 and 1.5 eV, and the same

is true for EMo
11 and ESi

22 between 1.8–2.5 eV. Electrochemical charging causes
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a reversible bleaching of optical transitions, while the behavior of the outer
tube resembles that of SWNTs. The most characteristic feature of DWNTs is
a sluggish feedback of the inner tubes to electrochemical charge transfer. Ob-
viously, the formation of an electrochemical double layer influences primarily
the outer tube, while the inner tube is screened from direct electrochemical
charging [105]. The doping-induced transitions can also emerge in the region
of ESi

11 and ESo
22 . Due to the spectral overlaps and coexistence of several effects

influencing the spectra, the interpretation of the optical spectroelectrochem-
istry of DWNTs is quite complicated at progressive doping.

4.2 Raman Spectroelectrochemistry

The investigation of Raman spectra of redox-doped SWNTs (without using
electrochemistry) was pioneered in 1997 by Rao et al. [89]. The chemical
p-doping (with I2 or Br2) or n-doping (with K or Rb) manifested itself as
frequency shifts of the tangential displacement mode (G-mode, also coded
TM or T-mode; cf. contribution by Saito et al.). This band is suitable for
the investigation of doping-induced changes of the C–C bond length, Fano
broadening and some other more subtle effects, like the Peierls-like transi-
tion in metallic SWNTs [11]. Unfortunately, the doping-induced frequency
changes, ΔωG are far from being clearly understood, especially for n-doping,
where the G-band sometimes shows opposite and/or nonmonotonic frequency
shifts [7, 15, 48, 89, 94, 106–108]

Besides the frequency shifts, doping causes the attenuation of the Raman
intensity of all SWNT bands. The obvious interpretation follows from the
suppression of resonance enhancement due to quenching of optical absorp-
tions between vHSs (Sect. 4.1). Within this approximation, the intensity of
Stokes–Raman scattering, IRaman scales with the transition energy, Eii:

IRaman
∼= |(EL − Eii − iγ)(EL − Eii − Eph − iγ)|−2 , (11)

where EL is the laser photon energy, Eph is the phonon energy and γ is the
damping constant, describing the relaxation of the excited state. The Raman
spectra of typical SWNTs with diameters around 1.2–1.4 nm are resonantly
enhanced through the ES

33 transition (for the green and blue lasers) as well as
through the EM

11 (for red lasers). Consequently, these spectra should not be
influenced by electrochemical charging at ca. (UOCP ± 1V), since ΔEF is not
sufficient to quench the ES

33 and EM
11 transitions (cf. Sect. 4.1). However, we do

observe significant (albeit not complete) intensity bleaching of Raman modes
resonating with ES

33 and EM
11 even under the conditions of mild charging [4,

7, 11, 12, 109, 110].
Earlier studies of optical and Raman spectroelectrochemistry did not con-

sider explicitly the excitonic absorptions in SWNT. Recently, Wang et al. [96]
suggested that the attenuation of RBM intensity (enhanced via ES

22) can be
used for the determination of the exciton binding energy. Reportedly, the
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electronic energy gap, in which the RBM intensity is not attenuated, is a
superposition of the exciton binding energy and the energy of an incident or
scattered photon, causing the resonance enhancement [cf. (11)]. We should
note, however, that the extremely large Raman plateau observed in [96] and
no frequency shifts of the G- and D-modes contradict other studies on the
subject [45]. Eventually, Wang et al. [111] suggested a different interpretation
that the electronic energy gap is a superposition of the exciton binding energy
with the ΔES

11. Detailed analysis of excitonic effects remains a challenge for
future efforts.

4.2.1 SWNTs

The first study of SWNTs by using Raman spectroscopy in combination with
electrochemical doping was presented in 1999 by Eklund and coworkers [90].
This study actually dealt with combined chemical/electrochemical doping be-
cause the medium (concentrated H2SO4) that was used also caused parallel
chemical redox doping (cf. Sect. 1.4). In 2000, two groups, viz. Kavan et al. [4]
and Fischer and coworkers [48] studied Raman spectroelectrochemistry in
conventional electrolyte solutions, both aqueous [4] and aprotic (tetrahydro-
furan) [48]. In subsequent years, Raman spectroelectrochemistry in aqueous
media progressed considerably [8,9,11–14,16,29,34,35,39–41,96,110], and the
palette of aprotic solvents was extended by using acetonitrile [5–7, 112, 113]
ethylene carbonate/dimethyl carbonate solutions [15] ethylene, carbonate/
diethyl carbonate [25]. In 2003, the advantageous properties of ionic liquids
were first demonstrated for applications as the electrolyte medium in Raman
and Vis-NIR (Sect. 4.1) spectroelectrochemistry [10].

The radial breathing mode (RBM) of SWNTs is suitable for investigations
of tube-specific effects (see the contributions by Jorio et al. and by Saito et
al.). In particular, the tubes made by the HiPCO process are favored for
fundamental spectroelectrochemical studies. Due to their small diameters,
they exhibit sharp and well-separated RBM peaks [5–7, 113]. We may even
acquire data on certain (n,m)-identified tubes [5, 96, 113], which are, other-
wise, accessible only through demanding experiments at the single-nanotube
level (Sect. 4.4). There has been some controversy in the literature regard-
ing the “diameter selectivity” of the attenuation of Raman intensity upon
doping [6, 114–116]. Recent studies of index-identified HiPCO tubes, both
semiconducting [5] and metallic [113] revealed that the actual reason for the
variable doping sensitivity of the individual RBMs is not the tube diame-
ter, but the relative deviation of each particular tube from the condition of
ideal resonance (11). This empirical “resonance rule” [5, 113] says that the
well-resonating tubes are also highly doping sensitive and vice versa. Figure 6
shows the illustrative data for index-identified HiPCO tubes according to the
experimental Kataura plot. For instance, the tube (11,0) is almost intact by
doping at the 1.56 eV excitation (out of resonance), but it becomes doping
sensitive at 1.65 eV, when it is in perfect resonance. This general rule is valid
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Fig. 6. Left upper chart: Experimental Kataura plot for selected nanotubes with the
energies of transitions ES

22 (full points) and EM
11 (open points). Lines connect the cor-

responding nanotubes families (2n + m = const). Data were compiled from [5, 117–
120] and from calculation results, which were kindly provided by Prof. Jorio (see
also [121]). Reprinted with permission from [121]. 2006 by the American Physi-
cal Society. The remaining charts show the potential-dependent Raman spectra of
SWNTs on a Pt electrode in 0.2 M LiClO4 + acetonitrile. The spectra were excited
by a Ti-sapphire laser at 1.56 eV and 1.65 eV and by a Kr+ laser at 2.18 eV (cf. the
dashed lines in the experimental Kataura plot). The spectrum at nearly no doping
is highlighted by a bold curve. The remaining spectra were measured at poten-
tials changing in steps of 0.3 V towards negative or positive values, respectively, for
curves arranged upwards or downwards, respectively, from the bold curve. Spectra
are offset for clarity, but the intensity scale is identical in the respective chart. The
tubes with large positive deviation from the resonance condition are highlighted
by box-framed annotation. Adapted with permission from [5]. 2005 American
Chemical Society

for many other tubes [5], but there are also some exceptional cases, like the
tube (6,5), whose doping behavior at 2.18 eV is not well understood yet [113]
(Fig. 6).
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The frequency of the G-mode in doped SWNTs brings valuable structural
information, but the complicated (nonunique) trends for n-doping [7, 15, 25,
48, 89, 94, 96, 106–108] do not allow an easy interpretation of all spectroelec-
trochemical data. Monotonic and expected trends (blueshift of the G-mode)
are regularly observed for anodic charging (p-doping). It is tempting to dis-
cuss these shifts in terms of mechanical strain upon pumping of extra holes
into SWNT. In analogy to graphite intercalation compounds [31,32] the con-
traction of C–C bond length, −ΔaCC is expressed as:

−ΔaCC = 0.157fC + 0.146|fC|
3
2 + 0.236f2

C
∼= 0.157fC

= 0.157
MC

F

∫ U

UOCP

C dU , (12)

where fC is the number of holes per C atom; cf. (9). (Since fC � 1 we
can neglect the high-power terms in 12.) Obviously, both mechanical strain
and electrochemical charging can be modeled using the same philosophy [12,
13], which provides a basis for the discussion of electrochemical actuators
(Sect. 3.2). The observed G-mode shifts, ΔωG were reported to be [7,9,13,90]:

ΔωG/fC ≈ (250 to 423) in cm−1/hole/C atom, (13)

which is similar to the value of chemically p-doped graphite: 460 cm−1/hole/C
atom [89]. These shifts actually relate to the main peak of the G-mode (G+-
mode); individual shifts for the G+- and G−-modes, respectively, were re-
ported to be 260 and 320 cm−1/electron/C atom, respectively [13].

In cathodically n-doped SWNTs, the “normal” redshift of the G-mode
is observed in solutions with compensating counterions NR+

4 (R = methyl,
butyl, octyl) in acetonitrile [6] and Li+ in acetonitrile [7], ethylene carbonate/
dimethyl carbonate [15] and ethylene carbonate/diethyl carbonate [25]. (In
the latter case, the trends were not strictly monotonic at deeper n-doping.)
The “normal” redshift occurs also for most aqueous electrolyte solutions [4,8,
11, 14], except for 1 mM aqueous H2SO4, where an anomalous blueshift was
traced [29]. Such an anomalous blueshift was most explicitly expressed in ionic
liquids, where the counterion was 1-butyl-3-methylimidazolium [10]. Non-
monotonic trends [15, 48] were reported in K+-containing aprotic electrolyte
solutions. This seems to indicate that the compensating cations have some
influence on the Raman shift, but a deeper physical interpretation was not yet
given. Recently, Rauf et al. [122] suggested a simple mechanical model based
on Coulomb interaction and C–C bond-length oscillations in a hypothetical
C–C molecule. Although the model seems to outline the non-monotonic shifts
in K-doped tubes, the effect of the counterion is not elucidated.

The spectroelectrochemical behavior of the second-order Raman bands
G′- and D-modes resembles that of the G-mode [8, 9, 15, 25]. However, the
understanding of the similar trends in intensity attenuation and frequency
shifts also need to consider other effects, such as the k-vector dependence [12].
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At heavy electrochemical charging, the D-band reflects the expected growth
due to defects, such as the population of interstitial channels in a SWNT
bundle [15, 25] and an irreversible chemical modification [15, 25]. The spec-
troelectrochemical studies of the intermediate-frequency region (IFM) 600–
1200 cm−1 are still scarce due to their low intensity and a difficult assignment
of certain bands in this spectral region [112, 123].

4.2.2 Fullerene Peapods

Whereas the tube-related bands (RBM and G-mode) in peapods (C60@SWNT
and C70@SWNT) exhibit similar spectroelectrochemistry to that of empty
tubes [10,103,104,124,125], valuable information comes from the region of the
intratubular fullerene bands. Figure 7 shows an example of C60@SWNT. The
most striking effect is the so-called “anodic Raman enhancement”, occurring
exclusively for anodically p-doped C60@SWNTs [10, 103, 104]. This enhance-
ment affects all C60-related bands in aprotic electrolyte solutions [103, 104]
and in ionic liquids [10], but, surprisingly, it is absent, if the same peapods
are p-doped chemically with F2 [125] or FeCl3 [126]. The anodic Raman
enhancement is not detected for the anodically treated C70 peapods, ei-
ther [104]. The latter peculiarity was tentatively attributed to the hybridiza-
tion of π-orbitals of fullerene and SWNTs and to the standing/lying allotropy
of C70@SWNT [104].

The frequency of fullerene-related bands remains intact in the electro-
chemical charging of peapods (cf. Fig. 7), which show a negligible charge
transfer towards intratubular species [10, 103, 104]. This is supported by the
absence of any voltammetric peaks in cyclic voltammograms of peapods even
at the potentials when triply charged anions C3−

60 and C3−
70 would be formed

(cf. Fig. 4) [10, 103, 104]. The intratubular fulleride is, however, observed in
chemically n-doped peapods by K vapor [124–128], because K atoms (in con-
trast to solvated electrolyte cations) penetrate through defects in a peapod
wall (cf. Sect. 4.3) [124, 127]. But it is obvious that we are far from a clear
understanding of the unexpectedly complex response of intratubular C60 and
C70 in peapods towards electrochemical and chemical doping.

4.2.3 Double-Walled Carbon Nanotubes

Raman spectroelectrochemistry of DWNTs made by the pyrolysis of pea-
pods [105, 123, 127, 129] and via CVD [25] provides an elegant distinction
of outer/inner tubes of DWNT in the region of the RBM bands (for a
general discussion of DWNTs see the contribution by Pfeiffer et al.). This
distinction turned out to be a problem in Vis-NIR spectroelectrochemistry
(Sect. 4.1). Figure 8 shows an example of a Raman spectroelectrochemical
plot of DWNTs made from C70@SWNT. In general, the sluggish spectro-
electrochemical feedback of inner tubes mimics that of intratubular fullerene
in peapods (cf. Fig. 7), because the formation of an electrochemical double
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Fig. 7. Potential-dependent Raman spectra of C60@SWNT (peapods) on a Pt elec-
trode (excited at 2.54 eV) in 0.2 M LiClO4 + acetonitrile. The electrode potential
varied by 0.3 V from −1.75 V to 1.25 V vs. Fc/Fc+ for curves from top to bottom.
Bold curve corresponds to the Raman spectrum of a nearly undoped sample. Spec-
tra are offset for clarity, but the intensity scale is identical for all spectra in the
respective window. The intensities are zoomed in the first three windows as indi-
cated. Arrows and dashed lines indicate the expected Raman lines of C60. Peaks at
378.5 and 1374.5 cm−1 (labeled by asterisk) belong to acetonitrile. Reprinted with
permission from [104]. 2003 American Chemical Society

layer on DWNT primarily affects the outer tube [25,105,123,127,129]. There
was some confusion in the earlier literature as to the (n,m) assignment of
the RBM of inner tubes [122, 130–132]. The central problem was that there
were more RBM peaks than the geometrically possible inner tubes [122,132].
This paradox was rationalized assuming that there is a palette of DWNTs, in
which the given (n,m) inner tube can be accommodated in several possible
outer tubes. Consequently, the tube–tube distance may deviate slightly from
the ideal configuration, thus creating some strain in the system, and eventu-
ally, splitting of RBMs [122, 132]. A detailed spectroelectrochemical study of
chirality-resolved inner tubes has not yet been given. It would have to con-
sider the “resonance rule” (Sect 4.2.1) along with the strain in the nonideal
combinations of inner/outer tubes.

In contrast to the RBM, the G-bands of inner/outer tubes overlap in pris-
tine DWNTs (cf. Fig. 8) [105, 122, 123, 127, 129, 133]. In 2003, Eklund and
coworkers [133] discovered that p-doping with Br2 selectively upshifts the G-
bands of the outer tubes only, while the G-bands of the inner tubes remain
intact [133]. In 2004, Kavan et al. [129] observed the same effect for anodic
charging of DWNTs in acetonitrile solution. An advantage of the electrochem-
ical “deconvolution” of the G-band consists in an easy tuning of the doping
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Fig. 8. Potential-dependent Raman spectra of ex-peapod DWNT on a Pt electrode
(excited at 1.83 eV) in 0.2 M LiClO4 + acetonitrile. The electrode potential varied in
steps of 0.3 V from −1.85 V to 1.15 V vs. Fc/Fc+ for curves from top to bottom. Bold
curve corresponds to the Raman spectrum of a nearly undoped sample. Spectra are
offset for clarity, but the intensity scale is identical for all spectra in the respective
window. The intensities are zoomed by a factor of 20 in the second window. Dashed
lines show the intervals of wave numbers within which the Raman features of the
inner tubes are expected. Adapted with permission from [105]. 2005 American
Chemical Society

conditions, i.e., progressive movement of the G-band can be monitored by
simple adjustment of the electrode potential. [105, 129]. A similar effect is
also traceable during a cathodic sweep in media such as ionic liquids, where
the “anomalous” blueshift (cf. Sect. 4.2.1) of the outer tubes is well expressed,
and the deeply cathodic potentials are accessible without irreversible parasitic
reactions [105]. Also, the K-vapor n-doping causes an analogous blueshift in
the outer tubes [122]. A mechanical model was suggested based on Coulombic
tuning of the C–C bond length in K-doped DWNTs, and was applied also for
the inner tubes [122]. As mentioned above (Sect. 4.2.1) this model does not
explain the effect of counterions causing redshifts of the G-mode. By careful
inspection of the spectra of cathodically doped outer tubes in [105] we may
even note that the G-mode shifts to the blue for the 1.83-eV excitation, but
to the red for the 2.41-eV excitation. The effects are obviously more complex
because of competing interactions.
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The second-order Raman scattering in DWNTs is very useful, because the
inner/outer tubes exhibit distinct G′-mode bands already in pristine sam-
ples, both for the ex-peapod [134] and CVD-grown [25] DWNTs. In both
cases, the higher-frequency component is assignable to the outer tube, and
it bleaches more rapidly upon electrochemical charging [25, 134]. Qualita-
tively, the same pattern is traced also for the D-mode: the higher-frequency
and doping-sensitive component belongs to the outer tube [105] (cf. Fig. 8).
Spectroelectrochemistry thus brings solid arguments for the existence of the
“defect-induced” D-mode in inner tubes. This is a bit surprising for the ex-
peapods inner tubes, which are assumed to be defect free. Hence, the only
“defect” of inner tubes is their finite length, which enhances the D-band
intensity [105].

4.3 Combined Chemical/Electrochemical Doping

The first Raman spectroelectrochemical study of SWNTs by Eklund and
coworkers [90] (cf. Sect. 4.2) was, in fact, also the first study of combined
chemical/electrochemical doping. The anodic oxidation of SWNTs in con-
centrated sulfuric acid starts from a charge-transfer complex:

(SWNT)+HSO−
4 nH2SO4 ,

which is formed via a spontaneous chemical oxidation of SWNTs by H2SO4

analogously to the reaction of graphite with H2SO4.
Valuable information follows from the spectroelectrochemical behavior

of the G-mode in K-doped nanotubes and peapods, i.e., in materials that
have been pretreated (chemically n-doped) with K vapor [124, 127, 135]. The
reaction with K vapor causes n-doping of the carbon skeleton, and the K+

counterions decorate either the outer surface of the tube or penetrate also
into the interior of a tube. The G-mode serves as an interesting indicator of
the location of the K+ counterion in K-doped nanostructures. For obvious
reasons, the anodic charging is preferential, as it causes regular and large
blueshifts in ordinary (K-free) materials (cf. Sect. 4.2).

If the K+ ions in n-doped tubes decorate solely the external surface, they
are easily released upon contact with water and air, and the anodic spectro-
electrochemistry confirms the “normal” behavior like for K-free tubes [127].
However, if the K+ ions reside also in the interior of a tube, the n-doping is
distinctly more irreversible. In this case, the intratubular K+ survives con-
tact to air, washing with water, and even anodic electrochemistry [124, 135].
Consequently, the G-mode position is “frozen” during an anodic spectroelec-
trochemical sweep, because the intratubular K+ ions effectively screen out
the effect of electrolyte anions, accumulated at the external tube surface as
a result of anodic charging.

The first scenario is typical for SWNTs and DWNTs [127]; in other words,
no intratubular K+ is found spectroelectrochemically in these structures.
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(We may note that deliberate encapsulation of KI into SWNTs mimics the
effects of charge transfer in electrochemical doping [136].) The second sce-
nario takes place in peapods. Both C60@SWNT and C70@SWNT, show an
arrested G-mode after K doping and subsequent anodic spectroelectrochem-
istry [124, 135]. The presence of intratubular K+ is further confirmed by
the spectroelectrochemical behavior of the Ag(2) mode in the intratubu-
lar C60: It remains at the position typical for the KnC60 fulleride (n ≈ 4)
even at heavy anodic charging [124]. The final confirmation of the structure
KnC60@SWNT came later from direct imaging by transmission electron mi-
croscopy [137]. The residual irreversible doping with intratubular K+ was
also found for C70@SWNT, although the intratubular fulleride KnC70 is not
that easily traceable by Raman spectroscopy like that for KnC60 [135]. How-
ever, convincing arguments are still to be found as to why KnC60@SWNT
and KnC70@SWNT are formed via K-vapor treatment, but the insertion of
K occurs neither into SWNTs nor DWNTs under the same conditions.

4.4 Single-Nanotube Studies

There are not many spectroelectrochemical studies at the single-nanotube
level, which is obviously due to technical difficulties in the SWNT sample
preparation, and its Raman measurement under electrochemical control. The
potentiostatic setup and the cell geometry may not be at optimum condi-
tions, and special care should be taken, if only a two-electrode configuration
(instead of the classical three-electrode configuration) was used for the elec-
trochemical charging of tubes [29,45,96]. Also, the deposition of non-bundled
SWNTs on the metal working electrode usually requires surfactants and soni-
cation, which is not without principal objections, either. An amazingly simple
technique for the deposition of SWNTs, DWNTs and peapods on Au(111)
directly from a dry buckypaper was developed recently [138]. However, this
general method provides isolated nanoribbons rather than individual tubes,
and no spectroelectrochemical tests of these assemblies have been reported
as yet.

Electrochemical addressing of single nanotubes was first demonstrated in
2003 by Murakoshi and coworkers [40]. An individual SWNT wrapped with
sodium dodecyl sulfate (SDS) was deposited on an Au electrode and charged
electrochemically in an aqueous electrolyte solution [39–41]. The absolute
EF positions (and the work functions) of individual isolated SWNTs are not
identical, but they scale linearly with the gap energy [40]. This conclusion
was also reproduced for chemical doping [97]. The isolated SWNT exhibits
sharper Raman intensity vs. electrode potential profiles compared to those of
bundled tubes. The width of such profiles (FWHM) was between 0.6 to 0.9V
for isolated metallic SWNTs and 0.3 to 0.7V for isolated semiconducting
SWNTs [40]. However, bundled tubes show FWHMs of ca. 1 to 2V [4, 5, 7].

In general, the surfactant (SDS) may influence the charging state of the
electrochemical interface, and spectroelectrochemical experiments on “truly”
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isolated (SDS-free) nanotubes would be preferential. Such a “cleaner” ap-
proach was first demonstrated by Cronin et al. [29] in 2004. Their experi-
mental configuration was typical of the FET application, i.e., a SWNT was
deposited on SiO2/Si between two patterned Au contacts, and Raman spec-
troelectrochemistry of the G-mode in an individual SWNT was studied in
diluted H2SO4 [29]. This work demonstrated electrochemical gating, if the
SWNT was charged against the silver reference electrode. However, rapid
degradation limited the sample life and the maximum gate voltage that could
be applied [29]. We are not aware that others were later able to prepare a
fine stable sample of this kind.

5 Summary and Outlook

During the last ten years, the electrochemical and spectroelectrochemical
methods have supplied fundamentally new information about carbon nano-
tubes, as well as about prospective practical applications. This acquired
knowledge is far from being comprehensive and free from open questions.
We predict that the future development will progress in three directions:

1. New inputs will come from refined synthetic and purification meth-
ods. They will provide macroscopic amounts of well-defined samples
of SWNTs for fundamental (spectro)electrochemical studies. Also, new
structures will be studied, such as peapods from less-common fullerenes,
DWNTs, as well as nanostructures containing heteroatoms.

2. The experimental progress will influence not only the sample synthesis,
but also the development of new (spectro)electrochemical techniques. For
instance, the combination of Raman spectroscopy with advanced scan-
ning probe imaging will be further upgraded by electrochemical control of
the sample. We expect considerable progress in single nanotube studies,
both in the area of fundamental electrochemistry and in Raman spec-
troelectrochemistry. Eventually, the details of the electronic structure of
SWNTs will be traceable by cyclic voltammetry or similar techniques.

3. The theoretical interpretation of electronic and spectral changes upon
electrochemical charge transfer will develop towards elucidating some per-
sistent open points and contradictions. We predict that new knowledge
will be acquired by deeper interpretation of excitonic effects. There are
some other phenomena whose clear understanding still requires funda-
mental studies; they include G-mode shifts, doping-induced transitions
and “anodic Raman enhancement” in C60@SWNTs. The combination of
experiment and theory should elucidate the rich phenomena seen in the
Raman spectra as illustrated in Figs. 6–8.
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Y. Achiba, J. Kürti, V. Zolyomi: Unusual high degree of unperturbed envi-
ronment in the interior of single wall carbon nanotubes, Phys. Rev. Lett. 90,
225501 (2003) 590

[132] R. Pfeiffer, F. Simon, H. Kuzmany, V. N. Popov: Fine structure of the RBM
of double wall carbon nanotubes, Phys. Rev. B 72 (2005) 590

[133] G. Chen, S. Bandow, E. R. Margine, C. Nisoli, A. N. Kolmogorov,
V. H. Crespi, R. Gupta, G. U. Sumanasekera, S. Iijima, P. C. Eklund: Chem-
ically doped double walled carbon nanotubes, Phys. Rev. Lett. 90, 257403
(2003) 590

[134] M. Kalbac, L. Kavan, M. Zukalova, L. Dunsch: Electrochemical tuning of
high energy phonon branches of double wall carbon nanotubes, Carbon 42,
2915–2920 (2004) 592



Electrochemistry of Carbon Nanotubes 603

[135] M. Kalbac, L. Kavan, M. Zukalova, L. Dunsch: The influence of an extended
fullerene cage: A study of chemical and electrochemical doping of C70 peapods
by in situ Raman spectroelectrochemistry, J. Phys. Chem. C 111, 1079–1085
(2007) 592, 593

[136] A. Ilie, J. S. Bendall, D. Roy, E. Philip, M. L. H. Green: Effects of KI encapsu-
lation in single walled carbon nanotubes by Raman and optical spectroscopy,
J. Phys. Chem. B 110, 13848–13857 (2006) 593

[137] L. Guan, K. Suenaga, Z. Shi, Z. Gu, S. Iijima: Direct imaging of alkali metal
site in K-doped fullerene peapods, Phys. Rev. Lett. 94, 045502 (2005) 593

[138] M. Kalbac, L. Kavan, M. Zukalova, H. Pelouchova, P. Janda, L. Dunsch:
Isolated nanoribbons of carbon nanotubes and peapods, Chem. Phys. Chem.
6, 426–430 (2005) 593

Index

ΔEF, 583
iR drop, 577

acceptor, 573
actuator, 580
anodic Raman enhancement, 589

battery, 581
Butler–Volmer equation, 568

C–C bond length, 574
chemical follow-up reaction, 567
chemical n-doping, 574
chemical p-doping, 574
chemical redox doping, 573
chemical reversibility, 578
chirality-resolved inner tube, 590
counterion, 567

diameter selectivity, 586
donor, 573
doping, 567, 571
doping level, 573
double-layer capacitance, 570

electrocatalyst, 581
electrochemical actuator, 588
electrochemical charging, 567
electrochemical deconvolution, 590
electrochemical double layer, 568
electrochemical n-doping, 573
electrochemical p-doping, 573

electrochemical reversibility, 578
electrochemical synthesis, 579
electrochemistry, 567
electrode material, 567
electrode potential, 568
electrode-supporting material, 575
electrolyte solution, 570
electronic structure, 567

Faradaic current, 578
Faradaic process, 569
Faradaic reaction, 569
Fermi level, 568
free-standing buckypaper, 569

graphene expansion/shrinkage, 574

Helmholtz layer, 570
hydrogen storage, 581

in-situ spectroelectrochemistry, 567
intercalation, 581
ionic liquid, 567

mass transport, 569

nanocomposite, 581
non-Faradaic charge, 569
non-Faradaic current, 578

optical spectroelectrochemistry, 567
optical transition, 584
optical (Vis-NIR) spectroscopy, 579



604 Ladislav Kavan and Lothar Dunsch

organic solvent, 575, 582
oxidation, 569

p-doping, 567
potential window, 575
potential-dependent reaction, 568
potentiostatic three-electrode tech-

nique, 578

quantum capacitance, 571

Raman shift, 588
Raman spectroelectrochemistry, 567
reduction, 569
reference electrode, 570
resonance rule, 590

sensor, 580
silver/silver chloride electrode, 576
spectroelectrochemistry, 567, 582
supercapacitor, 581
surfactant, 593

three-electrode arrangement, 576
transfer coefficient, 568

van Hove singularity, 570
Vis-NIR spectroelectrochemistry, 582
voltammetric technique, 578
voltammetry, 575

working electrode, 570



Doped Carbon Nanotubes:
Synthesis, Characterization and Applications

Mauricio Terrones, Antonio G. Souza Filho, and Apparao M. Rao

1 Advanced Materials Department, IPICYT
Camino a la Presa San José 2055, San Luis Potośı, SLP, México
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Abstract. Various applications of carbon nanotubes require their chemical mod-
ification in order to tune/control their physicochemical properties. One way for
achieving this control is by carrying out doping processes through which atoms and
molecules interact (covalently or noncovalently) with the nanotube surfaces. The
aim of this chapter is to emphasize the importance of different types of doping
in carbon nanotubes (single-, double- and multiwall). There are three main cat-
egories of doping: exohedral, endohedral and inplane doping. We will review the
most efficient ways to dope carbon nanotubes and discuss the effects on the elec-
tronic, vibrational, chemical, magnetic and mechanical properties. In addition, we
will discuss the different ways of characterizing these doped nanotubes using spec-
troscopic techniques, such as resonant Raman, X-ray photoelectron, electron energy
loss spectroscopy and others. It will be demonstrated that doped carbon nanotubes
could be used in the fabrication of nanodevices (e.g., sensors, protein immobilizers,
field emission sources, efficient composite fillers, etc.). We will also present results
related to the importance of inplane-doped nanotubes for attaching various metal
clusters and polymers covalently using wet chemical routes.

1 Introduction

We have witnessed that pure carbon nanostructures and especially nanotubes
possess fascinating electronic and mechanical properties depending on the
diameter and chirality ([1, 2] and contributions by Tomanek et al., by Jorio
et al., and by Lefebvre et al. in this book). However, in layered sp2 carbon
nanosystems, it is possible to tailor the electronic, vibrational, chemical and
mechanical properties by introducing either noncarbon atoms or molecules
and compounds in different manners at small concentrations (from parts per
million to small weight percentages). We define this phenomenon as doping.

In the following sections, we will review different ways of doping carbon
nanotubes. For the sake of clarity, we will define three main doping categories:
1. exohedral doping or intercalation, 2. endohedral doping or encapsulation
A. Jorio, G. Dresselhaus, M. S. Dresselhaus (Eds.): Carbon Nanotubes,
Topics Appl. Physics 111, 531–566 (2008)
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Fig. 1. Molecular models representing schematically (a) endohedral doping; (b) ex-
ohedral doping or intercalation, and (c) inplane doping (substitutional) in DWNT
bundles

and 3. inplane or substitutional doping (Fig. 1). In the contribution by Kavan
and Dunsch, electrochemical doping will be discussed in detail, and therefore
this topic is not presented in this chapter.

Although some work has reported the doping of multiwall carbon nano-
tubes (MWNTs), little work has addressed the doping of single- and double-
wall carbon nanotubes (SWNTs and DWNTs, respectively). We believe that
these doped systems could reveal unexpected quantum effects, and it should
be possible to tailor the bandgaps of carbon nanotubes when doping at very
low concentration levels. There are numerous challenges that we must over-
come before producing in a controlled way different types of doped SWNTs,
DWNTs and MWNTs, but it is clear that these materials will be impor-
tant in the fabrication of nanotube composites, electronic devices, sensors,
composites, nanorobots, etc.

2 Exohedral Doping or Intercalation

By analogy with graphite and bulk C60, the “bundled” form of as-prepared
SWNTs can serve as a host lattice whose electronic properties can be tai-
lored by doping with electron-donating, or electron-accepting guest atoms
and small molecules that reside in the interstitial channels. Chemical doping
is expected to substantially increase the density of free charge carriers and
thereby to enhance the electrical and thermal conductivity in the SWNT
bundles. In a series of Raman scattering [3] and electrical resistivity stud-
ies [4], the amphoteric nature of the SWNT bundles was uncovered for the
first time. A material is “amphoteric” when it possesses the ability to ac-
cept (or donate) electrons from (to) dopant atoms or molecules. Lee et al. [4]
found that the room-temperature resistance decreased by several orders of
magnitude in potassium-doped SWNT bundles relative to undoped bundles.

The intercalated alkali-metal atoms act as electron donors and this charge
transfer weakens the C–C bonds in the SWNTs, as electrons have been known
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to soften the C–C bond in all sp2-bonded carbon materials [5]. Using Raman
spectroscopy, doping-induced shifts in the high-frequency vibrational modes
were observed and are discussed later in this chapter. Donor alkali metals
(e.g., K or Rb) were observed to downshift certain Raman-active mode fre-
quencies, whereas acceptor halogens (e.g., Br2) were found to upshift these
mode frequencies. Similar softening (stiffening) in the Raman-active mode
frequencies were observed in graphite intercalation compounds and are asso-
ciated with an expansion (contraction) in the carbon hexagons [5].

Optical absorption spectra of doped SWNT thin films can provide in-
sight into which electronic states are primarily influenced by charge-transfer
interaction with the dopants. Kazaoui et al. [6] have separately monitored
the doping behavior of semiconducting and metallic SWNTs in a combined
optical absorption and dc-resistance measurement study. Both electron ac-
ceptors (Br2, I2) and donors (K, Cs) were used as dopants with controlled
stoichiometry. Disappearance of absorption bands at 0.68 and 1.2 eV (as-
signed to semiconductor SWNTs), and 1.8 eV (assigned to metallic SWNTs)
in pristine SWNTs with a concomitant decrease in the electrical resistance
upon doping has been attributed to electron depletion from or filling of spe-
cific bands in semiconducting or metallic SWNTs.

3 Endohedral Doping or Encapsulation

The discovery of capillarity in carbon nanotubes opened up a new research
area because it is now possible to encapsulate atoms, molecules or crystalline
materials inside nanotubes. This field started with the theoretical work of
Pederson and Broughton [7] claiming the nanocapillarity of carbon nano-
tubes. From the experimental standpoint, Ajayan and Iijima [8] were the
first to report the filling of MWNT cores with lead or lead oxide by heating
the tubes in air together with metallic lead. The filling of carbon nanotubes
has been a very active field and has been reviewed elsewhere [2, 9–21].

The discovery of C60@SWNTs (peapods) is another very important ad-
vance in carbon-nanotube science. The control and high yield of C60 filling
could lead to double-wall carbon nanotubes (DWNTs) after heat treatments
(see the contribution by Pfeiffer et al. on DWNTs and electron microscopy in
this volume). Furthermore, this system allowed the observation in real time
using an electronic microscope of nanoscale phenomena such as dimerization,
diffusion and coalescence [22,23]. 1D crystals have been synthesized using the
encapsulation of metallofullerenes [24]. DWNTs have also been reported as
effective containers for special arrays of C60 molecules leading to crystalline
(with and without helicoidal symmetry) and amorphous 1D systems [25].

The dynamics of water in 1D nanochannels, such as inside carbon nano-
tubes, is of great interest for biology and nanofluidics as an example of proton
transport in a restricted environment. Furthermore, the possibility of having
water molecules in the cavity opens up the possibility of having chemical
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reactions in the interior of nanotubes, thus leading to a unique nanoreac-
tor [26]. Neutron-diffraction and neutron-scattering experiments combined
with molecular dynamics simulations allowed the identification of water inside
nanotubes and its soft dynamics [27]. Interestingly, encapsulation of organic
molecules, such as metallocenes inside SWNTs, has led to a hybrid system
with modified electronic and optical properties [28]. It is important to note
that there are still some difficulties in preparing very homogeneous samples
of filled nanotubes. Therefore, TEM measurements are sometimes difficult to
perform. In this context, metrology based on the Raman scattering technique
has been proposed to study such samples [29].

4 Inplane or Substitutional Doping

4.1 Substitutional Doping in Graphite

It has been demonstrated that graphite can be doped substitutionally with
B atoms in order to enhance its degree of crystallinity (e.g., reduction of
the interlayer spacing and slight increase in the inplane distances) [30, 31].
However, B concentrations in excess of 5 at % within graphitic systems can
also result in the formation of B4C as a byproduct when high temperatures
are used [32]. From the electronic standpoint, it was demonstrated that the
electronic properties of bulk graphites doped with B behave like p-type con-
ductors [33, 34]. In particular, scanning tunneling microscopy (STM) studies
revealed that B-doped highly oriented pyrolytic graphite (HOPG) exhibits
areas of extreme intensity (of ca. 1 nm in diameter), where B atoms have
substituted C atoms within the hexagonal carbon network.

More than 30 years ago, researchers also showed that N atoms are able
to induce crystalline disorder in the graphene sheets, when using concentra-
tions of N lower than 6.5 wt % [35–37]. More recently [38] the synthesis of
N-doped carbons produced at high temperatures (> 2500 ◦C) was reported.
These authors were able to introduce N within sp2-like carbons ranging from
0.7 to 4.5 at %. From an electronic point of view, one would expect an ex-
cess of donors on the N-rich areas, thus being more reactive when compared
to crystalline graphite. It is expected that the recently developed ability of
preparing and manipulating single and double graphene layers will open up
opportunities for studying the doping in these systems that are more closely
related to nanotubes than HOPG (see also the contribution by Charlier et
al.).

4.2 Substitutional Doping in Nanotubes

It is noteworthy that substitutional doping of B and N within graphene nano-
cylinders will introduce strongly localized electronic features in the valence
or conduction bands, respectively, and will enhance the number of electronic



Doped Carbon Nanotubes: Synthesis, Characterization and Applications 535

Fig. 2. Calculated densities of states (DOS) using tight-binding parameters fitted
with ab initio calculations for: (a) an armchair (10,10) B-doped carbon nanotube
(B = 0.2 at %, solid line) exhibiting a clear peak in the valence band (see arrow),
and (b) an armchair (10,10) N-doped carbon nanotube (N = 0.2 at %, solid line),
in which a sharp and localized peak arises in the conduction band (see arrow). Solid
lines correspond to the doped materials, whereas dotted lines are related to the pure
C nanotubes (undoped). Note that for all cases the presence of B introduces states
in the valence band (holes), whereas N injects electrons in the conduction band
(donors). Because of the quantum confinement within the nanotube, electrons can
only propagate along the nanotube axis, and so their wavevectors point in this direc-
tion. The spikes shown in the DOS of the tubules are called “van Hove” singularities
and are the typical signature of one-dimensional quantum conduction, which is not
present in an infinite graphite crystal (calculations performed by S. Latil; courtesy
of S. Latil)

states at the Fermi level (Ef) depending on the location and concentration
of dopants (Fig. 2).

Boron has one electron less than C, and when it substitutes for C atoms
within a SWNT (three-coordinated B) sharp localized states below the Fermi
level (valence band) appear (Fig. 2a). These states are caused by the pres-
ence of holes in the structure, and the tube could be considered as a p-type
nanoconductor. From the chemical standpoint, this structure would be more
likely to react with donor-type molecules.

For N-doped SWNTs, two types of C–N bonds could occur in carbon
nanotubes (Fig. 3a). The first is a three-coordinated N atom within the sp2-
hybridized network, which induces sharp localized states above the Fermi
level due to the presence of additional electrons (Fig. 2b). These doped tubes
exhibit n-type conduction, and are more likely to strongly react with accep-
tor molecules. The second type of substitutional N doping is the pyridine-
type (two-coordinated N), which can be incorporated in the SWNT lattice,
provided that an additional carbon atom is removed from the framework
(Fig. 3a). This type of defect induces the presence of localized states below
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Fig. 3. (a) Molecular model of N-doped carbon nanotubes, exhibiting two types
of nitrogen: 1. Pyridine-type in which each N atom is bonded to two carbon atoms,
responsible for creating cavities and corrugation in the nanotube structure, and
2. Substitutional N atoms, which are bonded to three carbon atoms; (b) HRTEM
image of an N-doped MWNT exhibiting the bamboo-type morphology; inset shows
an image of bamboo trees that exhibit a similar morphology to that of N-doped
MWNTs

and above the Fermi level. Therefore, substitutional N doping in SWNTs
should result in n-type conducting behavior, whereas pyridine-type N may
produce as either a p- or n-type conductor, depending on the level of dop-
ing, the number of N atoms and the number of removed C atoms within the
hexagonal sheet.

Hernández and coworkers [39, 40] described the mechanical properties of
individual CNx and CBx nanotubes, demonstrating that high concentrations
of B and/or N within SWNTs lower the Young’s modulus. Interestingly, the
Young’s modulus still remains on the order of 0.5–0.8TPa. This phenomenon
has been experimentally confirmed in pristine and N-doped MWNTs [41]. In
this context, the Young’s modulus for pure carbon and N-doped MWNTs
are 0.8–1TPa and ∼ 30GPa, respectively. We believe that the lower values
observed for N-doped nanotubes are due to the relatively high N concen-
tration (e.g., 2–5%) within the carbon tubes, which introduces defects and
significantly lowers the mechanical strength. However, if the N concentra-
tion is < 0.5%, one would expect that the mechanical properties will not be
substantially altered.

It is also important to mention that besides N and B, other elements such
as Si and P could also dope SWNTs [42,43]. Theoretical work has pointed out
that substitutional Si induces a strong deformation of the cylindrical surface
(outward) of the tubes and this bump site leads to a more reactive surface
that when it is otherwise undoped [42, 44].



Doped Carbon Nanotubes: Synthesis, Characterization and Applications 537

Fig. 4. (a) Low-magnification TEM image of B-doped carbon nanotubes produced
by the arc-discharge technique. Note that the amount of polyhedral particles is
significantly reduced; (b–c) HRTEM images of ill-formed nanotube caps showing
irregular closings of the tube ends; note the amorphous material around the tip
in (b) [47]

4.3 Synthesis Methods for Substitutional Doped Nanotubes

Over the past decade various authors have reported the production of B or
N substitutionally doped carbon nanotubes using processes far from thermo-
dynamical equilibrium. These techniques are briefly discussed below.

4.3.1 Arc-Discharge Method

B-doped MWNTs can be produced when arcing either BN/graphite or
B/graphite electrodes in an inert atmosphere (e.g., He, N2). Here, large
amounts of crystalline and long carbon nanotubes (≤ 100μm) can be ob-
tained. In some cases, ill-formed caps containing B occasionally open or ex-
hibit negative curvature regions (Fig. 4) [45–47]. We should point out that
when using this technique, it has been difficult to produce B-doped SWNTs,
because B appears to frustrate the tubule growth. Arc experiments using pure
graphite electrodes in an NH3 atmosphere indicate that it is also difficult
to produce N-doped SWNTs and MWNTs, possibly because N2 molecules
are easily created and do not react with the carbon [48]. Glerup et al. [49]
reported the possibility of growing N-doped SWNTs by arcing composite an-
odes containing graphite, melamine, Ni and Y. These authors also revealed
using EELS, that the tubes possess low concentrations of N (< 1%), and
sometimes the tubes are corrugated due to the presence of N atoms in the
hexagonal network.

4.3.2 Laser-Ablation Method

Zhang et al. [50] were the first to report sandwich-like C-BN nanotubes by
laser vaporization of graphite-BN targets. These researchers showed evidence
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of BC7N layers within the MWNTs as well as areas of segregated B and
C. Subsequently, Rao and colleagues [51] demonstrated that it is possible
to generate B-doped SWNTs, using laser vaporization of B-graphite-Co-Ni
targets. The authors characterized the samples using HRTEM and EELS,
and found SWNTs in the products when the B content in the target material
was up to 3 at %. For higher B concentrations in the graphite target (e.g.,
> 3.5 at %), graphite and metal-encapsulated particles were mainly generated
and only small quantities of SWNTs were obtained under these conditions.

4.3.3 Chemical Vapor Deposition

The thermal decomposition of N-containing hydrocarbons over metal par-
ticles (e.g., Fe, Co, Ni) results in the formation of N-doped MWNTs (also
termed CNx nanotubes). The first reports on the formation of aligned arrays
of N-doped MWNTs (< 1–2%) involved the pyrolysis of aminodichlorotri-
azine and triaminotriazine over laser-etched Co thin films at 1050 ◦C [52,53].
These results indicated that it is very difficult to produce crystalline and
highly ordered structures containing large concentrations of N within the
hexagonal carbon lattice. CNx nanotubes with low nitrogen concentrations
were subsequently generated via pyrolysis of pyridine and methylpyrimi-
dine [54]. The degree of perfection within graphene sheets is highly dependent
upon the nitrogen concentration (i.e., the lower the nitrogen content, the more
crystalline and the straighter the nanotubes become). It is also important to
note that the morphology of N-doped MWNTs exhibits a bamboo-type struc-
ture (see Fig. 3b).

Keskar et al. have prepared isolated N-doped SWNTs from a thermal de-
composition of xyelene-acetonitrile mixture over nanosized Fe catalyst par-
ticles [55]. Very recently, long strands of N-doped SWNT bundles were suc-
cessfully produced by pyrolyzing ferrocene:ethanol solutions containing small
weight ratios of benzylamine (e.g., from 1 to 22wt% in ethanol) at 950 ◦C in
an Ar atmosphere [56]. These authors demonstrated that the electron con-
duction in N-doped SWNT ropes is very different when compared to pure
carbon SWNTs, especially at temperatures lower than 20K [56]. It is im-
portant to note that N-doped SWNTs do not exhibit the bamboo-type mor-
phology (Fig. 3b), and it is believed that either B- and N-doped SWNTs
contain mainly substitutional-type doping, and in lower concentration when
compared to MWNTs. The latter is because the single-shell cylinders would
then collapse (would not grow) if a large amount of foreign atoms is being
introduced into the hexagonal carbon lattice.

4.3.4 B and N Substitution Reactions

B- and N-doped SWNTs can also be produced using partial substitution in
the presence of B2O3 vapor and N2 at 1500–1700K [57]. In these experiments,
B-doped tubes exhibited a B/C ratio of < 0.1. However, lower amounts of
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Fig. 5. (a) Low-frequency and (b) high-frequency Raman spectra of B-DWNTs
pristine and heat treated at temperatures ranging from 1300 to 2000 ◦C. The dis-
appearance of the RBM frequency is a direct indicator of the destruction of the
original DWNTs and the formation of diameter-enlarged DWNTs. It is clear that
above 1500 ◦C, B gets incorporated into the carbon lattice, making the D-band in-
tensity (at ca. 1340 cm−1) very significant in all spectra [59]; note that amorphous
carbon is not produced during heat treatments. Also note the arrows in (b) pointing
to the development of the disorder-induced D′ band (at 1620 cm−1) at high heat
treatment temperature

N (N/C < 0.01) were also incorporated within the hexagonal framework. In
contrast to B-doped MWNTs, SWNTs do not exhibit preferred chiralities,
possibly because the dopants only substitute individual C atoms within the
framework, thus preserving the tubule chirality. It is noteworthy that either
B- or N-doped SWNTs show corrugation, which could be attributed to defects
created on the C surface or to electron-irradiation effects. Other synthesis
methods for high B-doped SWNTs [58] in which 15% of the C atoms are
replaced by B have been reported. However, further studies are needed to
confirm this unexpected level of B solubility in carbon.

More recently, Endo and coworkers [59] reported the synthesis of B-doped
DWNTs by annealing B powders together with pure DWNTs at different
temperatures (ranging from 1200–2600 ◦C). These authors demonstrated by
Raman spectroscopy that above 1600 ◦C, B gets incorporated into the carbon-
tube lattice (Fig. 5). In addition, B served as an efficient trigger for coalescing
nanotubes (Fig. 6). Theoretical work showed that interstitial B atoms func-
tion as atomic welders and eventually get incorporated into the tube lattice
(Fig. 6).
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Fig. 6. (a,b) Effect of substitutional B on the cylindrical shape of a carbon nano-
tube, using molecular models calculated from the front and side view of the opti-
mized (10,10) open carbon nanotubes containing 14 substituted boron atoms along
the nanotube axis in a BC3 pattern, with the indication of the nanotube diameter
(Å) in opposite directions [59]. (c) HRTEM image of the cross sections of DWNTs
treated with B at 1600 ◦C revealing clear differences in diameter, possibly due to the
presence of B atoms in the nanotube lattice (see arrows). Also note the appearance
of narrow-diameter tubes

4.3.5 Plasma-Assisted CVD

The microwave plasma-enhanced chemical vapor deposition (PECVD) tech-
nique has been used to produce large areas of aligned N-doped MWNTs [60–
62]. These experiments involve catalytic particles of Fe and/or Ni dispersed
on silica substrates. During growth at 500 ◦C, acetylene or CH4 and N2 or
NH3 can be used. For producing B- or BN-doped MWNTs, other gases such
as B2H6 in conjunction with H2 and CH4 could be used as a reacting gas in
the PECVD process [63]. However, these methods have not yet been exploited
to produce substitutionally doped SWNTs.

5 Characterization Techniques
for Studying Doped Nanotubes

5.1 Morphological and Structural Characterization

The most useful techniques to study the structure and morphology of
MWNTs, DWNTs and SWNTs are: 1. high-resolution transmission electron
microscopy (HRTEM); 2. scanning electron microscopy (SEM), and 3. scan-
ning tunneling microscopy (STM). In order to determine the overall crys-
talline structure of nanotubes, X-ray powder diffraction (XRD) becomes a
powerful route. Electron diffraction (ED) has also proven useful in determin-
ing the chirality of tubes (the orientation of the hexagonal rings along the
tube axis; zigzag, armchair or chiral). An alternative route used to determine
the chirality of individual SWNTs is Raman spectroscopy, in which each
SWNT has a characteristic radial breathing mode (RBM) associated with a
particular diameter and, depending on the Raman laser line, it is possible
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to obtain resonance for particular tubules with specific electronic transitions
(see the contributions by Jorio et al. and by Saito et al.). Because of the spe-
cial relation between the geometric structures and the electronic structure,
resonance Raman spectroscopy can be used to obtain the (n,m) geometric
structure of isolated SWNTs [64].

In order to estimate the dopant concentration within SWNTs, DWNTs
and MWNTs, analytical techniques associated with HRTEM can be used.
In this context, electron energy-loss spectroscopy (EELS) becomes a useful
and powerful tool to determine the stoichiometry of elements in individual
nanotubes, as well as the nature of the chemical bond. Similarly, X-ray pho-
toelectron spectroscopy (XPS) could be used to determine stoichiometries of
elements and their corresponding binding energies. However, these techniques
are generally only accurate and sensitive to elements when concentrations are
above 1 at%. Therefore, Raman spectroscopy, which is also sensitive to the
incorporation of foreign elements, may provide an efficient route to determine
dopant concentrations between 0.1 and 1.0 at% in SWNTs and MWNTs (see
below).

5.1.1 Atomic Structure of N-Doped MWNTs

In general these tubular structures (produced using the CVD process) reveal:
1. unusual stacked-cone or compartmentalized morphologies (bamboo-type)
(Fig. 3), and 2. the degree of tubular perfection decreases as a result of
the N incorporation into the hexagonal carbon lattice. EEL spectra of the
CNx nanofibers indicates the presence of ionization edges at ca. 284.5 eV and
400 eV, corresponding to the C and N K-edges. In some samples, a splitting
in the π∗-type peak of the nitrogen K edge exhibits two features at ca. 398.7
and 400.7 eV (note that these energies have also been observed in XPS). This
has suggested two bonding types between N and C, within the hexagonal
network: highly coordinated N atoms replacing C atoms within the graphene
sheets (ca. 401–403 eV), and to pyridinic-type nitrogen (ca. 399 eV; Fig. 3).
It has been found that as the overall N content increases within these struc-
tures, the number of graphitic walls within the nanofibers decreases and the
proportion of pyridine-like N increases (remaining almost constant with the
number of three-coordinated N atoms). From EEL and XP spectra, it has
been estimated that the N content within the tubes is ca. ≤ 10%, commen-
surate with C9Nx (x ≤ 1) stoichiometries.

More recently, Koziol et al. [65] reported an astonishing result that con-
sists of the production of highly crystalline thick multiwall carbon nanotubes
(MWNTs) with 3-dimensional order (the concentric cylinders adopt the crys-
tal structure of perfect graphite). These tubes were produced using a CVD
process involving the thermolysis of toluene/1,4-diazine (C7H8/C4H4N2) so-
lutions containing 2 wt % ferrocene (FeCp2) under an Ar atmosphere at
760 ◦C. Subsequent crystallographic studies confirmed that these samples
were indeed highly crystalline [66], and N, which seems to be responsible for
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the dramatic structural order, was found to segregate preferentially within
the core of the nanotubes.

5.1.2 Atomic Structure of B-Doped MWNTs

These tubes are mainly produced using the arc-discharge method because in
the CVD technique, the B precursors tend to frustrate the nanotube growth
at temperatures below 900 ◦C. Although it has been difficult to determine
the correct binding energy for B using either EELS or XPS on these sys-
tems, it is likely that substitutional B (three-coordinated) is incorporated in
the hexagonal C lattice. In this context, careful EELS studies (using first-
and second-derivative spectra) have shown that minute B traces (< 1%)
are present within the body of tubules [67]. Electron-diffraction studies have
shown that these long B-doped CNTs exhibit a preferred zigzag or near-
zigzag chirality (e.g., zigzag ±3◦) [68, 69]. Static and dynamic ab initio and
tight-binding calculations carried out by Blase et al. and Hernández et al.,
respectively [68, 70], demonstrated that B atoms act as a surfactant during
the growth of long tubes, and inhibits tube closure during its formation.
Therefore, inplane doping during nanotube growth may well control the tube
chirality.

Bulk XRD studies on B-doped MWNTs reveal the presence of highly or-
dered three-dimensional graphite crystals, attributed to AB. . . stacking. This
ordering has never been observed in conventional pure carbon MWNTs and
nanoparticles. From the (00l) reflections (caused by the presence of parallel
layers), two different average interlayer spacings were observed in these sam-
ples (Fig. 7). It was proposed that one family of these spacings correspond
to standard CNTs/nanoparticles (ca. 3.42 Å) and the other type of spacing
to AB-stacked graphite (ca. 3.35 Å). The AB stacking observed in nanotubes
could arise from concentric B-doped zigzag tubes exhibiting AB. . . stacking
or flattened tube domains (also confirmed by the interlayer spacing irregu-
larities) [71].

5.1.3 Atomic Structure of Doped SWNTs

The structure of SWNT bundles doped with B and N has been recently
reported [51, 56, 72]. However, it was difficult to observe clear morphologi-
cal changes on the doped tubules when compared with their undoped coun-
terparts. For example, the bamboo-type morphology observed in N-doped
MWNTs was never seen in N-doped SWNTs (note that bamboo-structure
effects would prevent SWNTs from growing continuously). Therefore, it is
expected that only substitutional N atoms (three-coordinated N in the car-
bon lattice) are present in N-doped SWNTs so that continuous nanotube
growth is achieved [56]. For B-doped SWNTs, continuous tubules were also
produced and B coordinated into three carbon atoms is expected [72].
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Fig. 7. XRD patterns from the inner-core deposits obtained from the BN/graphite
arc-discharge experiments compared to undoped MWNTs and nanoparticles pro-
duced using the arc-discharge technique. The XRD pattern from 40–90 (2θ) degrees
clearly shows the high degree of crystallinity of the B-doped sample [note the (101),
(103) and (112) reflections, which denote a 3D order and AB. . . stacking of the lay-
ers]. Also note that the (00l) reflection exhibits two peaks corresponding to 3.35 Å
and 3.42 Å, thus confirming the presence of two different “graphitic” structures
(graphite-like AB. . . possibly from faceted areas of polygonized nanotubes and
turbostratic graphite arising from concentric graphene cylinders – MWNTs) [71]

TEM observations of N-doped SWNTs revealed tube diameters around
1.6 nm, a result that is also consistent with the Raman measurements [56]. It
is also important to mention that in these materials, it was difficult to detect
traces of N using EELS or XPS. This is because N levels below 1–2% are
below the detection limit of these instruments.

For B- and N-doped SWNTs, it was noted that as the B or N content was
increased in the laser target or the precursor solution, respectively, the pro-
duction of SWNTs was inhibited. Therefore, only low concentrations (below
2wt %) of dopants could be embedded in the hexagonal cylinders. The chi-
rality determination of doped SWNTs and bundles using electron diffraction
has been difficult to carry out, and novel strategies to determine the chirality
of individual SWNTs are being developed.

5.2 Electronic and Transport Characterization

Microwave conductivity studies on bulk B-doped MWNTs (produced using
the arc-discharge method) reveal that these structures are intrinsically metal-
lic [73], which differs from standard pure CNTs, which show thermally acti-
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vated transport. Subsequently, Carroll et al. [74] detected for the first time
characteristic peaks in the density of states (DOS) using scanning tunneling
spectroscopy (STS) on B-doped MWNTs produced using the arc-discharge
method. Peaks appearing in the valence band were caused by the introduction
of B (which acts as an acceptor) in the carbon lattice (Fig. 8a). These authors
suggested that BC3 islands, distributed within the tubules, significantly alter
the local density of states (LDOS) from a semimetal to an intrinsic metal.
The results were confirmed using ab initio calculations, indicating that the
changes in the electronic structure are mainly due to the presence of dopant-
rich islands and not to isolated substitutional B atoms [74].

STM and STS studies have revealed that N-doped MWNTs are metallic
and exhibit a characteristic peak in the conduction-band DOS (Fig. 8b). For
pure CNTs, the valence- and conduction-band features appear to be sym-
metric about the Fermi level, whereas for the N-doped MWNT (Fig. 8b)
an additional electronic feature occurs at ca. 0.18 eV indicated by the verti-
cal line. This result is in contrast to the B-doped case [75]. Both two- and
three-coordinated N (substitutional and pyridinic, respectively), randomly
distributed within armchair and zigzag CNTs, should lead to these promi-
nent donor peaks just above the Fermi energy (at ca. 0.18 eV). More recently,
it has been demonstrated that CNx nanotubes exhibit a metallic-like behav-
ior [77].

Electronic transport measurements on individual B-doped MWNTs reveal
a metallic behavior above 30K, due to an enhancement in conduction chan-
nels without experiencing strong backscattering [76]. In addition, the dI/dV
vs. V curves of MWNTs exhibit a small peak close to the Fermi level, Ef,
which is associated with the presence of acceptor states caused by BC3 is-
lands (Fig. 8c). At lower temperatures, the resistance starts to increase. The
results suggest that B doping induces a p-type behavior within MWNTs [76].

Four-probe measurements carried out in long strands of pure carbon
SWNTs and N-doped SWNTs have been reported recently [56]. The un-
doped SWNT sample (0% N) showed a semiconducting behavior over the
whole temperature range (Fig. 8d); the conductivity decreased exponen-
tially with temperature. However, for strands of SWNTs containing different
nitrogen-precursor concentrations (2%, 13% and 26%), the relative conduc-
tivity (r/rRT, where RT refers to room temperature = 300K) at very low
temperatures gets higher as the dopant concentration is increased (Fig. 8d
and inset). In contrast to the pristine case, the conductivity of the doped sam-
ples did not continue dropping all the way to zero. In this context, Latil et
al. [78] performed calculations on B- and N-doped nanotubes and reported
that the mean free path of charge carriers decreases (increases) linearly with
dopant concentration (tube diameter) at low doping levels. These authors
also demonstrated that the electron conduction could also be enhanced if
the amount of foreign atoms is less than 0.5%. It should be mentioned that
the electron spin resonance (ESR) studies have also confirmed the intrinsic
metallic behavior of bulk B-doped MWNTs [79].
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Fig. 8. (a) LDOS of a boron-doped MWNT measured with STS showing a clear
peak on the valence band caused by the presence of B atoms within the tube [74].
A possible explanation is based upon the existence of BC3 islands within the car-
bon hexagonal network (courtesy of Ajayan and Carroll); (b) STS acquired on a
straight and clean section of a CNx nanotube. Spectra (1)–(3) were taken at dif-
ferent locations along the surface but close to a “hole”. Note the peak at 0.18 eV
(conduction band) in all spectra [75]; (c) dI/ dV vs. V curves of an individual
MWNT doped with B, exhibiting a small peak close to the Ef, which is associated
with the presence of an acceptor (B): peak due to B indicated by an arrow [76];
(d) Experimental conductivity (squares) data points and their corresponding fitting
results (continuous lines) as a function of temperature for SWNT fibers synthesized
with different initial nitrogen precursor (benzylamine) concentrations (% wt) in the
ferrocene:ethanol:benzylamine (FEB) solution [56]. The parameters used to obtain
the values for the donor energy levels and the carrier concentrations were derived
from the fitting parameters contained in these curves (continuous lines). The inset
shows the relative conductivity behavior of the SWNT strands as a function of the
nitrogen-precursor (benzylamine) concentration (wt %) in the FEB solution at low
temperatures (2–3K)
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Thermoelectric power measurements (TEP) are sensitive to the carrier
sign of any material. Since the TEP is a zero-current transport coefficient, it
is able to probe the intrinsic conduction properties of individual nanotubes,
being less influenced by randomly entangled morphologies and imperfections
in the measured mats as compared to standard conductivity measurements.
TEP studies of mats of B- and N-doped MWNTs have been carried out [80].
These studies indicate that the TEP of B-doped MWNTs is positive, thus
indicating hole-like carriers (Fig. 9b). In contrast, the N-doped tubes ex-
hibit negative TEP over the same temperature range (Fig. 9c), suggesting
electron-like conduction [80]. These results could be correlated with the DOS
for B- and N-doped MWNTs. It is important to note that as-produced pure-
carbon MWNTs exhibit positive TEP, which has been attributed to the
presence of oxygen dopants within the tube mats (Fig. 9a). If the sample
is left in vacuum for 94 h, the TEP signal decreases considerably [80]. In
this context, it is important to note that TEP studies for SWNTs have been
able to clearly indicate alkali-metal intercalation [81] and O contamination
(or doping) [82]. Recently, Rao and coworkers [72] demonstrated that B-
doped SWNTs (produced using the laser-ablation technique) display positive
TEP values (Fig. 10), thus implying the presence of holes (as for B-doped
MWNTs). One should emphasize that these clear changes in the TEP oc-
curred for very low B concentrations (e.g., 0.05–0.1 at% B), too low to be
detected with EELS or XPS. Therefore, TEP measurements are extremely
sensitive to low doping levels of B (or N) within SWNTs and MWNTs.

5.3 Raman Characterization

Raman characterization is an important technique for characterizing both
undoped and doped carbon nanotubes [83–88, in the contribution by Saito
et al. in this volume]. The dopant-induced interactions (whether it is an in-
organic species such as an alkali-metal donor or a halogen acceptor, or an
organic polymer chain or a DNA strand) with the sidewall of a nanotube will
perturb the Fermi level of the nanotube through charge-transfer interactions.
Since electrons and phonons are strongly coupled to each other, these pertur-
bations will influence the various Raman modes present in carbon nanotubes,
similar to what has been observed in the sp2-hybridized carbon (graphite) in-
tercalation compounds [5]. Next, we discuss some clear examples of how this
technique is used for probing modifications of the nanotube surface, such as
by the introduction of surface species and the charge-transfer effects resulting
from the doping.

5.3.1 Nonsubstitutional n-Type Doped Nanotubes

The doping with alkali metals like K, Rb, and Cs leads to a softening (or
downshift) of 35 cm−1 (saturated regime) of the G-band frequencies, and
is accompanied by dramatic changes in its lineshape (Fig. 11) [3, 83–90].
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Fig. 9. Thermopower plots for pure carbon and doped MWNT mats. (a) TEP of a
pure C MWNT mat fit by heterogeneous model (solid line); (b) TEP of a B-doped
MWNT mat and fit (solid line) indicating positive (hole) carriers. The dotted lines
show the effect of the linear metallic term (straight line) and the DOS term, and
(c) TEP of a N-doped MWNT mat indicating negative (electron) carriers and fit
(solid line) [80]

Fig. 10. Comparison of the TEP data for the purified, pristine SWNT material
and the SWNTs produced from the nominal 1.5 at % boron-doped target. In both
data sets the sample was held at 500K and 10−6 torr vacuum [72]



548 Mauricio Terrones et al.

Fig. 11. Raman spectra of SWNT bundles reacted with various donor and acceptor
reagents. A Raman spectrum of pristine SWNT bundles is included for comparison.
The asterisks label the harmonic series of peaks associated with the fundamental
stretching frequency for I2 (220 cm−1) and Br2 (242 cm−1) [3]

The downshifts in Raman frequencies provide evidence for charge transfer
between the dopants and SWNT bundles. First-principles calculations based
on a frozen-phonon model support the experimentally observed downshift in
the phonon frequencies of alkali-metal-doped SWNTs [91].

The intercalation of other metals such as silver (Ag) into SWNT bun-
dles has also been studied [92]. In Fig. 12a we show the Raman spectra
of both pristine SWNT and SWNT/Ag obtained with an excitation en-
ergy of 2.41 eV [93]. The downshift in the tangential G+-mode from 1582
to 1575 cm−1 and in the G′-band from 2650 to 2640 cm−1 indicates that elec-
trons are transferred from the silver atoms to the SWNTs. Besides the shift
of the G-band mode frequencies, further confirmation for the charge transfer
between the chemical species and the SWNTs can be gathered by analyzing
the profile of the G−-band. The profile of this band tells us about the metal-
lic and semiconducting behavior of the SWNTs. The lower trace in Fig. 12a
shows a G-band profile typical of contributions mainly coming from semi-
conducting SWNTs. The G−-band for the SWNT/Ag system (upper trace
in Fig. 12a), however, exhibits a strong Breit–Wigner–Fano profile, which is
typical of metallic SWNTs (see the contribution by Saito et al.). The change
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Fig. 12. (a) Raman spectra of pristine and SWNT/Ag samples. Electronic band
structure for a pristine (8,0) SWNT (b) and for an Ag atom interacting with the
SWNT through the (c) inner and (d) outer surface. The horizontal dashed lines
correspond to the Fermi level [92, 93]

from a semiconductor to metallic-like profile observed for the SWNT/Ag
samples indicates that the conduction-band states are being populated by
charge-transferred electrons from the Ag atoms to the SWNT, thus moving
the Fermi level up in energy, which allows the coupling between free carriers
and the phonons, enhancing the BWF profile. The ab initio calculations of
electronic band structure for the SWNT/Ag (Fig. 12b–d) system shows a
half-filled level in agreement with experiments.

We should note that the effects of doping on the phonon frequencies of
carbon nanotubes are similar to graphite only for high doping levels. Recent
studies showed that for both isolated and bundled SWNTs, there is an anoma-
lous change in the C–C bond length upon doping with alkali metals [94, 95]
and four regimes have been identified. For low dopant content, intercalant
adsorption mainly occurs on the outside surface of the bundle and the fre-
quencies do not change. In the second regime of dopant concentration, the
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G-band frequencies increase and the RBM intensity is suppressed. In the third
regime, the frequency of the G-band decreases with a continuous loss in in-
tensity. Finally, in the fourth regime, the G-band frequency remains constant,
thus indicating the saturation regime. These results are different from GICs
for which the downshift is monotonic and this difference in behavior should
be related to curvature effects of nanotubes and to the bundling effect. The
C–C bond lengths along the nanotube axis and along the circumference are
affected differently by the doping and they have a nonlinear behavior, thus
exhibiting either lattice contraction or expansion, depending on the doping
concentration [96].

5.3.2 Nonsubstitutional p-Type Doped Nanotubes

For SWNT bundles doped with halogens (for example, Br2), an upshift in the
Raman-mode frequencies was observed relative to the corresponding frequen-
cies in the pristine bundles (Fig. 11) [3, 83]. Doping with acceptors creates
hole carriers in the SWNTs. Similar to graphite [5], the FeCl3 acts as an
electron acceptor in the presence of SWNTs [91, 97]. This behavior is ob-
served through the suppression of the optical transition in the absorption
spectra because the depletion of valence states of the SWNTs. Upshifts in
the Raman frequencies were observed [97]. Ab-initio calculations confirm the
acceptor nature of FeCl3 when adsorbed by SWNTs [98].

An opposite scenario, compared with the SWNT/Ag system, was observed
for SWNT/CrO3. The upshift observed for the G+-band and the G′-band
frequencies for SWNT/CrO3 indicates an effective stiffening of the C–C bonds
due to charge transfer from the SWNT to the oxidizing CrO3 species. When
the CrO3 is attached to the SWNT sidewall, the translational symmetry is
broken and this contributes to enhancing the D-band intensity and linewidth
when compared with the pristine SWNT. The linewidth of all the modes
increases, thus indicating that the system becomes disordered due to the
CrO3 attachment to the tube walls. Calculations indicated that the binding
energy between SWNTs and CrO3 is typical of covalent bonds [92]. Thus,
the carbon atom to which the Cr is bonded exhibits a sp3-like hybridization,
breaking the symmetry and enhancing the D-band intensity. These results
are often discussed within the framework of a rigid-band model, whereby
it is assumed that there is no modification to the Eii values of a SWNT
through the doping process, but the Fermi level is shifted very significantly
by the addition of electrons and holes [3, 99].

Resonant Raman scattering data of Br2 adsorbed by high-purity bundled
DWNTs were analyzed by considering the effect of doping on the electronic
transitions [100]. For some excitation laser energies it is possible to get the
resonance Raman spectra of both the DWNTs and the Br2. Both decreases
and increases in the radial breathing mode (RBM) intensity due to bromi-
nation are observed and are attributed to the shift of electronic transition
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values Eii. Upshifts in the G+ band frequency are observed when the inner
tube is metallic.

5.3.3 Raman Spectroscopy for Inplane Doped Nanotubes

As described earlier the xylene-injection chemical vapor deposition (CVD)
method for synthesizing nitrogen-doped isolated SWNTs resulted in nitrogen-
doped SWNTs [55]. Figure 13 shows the Raman spectra of isolated SWNTs
as a function of increasing nitrogen concentration in the injected feed (doping
concentrations listed in the figure correspond to the concentration of nitrogen
in the xylene-acetonitrile feed). As the nitrogen concentration in the feed was
increased from 1–33 at%, the RBM intensity decreased dramatically relative
to the 303-cm−1 peak of Si (Fig. 13). Concomitantly, the intensity of the
disorder-induced D-band at ∼ 1350 cm−1 grows in intensity (relative to the G-
band intensity) hinting that the increasing presence of nitrogen in the feed is
in fact bringing about a noticeable change in the degree of long-range ordering
in the hexagonal lattice of the nanotube. This increase in the intensity of
the D-band is attributed to the activation of off-zone-center phonons due to
relaxation of the strict selection rules for Raman scattering due to a double-
resonance process [85]. Interestingly, the D′-band at ∼ 1610 cm−1 (Fig. 13)
was observed for the first time in the Raman spectrum of carbon nanotubes
when the nitrogen concentration reached ∼ 2–3 at%. Both the D and D′

bands were previously observed in vapor-grown carbon fibers and have been
attributed to the activation of zone-edge and midzone phonons [101].

The Raman characterization of long-strand N-doped SWNTs has been
recently reported and the RBM spectra are shown in [56]. By observing the
RBM evolution it was concluded that the formation of large-diameter tubes
is prevented by the amount of N precursor. The D-band to G-band ratio
increases as the amount of N precursor increases [56]. Since it is not possible
to separate in the D-band profile the contribution of specific defects, the
ID/IG result indicates that the nanotube wall is getting more disordered
and in part this effect should be related to the incorporation of N atoms
in the carbon lattice [56]. For inplane doping, extracting the information on
charge transfer from the G-band frequency shifts is more complicated than
for intercalated systems. This is because for the substitutional doping, the
carbon-nanotube atomic structure and electronic bands are strongly affected
and the phonon frequency is affected also by the lattice distortion because of
the different chemical nature of the dopant.

The Raman features that are most affected due to the nitrogen doping
are: 1. the intensity of RBM, which is much lower in nitrogen-doped SWNTs
as compared to that in pristine SWNTs. The nitrogen dopant most likely
hinders the collective in-and-out movement of the carbon atoms (breathing
mode) in the nanotube. 2. The modes associated with defects in the lattice,
i.e., D-band and D′-bands become strongly Raman active with increasing
nitrogen concentration in the feed.
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Fig. 13. Systematic changes in the micro-Raman spectra of isolated SWNTs as the
atomic per cent of nitrogen in the injected mixture is increased from 1–33 at % [55]

For B-doped SWNTs produced using the laser technique that was de-
scribed above [72], the overall effect of the boron incorporation primarily
leads to: 1. a systematic increase in intensity of the disorder-induced band
(D-band) upon boron doping, with increasing D-band intensity observed for
higher doping levels, 2. a systematic downshift in the G’-band frequency due
the relatively weaker C–B bond, and 3. a nonlinear variation in the RBM and
G’-band intensities that is attributed to shifts in resonance conditions in the
doped tubes [72]. Resonant Raman spectroscopy thus provides large changes
in the intensity of prominent features even when the dopant concentration
is below the detectable limit of EELS (0.05–0.1 at%). As mentioned earlier,
thermoelectric (TEP) data also provided complementary evidence for the
presence of a small boron concentration in the SWNT lattice that transforms
the SWNTs into a permanently p-type material.

The doped nanotubes are also important for unveiling new features of
the Raman spectra of nanocarbon-based systems. [102]. When DWNTs are
annealed at high temperatures, a very sharp mode is observed at about
1850 cm−1 and is called the coalescence-induced mode [103]. The CIM feature
is associated with short chains of 1D carbon atoms with an odd number of



Doped Carbon Nanotubes: Synthesis, Characterization and Applications 553

atoms, interconnecting the nanotube surfaces and promoting the coalescence
of DWNTs.

6 Applications of Doped Nanotubes

In the following paragraphs we will briefly review some possible applications
of different types of doped carbon nanotubes in diverse areas such as elec-
tronics, biology, composites and catalysis (see also the contribution by Endo
et al.). Since the preparation methods are not yet able to selectively produce
metallic nanotubes upon demand, the development of efficient purification
and separation methods is a very important step in nanotube-based technol-
ogy at the present time [104–107].

Field Emission Sources

Charlier et al. [108] demonstrated experimentally and theoretically that
B-doped MWNTs exhibit enhanced field emission (turn-on voltages at ca.
1.4V/μm) when compared to pure carbon MWNTs (turn-on voltages at ca.
3V/μm). This phenomenon is thought to be due to the presence of B atoms
at the nanotube tips, which results in an increased density of states close to
the Fermi level. Theoretical tight-binding and ab-initio calculations demon-
strate that the work function of B-doped SWNT is much lower (1.7 eV) than
that observed in pure-carbon MWNTs. Similarly, it has been demonstrated
that bundles of N-doped MWNTs are able to emit electrons at relatively low
turn-on voltages (2V/μm) and high current densities (0.2–0.4A/cm2) [77].
More recently, individual N-doped MWNTs have also shown excellent field
emission properties at 800K; experimental work functions of 5 eV and emis-
sion currents of ca. 100 nA have been obtained at ±10V [109].

Li-Ion Batteries

At present, several electronic companies commercialize these batteries in
portable computers, mobile telephones, digital cameras, etc. Interestingly,
Endo and coworkers [110] demonstrated that B-doped vapor-grown carbon
fibers (VGCFs) and carbon nanofibers are by far superior compared with
any other carbon source present in the graphitic anode inside Li-ion batter-
ies. This effect could be due to the fact that the population of Li ions has
a stronger affinity in the B-doped sites, thus resulting in a higher storage
efficiency. N-doped CNTs and nanofibers have also shown efficient reversible
Li storage (480mAh/g); much higher when compared to commercial carbon
materials used for Li+ batteries (330mAh/g) [111].
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Gas Sensors

Since 1998, it has been demonstrated by various groups [112–114] that pure
carbon SWNTs and MWNTs can be used to detect toxic gases and other
species [112]. However, N-doped MWNTs appear to be more efficient in this
context because they are able to display a fast response (order of milliseconds)
when toxic gases and organic solvents are introduced [115]. From a theoretical
standpoint, a decrease in the density of states at Ef is observed, indicative of
lower conduction and chemisorption.

Polymer Composites with Doped Nanotubes

In order to fabricate nanotube composites exhibiting high performance, the
formation of stable tube-surface/polymer interfaces is crucial. In this case,
the surface of highly crystalline MWNTs tends to be similar to graphite, and
chemically “inert”. Therefore, surface-modification treatments are required
so that efficient tube–matrix interactions need to be established [116]. In
this context, the creation of nanotubes containing a small number of for-
eign atoms in the hexagonal network such as N or B, could circumvent this
problem. In some cases, the mechanical properties would not be altered sig-
nificantly because these “doped” structures would preserve their outstanding
mechanical properties since the level of doping is low (< 1–2%). Prelimi-
nary studies on the preparation of epoxy composites using N-doped MWNTs
revealed an increase of 20 ◦C in the glass-transition temperature with incorpo-
ration of 2.5wt% of CNx MWNT using dynamic mechanical thermal analysis
(DMTA) [117]. More recently, it has been demonstrated that it is possible
to grow polystyrene (PS) on the surface of N-doped MWNTs using atomic
transfer radical polymerization (ATRP) [118] and nitroxide-mediated radical
polymerization [119] without using any acid treatment. Recent mechanical
and electrical tests have demonstrated that PS-grafted CNx nanotubes ex-
hibit enhanced properties when compared to mixtures of PS and pristine
CNx tubes [120]. The charge transfer between carbon nanotubes and pen-
dant ferrocene groups is used for converting solar energy into electric current
via photoexcitation process [121].

Efficient Metal Surfaces for Anchoring Molecules

Recently, it has been possible to create active nitrogen-rich sites for the ef-
ficient covalent anchoring of proteins [122], Au [123], Ag [124], Fe and Pt
clusters [125] to the surfaces of N-doped MWNTs (Fig. 14). It has been
demonstrated that the doped tubes are much more efficient for anchoring
molecules when compared to pure carbon nanotubes.
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Fig. 14. (a) TEM image of ferritin-CNx MWNT conjugates [122], and (b) TEM
photograph of gold nanoparticle-CNx nanotube hybrid structures [123]

Toxicity of Doped Carbon Nanotubes

In comparison with previous toxicological studies using SWNTs, new results
demonstrated that CNx [126] tubes appear to be far less harmful. For exam-
ple, using extremely high doses of CNx nanotubes (e.g., 5mg/kg), no lethal
effects were observed on the mice, which is in contrast to previous reports
using undoped MWNTs or SWNTs [127]. The pathological changes induced
by pure MWNTs are more severe than CNx MWNTs; in both, these patho-
logical changes were dose and time dependent [126]. CNx tubes could then
be used as agents for drug delivery, supports for enhanced enzyme activities,
biofilters, virus inhibitors, gene transfers, etc. However, additional and strict
biosafety measures need to be developed for the production and processing
of these nanotubes into new materials. In addition, the toxicological effects
of other types of doped nanotubes should also be studied in the near future.

Very recently, Elias et al. [128] carried out a detailed cell viability study
with amoeba and different types of nanotubes (pure-carbon MWNTs and N-
doped MWNTs). The authors noted that when the cells were incubated with
CNx MWNTs, they survived and there were no changes in their behavior or
morphology, at all doses tested. In contrast, most of the ameba populations
died after 8 h of incubation with undoped MWCNTs (100μg) (Fig. 15). These
results imply that nitrogen addition increases biocompatibility (as mentioned
earlier) and that they should be tested for their usage in various applications,
such as cell transporters and drug-delivery systems.

7 Perspectives and Challenges

In this review, we have discussed the current state of carbon-nanotube dop-
ing through some examples. It was clear that these hybrid materials (doped
nanotubes) are attractive for developing both basic science and nanotube-
based technology. Although there are special interesting effects in doped
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Fig. 15. Cell viability of Entamoeba histolytica cells incubated with: (a) CNx

MWNTs; (b) undoped MWNTs. Dark blue color is associated with the control
experiment, where pure phosphate buffer solution (PBS) was added to the cell
medium. Yellow color is associated with the lowest concentration used (0.1 μg),
while black is linked to the highest concentration (100 μg). Cell viability decreases
with time naturally, as can be observed in the column corresponding to 24 h. Note
that for undoped MWNTs, doses of 100 mg drastically reduced cell viability after 6 h
of incubation, and the results were absolutely lethal after 24 h. Low concentrations
of undoped MWNTs (0.1, 1.0 and 5.0 μg), did not reveal important viability effects.
However, and more interestingly, longer incubation times of CNx MWNTs resulted
in an increase of cell viability when compared to the control sample. Optical mi-
croscope images of living amoebas incubated with CNx MWNTs for (c) 45 min and
(d) 22 h. In both images, it is possible to observe black agglomerates inside cells
(see arrows). It is not possible to determine whether these are carbon nanotubes
or not, but those black spots were not present in the control sample (courtesy of
Elias)
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nanotubes with specific elements, further studies should continue using dif-
ferent elements. However, and in order to exploit fully these novel properties,
low concentrations of dopants (e.g., < 0.5%) should be incorporated within
these tubes. In this way, the electronic conductance would be significantly en-
hanced and the mechanical properties would not be altered. The illustrated
examples and phenomena clearly demonstrate that the science of doping car-
bon nanotubes should be developed further with more emphasis given to
interdisciplinary aspects of research. It is easy to see that physics, chemistry,
biochemistry and materials science are working together in their mutual ben-
efit developing the basic science that is beginning to find significant potential
for applications to technology. We should point out that the physicochemi-
cal properties of endohedral- and exohedral-doped tubes should continue to
be studied, as these materials may also show useful opportunities in various
technological arenas. This review is also intended to motivate new ways of
characterizing these complex systems as the current analytical techniques ap-
pear to be limiting the way we could identify low dopant concentration within
doped tubes. It seems that Raman spectroscopy, TEP studies and electron
transport are very sensitive to low doping concentrations. In addition, reliable
methods for producing doped nanotube samples in a reproducible way are
required. We also envisage that doped carbon systems may exhibit unusual
magnetic properties that need to be carefully tested, since recent theoret-
ical work has proposed this possibility. Finally, it is expected that doped
nanotubes may replace pure-carbon nanotubes for specific applications, but
further developments are needed for many of the potential applications areas
that have been identified.

Researchers should be aware that doping of carbon nanotubes may also
occur unintentionally, and this will result in significant changes of the elec-
tronic, transport, chemical and vibrational properties. Therefore, one should
be careful when carrying out synthesis and purification experiments involv-
ing noncarbon elements, because these may get embedded into the hexagonal
network of nanotubes, and would then modify the physicochemical response.
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rones is grateful to CONACYT-México (45772 (MT), 41464-Inter Amer-



558 Mauricio Terrones et al.

ican Collaboration (MT), 2004-01-013/SALUD-CONACYT (MT), PUE-
2004-CO2-9 Fondo Mixto de Puebla (MT), and the MIT-CONACYT col-
laboration project) for financial support. A. G. Souza Filho acknowledge the
support from Brazilian agencies FUNCAP (grant 985/03), CNPq (grants
556549/2005-8, 475329/2006-6, 307417/2004-2), Rede Nacional de Pesquisa
em Nanotubos de Carbono, Rede Nacional de Nanobiotecnologia e sistemas
nanoestruturados, Instituto do Milênio de Nanotecnologia, and Instituto
do Milênio de Materiais Complexos (CNPq/MCT-Brazil). A. M. Rao grate-
fully acknowledges support from NSF through grants 0304019, 0244290, and
0216307.

References

[1] M. S. Dresselhaus, G. Dresselhaus, P. C. Eklund: Science of Fullerenes and
Carbon Nanotubes (Academic Press, New York 1996) 531

[2] J. Sloan, M. Terrones, S. Nufer, S. Friedrichs, S. R. Bailey, H. G. Woo,
M. Ruhle, J. L. Hutchison, M. L. H. Green: Metastable one-dimensional
AgCl1−xIx solid-solution wurzite “tunnel” crystals formed within single-
walled carbon nanotubes, J. Am. Chem. Soc. 124, 2116 (2002) 531, 533

[3] A. M. Rao, P. C. Eklund, S. Bandow, A. Thess, R. E. Smalley: Evidence for
charge transfer in doped carbon nanotube bundles from Raman scattering,
Nature 388, 257 (1997) 532, 546, 548, 550

[4] R. S. Lee, H. J. Kim, J. E. Fischer, A. Thess, R. E. Smalley: Conductivity
enhancement in single-walled carbon nanotube bundles doped with K and
Br, Nature 388, 255 (1997) 532

[5] M. S. Dresselhaus, G. Dresselhaus: Intercalation compounds of graphite, Adv.
Phys. 30, 139 (1981) 533, 546, 550

[6] S. Kazaoui, N. Minami, R. Jacquemin, H. Kataura, Y. Achiba: Amphoteric
doping of single-wall carbon-nanotube thin films as probed by optical absorp-
tion spectroscopy, Phys. Rev. B 60, 13339 (1999) 533

[7] M. R. Pederson, J. Q. Broughton: Nanocapillarity in fullerene tubules, Phys.
Rev. Lett. 69, 2689 (1992) 533

[8] P. M. Ajayan, T. W. Ebbesen, T. Ichihashi, S. Iijima, K. Tanigaki, H. Hiura:
Opening carbon nanotubes with oxygen and implications for filling, Nature
362, 522 (1993) 533

[9] M. Monthioux: Filling single-wall carbon nanotubes, Carbon 40, 1809 (2002)
533

[10] D. Tasis, N. Tagmatarchis, A. Bianco, M. Prato: Chemistry of carbon nano-
tubes, Chem. Rev. 106, 1105 (2006) 533

[11] Z. Y. Wang, Z. B. Zhao, J. S. Qiu: Development of filling carbon nanotubes,
Prog. Chem. 18, 563 (2006) 533

[12] M. Terrones, N. Grobert, W. K. Hsu, Y. Q. Zhu, W. B. Hu, H. Terrones,
J. P. Hare, H. W. Kroto, D. R. M. Walton: Advances in the creation of filled
nanotubes and novel nanowires, Mater. Res. Soc. Bull. 24, 43 (1999) 533

[13] S. Iijima, T. Ichihashi: Single-shell carbon nanotubes of 1 nm diameter, Na-
ture 363, 603 (1993) 533



Doped Carbon Nanotubes: Synthesis, Characterization and Applications 559

[14] D. S. Bethune, C. H. Kiang, M. S. D. Vries, G. Gorman, R. Savoy, J. Vazquez,
R. Beyers: Cobalt-catalyzed growth of carbon nanotubes with single-atomic-
layerwalls, Nature 363, 605 (1993) 533

[15] B. W. Smith, M. Monthioux, D. E. Luzzi: Encapsulated C60 in carbon nano-
tubes, Nature 296, 323 (1998) 533

[16] J. Sloan, J. Hammer, M. Z. Sibley, M. L. H. Green: The opening and filling
of single walled carbon nanotubes (SWTs), Chem. Commun. 3, 347 (1998)
533

[17] C. H. Kiang, J. S. Choi, T. T. Tran, A. D. Bacher: Molecular nanowires
of 1 nm diameter from capillary filling of single-walled carbon nanotubes, J.
Phys. Chem. B 103, 7449 (1999) 533

[18] P. Corio, A. P. Santos, M. L. A. Temperini, V. W. Brar, M. A. Pimenta,
M. S. Dresselhaus: Chem. Phys. Lett. 383, 475 (2004) 533

[19] A. Govindaraj, B. C. Satishkumar, M. Nath, C. N. R. Rao: Metal nanowires
and intercalated metal layers in single-walled carbon nanotube bundles,
Chem. Mater. 12, 205 (2000) 533

[20] J. Sloan, D. M. Wright, H. G. Woo, S. R. Bailey, G. Brown, A. P. E. York,
K. S. Coleman, J. L. Hutchison, M. L. H. Green: Capillarity and silver
nanowire formation observed in single walled carbon nanotubes, Chem. Com-
mun. 700, 699 (1999) 533

[21] R. R. Meyer, J. Sloan, R. E. Dunin-Borkowski, A. Kirkland, M. C. Novotny,
S. R. Bailey, J. L. Hutchison, M. L. H. Green: Discrete atom imaging of one-
dimensional crystals formed within single-walled carbon nanotubes, Science
289, 1324 (2000) 533

[22] D. E. Luzzi, B. W. Smith: Carbon cage structures in single wall carbon nano-
tubes: a new class of materials, Carbon 38, 1751 (2000) 533

[23] E. Hernández, V. Meunier, B. W. Smith, R. Rurali, H. Terrones, Buongiorno,
N. Nardelli, M. Terrones, D. E. Luzzi, J. C. Charlier: Fullerene coalescence
in nanopeapods: A path to novel tubular carbon, Nano Lett. 3, 1037 (2003)
533

[24] K. Hirahara, K. Suenaga, S. Bandow, H. Kato, T. Okazaki, H. Shinohara,
S. Iijima: One-dimensional metallofulerene crystal generated inside single-
walled carbon nanotubes, Phys. Rev. Lett. 85, 5384 (2000) 533

[25] A. Khlobystov, D. A. Britz, A. Ardavan, G. A. D. Briggs: Observation of
ordered phases of fullerenes in carbon nanotubes, Phys. Rev. Lett. 92, 245507
(2004) 533

[26] D. Ugarte, T. Stockli, J. M. Bonard, A. Chatelain, W. A. D. Heer: Filling
carbon nanotubes, Appl. Phys. A 67, 101 (1998) 534

[27] A. Kolesnikov, J. M. Zanotti, C. K. Loong, P. Thiyagarajan, A. P. Moravsky,
R. O. Loutfy, C. J. Burnham: Anomalously soft dynamics of water in a nano-
tube: A revelation of nanoscale confinement, Phys. Rev. Lett. 93, 035503
(2004) 534

[28] L. J. Li, A. N. Khlobystov, J. G. Wiltshire, G. A. Briggs, R. J. Nicholas:
Diameter-selective encapsulation of metallocenes in single-walled carbon
nanotubes, Nature Mater. 4, 481 (2005) 534

[29] H. Kataura, Y. Maniwa, T. Kodama, K. Kikuchi, K. Hirahara, S. Iijima,
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[115] F. Villalpando-Páez, A. H. Romero, E. Munoz-Sandoval, L. M. Martinez,
H. Terrones, M. Terrones: Fabrication of vapor and gas sensors using films of
aligned CNx nanotubes, Chem. Phys. Lett. 386, 137 (2004) 554

[116] P. Calvert: Nanotube composites – a recipe for strength, Nature 399, 210
(1999) 554

[117] A. Eitan, L. S. Schadler, J. Hansen, P. M. Ajayan, R. W. Siegel, M. Terrones,
N. Grobert, M. Reyes-Reyes, M. Mayne, H. Terrones: Processing and thermal
characterization of nitrogen doped MWNT/epoxy composites, in Proc. Tenth
US–Japan Conf. Compos. Mater. (2002) pp. 634–640 554

[118] B. Fragneaud, K. Masenelli-Varlot, A. González-Montiel, M. Terrones,
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Abstract. Double-wall carbon nanotubes (DWNTs) are the simplest archetypi-
cal manifestation of MWNTs and as such combine the outstanding properties of
SWNTs with the possibility to study concentric intertube interactions with high
precision. Two complementary routes for the efficient growth of DWNTs are dis-
cussed. Firstly, SWNTs filled with various carbon sources, such as fullerenes or
acenes can form inner-shell tubes by a high-temperature treatment under clean-
room conditions. Inner–outer tube pairs can be identified with a well-defined mu-
tual chirality. Isotope labeling and full isotope substitution is possible. Using differ-
ent carbon sources, DWNTs with intrinsic functionality and special electronic and
magnetic properties can be grown. Alternatively, a direct growth using chemical va-
por deposition and subsequent purification is described. Large-scale growth of very
long continuous DWNTs for application in composites and as advanced field emis-
sion sources are straightforward for this technique. The two techniques for growth
of DWNTs are evaluated with respect to their scientific novelty and application
potential. Stability, electronic structure, transport and mechanical properties are
reviewed.

1 Introduction

Double-wall carbon nanotubes (DWNTs), being the simplest example of
MWNTs, provide the ideal model for studying the influence of interlayer
interaction on the physical and chemical properties of nanotube systems.
The DWNTs have several advantages over simple SWNTs. In general, they
exhibit higher stability, which can be a substantial help in high-current and
high-field experiments as, e.g., in field emission applications. The small di-
ameters of the inner tubes enable the study of high-curvature effects. The
characteristic geometry of the systems allows growth of heterotubes, e.g., a
boron-nitride tube outside and a carbon nanotube inside [1], or a 12C tube
outside and a 13C tube inside [2]. The higher stiffness combined with a small
diameter provide an advantage if used as a mechanical sensor. The concen-
tric nature of the system suggests its use for nanoscale machines [3]. Finally,
independent doping or functionalization of inner and outer tubes is possible.
In detail semiconductor@metallic tubes or metallic@semiconductor tubes can

A. Jorio, G. Dresselhaus, M. S. Dresselhaus (Eds.): Carbon Nanotubes,
Topics Appl. Physics 111, 495–530 (2008)
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be expected. The latter represent a molecular wire covered by an insulator
for use as connectors in nanoelectronic systems or as a molecular capacitor
in memory devices.

Calculations [4] demonstrated that the interlayer distance between the
inner and outer tubes of the DWNT can vary from 0.33 to 0.41 nm, which is
quite different from that of the normal MWNTs (0.34 nm). Since the inter-
layer interaction between adjacent layers is very weak, but depends on the
relative (n,m) values of the two constituent tubes, the ease and direction of
the intertube sliding motion were expected to depend on the chirality of the
constituent layers [5].

With respect to electronic structure the electron transport in incommen-
surate MWNTs can be either diffusive, ballistic, or intermediate between
them [6]. Calculations on the conductance of very long clean incommensu-
rate DWNTs based on the Landauer formula were reported [7] and revealed
that the quantized conductance of 1G0 [G0 = 2e2/h ≈ 1/(12.9 kΩ)] in the
very low voltage range could be retained for tube lengths up to about 10μm.

Generally, there are three different ways to prepare DWNTs: arc dis-
charge, a catalytic chemical vapor deposition (CCVD) process, and ther-
mal treatment of precursor systems where a carbon source, in general C60

fullerenes, is encapsulated into SWNTs.

1.1 Fingerprints of Double-Wall Carbon Nanotubes

Like for all other forms of carbon nanophases, high-resolution transmission
electron microscopy (HRTEM) is a crucial technique to detect and identify
DWNTs. Figure 1a depicts an example of an individual and some bundled
DWNTs. The analysis of such images allows us to determine the diameters
and the wall-to-wall distance in these tube systems.

On the other hand, HRTEM requires a very careful sample preparation
and is highly selective of local areas (see contribution by Jorio et al.). There-
fore, for general materials characterization, high-resolution Raman scattering
of the radial breathing mode (RBM) has proven to be an excellent method
to identify the structure and concentration of DWNTs, at least in a qualita-
tive manner. Since the RBM frequency scales inversely to the tube diameter
(see contribution by Saito et al.), the response of the inner-shell tubes in the
DWNTs system appears as a set of sharp lines just above the RBM response
of the outer-shell tubes (see Sect. 3.2). Such spectra were first reported by
Bandow et al. [9]. An example is depicted in Fig. 1b. The Raman signature
of the inner-tube RBMs is now widely used to check for the successful growth
of the DWNTs.

2 Preparation of Double-Wall Carbon Nanotubes

Besides the arc-discharge process there are two mainly used and basically dif-
ferent possibilities to grow DWNTs. From a historical point of view the first
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Fig. 1. (a) High-resolution TEM of DWNTs grown from fullerene peapods [8] and
(b) Raman response of DWNTs after transformation of C60 peapods at 1250 ◦C.
The insert in (a) is adapted from [9]

technique was based on a precursor material consisting of C60 fullerenes that
were filled into opened tubes, or were there incidentally from the growth pro-
cess [10]. More generally, this route has now been demonstrated to work with
several carbon-rich fillers such as higher fullerenes, ferrocene, anthracene, or
even toluene. This method has the advantage of providing very clean DWNTs
except for some SWNTs where the filler material could not enter. However,
due to the limited carbon supply on the inside, one inner tube cannot fill the
whole outer tube.

The other route to DWNTs uses a CCVD process. From this process a
very high yield and large-scale DWNTs could be obtained recently by specific
tuning of the growth parameters [11].

2.1 DWNT Growth from Chemical Vapor Deposition

The currently adopted method to synthesize carbon nanotubes is by a cat-
alytic decomposition of hydrocarbons using nanometer-size catalytic metals.
When compared to the arc-discharge and laser-ablation methods, the CVD
technique is a very controllable and cost-effective technique [12]. A descrip-
tion of this growth technique and its advantages is given in contribution
by Joselevich et al.

To our knowledge, Hafner et al. [11] were the first to produce DWNTs
intentionally as the main growth product using this technique. Specifically,
they synthesized a mixture of SWNTs and DWNTs by the catalytic decom-
position of C2H4 at 700–850 ◦C over Mo- and Fe/Mo-Al2O3 catalysts, and
reported that the DWNT proportion increased from 30% at 700 ◦C to 70% at
850 ◦C. Porous materials have been utilized to prepare small-sized metal par-
ticles for growing nanotubes with the CVD technique because the nanopores
in support materials could hold a homogeneous dispersion of metal particles
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during nanotube growth, resulting in a more homogeneous nanotube diam-
eter. Colomer et al. [13] reported the synthesis of well-crystallized DWNT
bundles forming rings by reducing a Mg0.9Co0.1O solid solution in an H2:CH4

atmosphere at 1000 ◦C. In addition, many groups [14–20] have used MgO as
a support material for the DWNT growth, because MgO is easily removed
by hydrochloric acid treatment. Cumings et al. [21] used fumed alumina as
a support material by flowing methane at 900 ◦C for 10min. In contrast,
the Shinohara group has utilized zeolites [22] and mesoporous silica [23] as
support materials for obtaining DWNTs using the CVD technique. Similarly,
Zhu et al. [24] synthesized DWNTs using a Fe/Co metal catalyst and a meso-
porous silica support material. Very recently, Yamada et al. [25] reported
the fabrication of a high-purity DWNT forest by controlling the catalyst Fe
film thickness via a water-assisted CVD technique. Unfortunately, accord-
ing to these reports usually mixtures of DWNTs and SWNTs are generated,
in addition to metal particles, amorphous carbon and multilayered carbon
nanotubes.

Recently, Endo et al. [26] reported the fabrication of highly purified
DWNTs through an optimized combination of a catalytic CVD method with
an optimized two-step purification process. The synthesis of DWNTs was
carried out by a catalytic chemical vapor deposition method utilizing a con-
ditioning catalyst (Mo/Al2O3) at one end of the furnace, and the nanotube
catalyst (Fe/MgO) in the middle part of the furnace. Subsequently, a CH4:Ar
(1 : 1) mixture was fed into the reactor typically for 10min at 875 ◦C [26].
Subsequently, in order to obtain high-purity DWNTs, a purification pro-
cess was applied to synthesize these products. Firstly, an oxidation process
(500 ◦C, 20min) was carried out to reduce the amount of the chemically ac-
tive SWNTs. Secondly, a hydrochloric acid (18%, 100 ◦C, 10 h) treatment
was carried out in order to remove magnesium oxide and iron catalysts, fol-
lowed by air oxidation at 500 ◦C for 10min in order to remove carbonaceous
impurities. Based on a detailed in-situ Raman study, Osswald et al. [27, 28]
very recently confirmed that the optimized oxidative conditions for obtain-
ing high-purity and crystalline DWNTs was via a complete removal of amor-
phous deposited carbon and defective MWNTs using a temperature above
480 ◦C. Magnetic susceptibility studies confirmed the high DWNT sample pu-
rity through their diamagnetic behavior. In addition, detailed high-resolution
TEM images confirmed the high yield of DWNTs (above 95%) in bundles
and, furthermore, with relatively homogeneous and small-sized inner tubes of
mainly ca. 0.9 nm diameter and outer diameters of ca. 1.5 nm (see diameter
distribution of high-purity DWNTs in Fig. 2).

Figure 3 shows Raman spectra in the low-frequency (RBM), and high-
frequency (tangential G-band mode) ranges, respectively. The low-frequency
Raman spectra confirm the presence of inner tubes from the Raman response
around 260 cm−1. The disappearance of RBMs assigned to SWNTs (see short
arrows around 180, 210 and 240 cm−1 in Fig. 3a) after purification indicates
the effective removal of chemically active (small-diameter) SWNTs.
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Fig. 2. Diameter distribution
of highly purified DWNTs based
on detailed high-resolution trans-
mission electron microscope ob-
servations [26]

Fig. 3. (a) The low-frequency and (b) high-frequency Raman spectra for as-grown
and purified DWNTs, respectively as excited by a 532 nm laser. (c) Schematic
stacking model of the bundled DWNTs from their X-ray diffraction pattern [26]

In addition, the effective removal of deposited carbon on the outer surface
of carbon nanotubes is confirmed from the greatly reduced intensity of the
D-band (defect-induced, double-resonance Raman scattering feature [29]), as
shown in Fig. 3b. It is noteworthy that the D-band for DWNTs is negligible
in the Raman spectra. The DWNTs exhibit well-developed (100) and (110)
diffraction lines from X-ray diffraction (XRD) measurements, which indicates
a high crystallinity (see Fig. 3c). The numbers in Fig. 3a indicate the cal-
culated tube diameters using the equation ωRBM = 218.3/dt + 15.9, where
dt is the tube diameter (nm) and ωRBM is the RBM frequency (cm−1) [30].
For 532-nm laser excitation, the ES

33 transition energy of the semiconducting
outer tubes (1.41 and 1.56 nm), the EM

11 of the metallic inner tubes (0.9 nm)
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Fig. 4. (a) Photographs of round and thin DWNT-derived buckypaper (inset, thick-
ness is approximately 30 μm). (b) Low-resolution transmission electron microscope
and (c) field emission electron microscope images indicate a bundled structure.
(d) Cross-sectional high-resolution TEM image of a bundle of DWNTs. (The inset
is its schematic model with two concentric shells regularly packed in a hexago-
nal array). (e) DWNT-derived buckypaper is flexible and mechanically strong and
(f) semitransparent

and the ES
22 of the semiconducting inner tubes (0.76 nm) all match resonance

with Elaser well.
Nanosized carbon nanotubes have a high tendency toward self-aggregation

due to strong van der Waals forces. By utilizing this intrinsic property of
carbon nanotubes, paper-like sheets (so-called buckypaper) were easily fab-
ricated from carbon nanotubes dispersed in solution [31]. This holds also
for DWNTs. At first, a stable suspension of DWNTs was prepared with the
help of ultrasonication (30min) but without any surfactant. The preparation
without surfactant is very important for fabricating high-purity buckypaper.
Then, by very carefully pouring a stable suspension of nanotubes into a PTFE
filter-attached funnel, very thin (ca. 30μm), round (diameter = 3.4 cm),
(light-weight mass = ca. 15mg) and black buckypaper was produced (see
Fig. 4a). As expected, buckypaper is the result of the physical entangle-
ment of DWNT bundles (10–30 nm) (Fig. 4b). From the cross-sectional
HRTEM image (Fig. 4d), these tubes consist of two relatively round, small
and homogeneous-sized (below 2 nm in the outer shell) concentric individ-
ual tubules. Furthermore, these coaxial tubes are packed in a hexagonal ar-
ray. This DWNT buckypaper is highly flexible and is mechanically strong
(see Fig. 4e). The high structural integrity in DWNT-derived buckypapers
is thought to be derived mainly from their long lengths (up to μm), because
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the longer the tubes, the greater is the mechanical robustness of the inter-
mingled bundle. Also, semitransparent films (see Fig. 4f) can be fabricated
by utilizing a very small amount of DWNTs.

2.2 DWNT Growth from Precursor Material

Historically, the first demonstration of DWNT growth was from C60 peapods
under intensive electron radiation in a TEM [32]. Subsequently, Smith and
Luzzi [33] and especially Bandow et al. [9] demonstrated how C60 peapods can
be transformed into DWNTs in macroscopic amounts by annealing at tem-
peratures of around 1000 ◦C. Such transformations can be performed at tem-
peratures as low as 800 ◦C but the transformation takes literally weeks in this
case [9]. Since these first experiments, C60 and also higher fullerenes@SWNTs
are very frequently used as a precursor to prepare DWNTs, whereas other
precursors such as ferrocene or anthracene were used only recently.

2.2.1 DWNT Growth from Fullerene Peapods

C60 can be filled into the nanotubes either from the gas phase [34] or from
solution [35, 36] after the tubes were opened by mild oxidation in air. A high
degree of filling can be obtained, as determined from electron energy-loss
spectroscopy on the C1s edge. The matrix element weighted density of states
of the conduction band yields the bulk filling factor by comparing the C60 and
the SWNTs density of states [37]. Alternatively, the relative Raman intensity
of the pentagonal pinch – or Ag(2) – mode of the encapsulated fullerenes at
1465 cm−1 to the G+ mode of the tubes at 1590 cm−1 can be used as a
signature for the filling. For 1.4 nm tubes and 488 nm laser excitation, this
ratio is 0.004 for 60% filling [38]. Substantial tube filling can be obtained
down to a tube diameter of 1.2 nm [39]. Figure 5 depicts Raman spectra of
the pristine SWNTs, of nanotubes after filling with C60 and of the system
after transformation at 1250 ◦C to DWNTs. In the latter spectra the response
from the inner-shell RBMs is clearly visible.

To unravel details one has to study the intermediate stages of the inner-
tube growth, together with the decay – or modulation – of the precursor
molecules. The latter can be studied by the decrease of the Ag(2) mode with
heating time. From such measurements the half-lifetime of the unmodulated
fullerenes at 1250 ◦C annealing was observed to be only 2.9 ±0.5min [41].

C60 fullerenes are arranged in the tubes periodically in a 1D linear chain.
This periodicity is best observed by XRD. Figure 6a depicts the XRD patterns
after various exposure times at 1250 ◦C. The intrinsically asymmetric peak
around q ≈ 6.6 nm−1 is the fingerprint of the 1D chain. The half-lifetime
of the chain was evaluated as 14 ±2min, which is almost five times longer
than the decay of the fullerenes [41]. Thus, the fullerenes transform into an
intermediate phase, which has the same periodicity as the starting molecules.
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Fig. 5. Raman spectra of pristine SWNTs (bottom), C60 peapods (center), and
DWNTs (top); after [40]

Fig. 6. (a) X-ray diffraction pattern as recorded after various exposure times of
peapod samples at 1250 ◦C. (b) The decay of the C60 pentagonal-pinch mode (dot-
ted), the decay of the periodic structure observed by X-ray diffraction (dashed) and
the relative increase of the Raman response from the (7, 2) and (8, 3) inner-shell
tubes; adapted from [41]

This rules out the possibility that the fullerenes decay into small parts, e.g.,
C2 units, from which the inner tubes grow.

The growth of the inner tubes can be monitored by the intensity of their
RBM response [42, 43]. The volume fraction of a tube follows an S-shaped
curve with time. Figure 6b compares such growth curves for the (7, 2) and
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(8, 3) inner tubes, which can be observed simultaneously with 676-nm laser
excitation. The (7, 2) tube (dt ≈ 0.64 nm) grows to half of its maximum vol-
ume fraction in 16 min. For the (8, 3) tube (dt ≈ 0.77 nm) it takes about twice
as long to reach half of its maximum volume fraction. For tubes with diame-
ters between the (7, 2) and (8, 3) tubes, the growth curves are similar and the
growth half-times depend primarily on the inner-tube diameter. The growth
of the (7, 2) tube corresponds reasonably well to the decay of the 1D chain
inside the tubes but the growth rate of the (8, 3) tube is much lower than the
decay of the 1D chain [41]. The time gap between the disappearance of the
C60 modes and the appearance of the tube modes indicates the existence of
an intermediate phase that is unobserved in the Raman spectra.

The transformation of peapods into DWNTs is usually done in a dynamic
or static vacuum. Fujita et al. [44] performed transformation experiments at
1100 ◦C in inert-gas environments at pressures of about 1mbar. Remarkably,
the inner-tube formation is accelerated in Ar and especially in He atmo-
spheres by more than a factor of 5. However, in a H2 atmosphere there was
equal if not less growth than in vacuum [45].

2.2.2 DWNT Growth from Ferrocene

Recently, the growth of DWNTs from other precursor structures was re-
ported. Most spectacular is the growth from catalytic particles derived from
metallocenes that were filled into the tubes. Transformation to DWNTs can
be performed at temperatures as low as 600 ◦C [46–48]. An especially inter-
esting system is ferrocene@SWNTs [48, 49] where the ferrocene (FeCp2) can
act both as catalyst and carbon source [50].

In a recent study by Shiozawa et al. [49] the different steps of the
temperature-driven chemical reaction inside FeCp2-filled SWNTs upon the
formation of inner tubes were traced and analyzed by Raman spectroscopy
and photoemission (PE). Detailed information was obtained from a compar-
ison to the growth from noncatalytic C60 precursors. One difference between
the two systems regards the charge transfer to the outer-wall tube. The shift
of the van Hove singularities in the valence band as observed by He I ultravi-
olet PE can be used to determine this shift accurately. Whereas for pristine
C60 peapods no charge transfer is observed [51], a small but significant charge
transfer of about 0.19 electrons per ferrocene and a shift of the Fermi level
by about 0.1 eV towards the conduction band was measured for the ferrocene
system. This is consistent with a charge transfer of 0.35–0.55 electrons pre-
dicted for cobaltocene using LDA methods [52]. In addition, the bulk filling
factor of SWNTs with 1.4 nm mean diameter, as analyzed by the relative
carbon to iron PE intensity, is only 12% in the case of ferrocene filling and
is thus significantly lower than the 78% [37] achieved for the C60 filling.

The second difference concerns the DWNT growth. The catalytic growth
from the FeCp2 precursor was observed at temperatures as high as 1150 ◦C
and down to 600 ◦C. The charge transfer between the inner and outer tubes
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Fig. 7. (1) XPS response of fer-
rocene filled into SWNTs, (2) af-
ter the system was transformed to
DWNTs at 600 ◦C, and (3) after
heating the filled tubes for 2 h at
1150 ◦C. Spectrum (4) is for pristine
SWNTs; adapted from [49]

Fig. 8. HRTEM of (1) ferrocene
in the tubes, (2) growing inner-shell
tubes, (3) DWNTs grown at 1150 ◦C,
(4) Fe3C nanoparticle, and (5) blow
up of the particle pattern; adapted
from [49]

depends critically on the reaction time and reaction temperature. When the
reaction takes place at 600 ◦C for 2 h a charge transfer leading to an upshift
of the Fermi level of about 0.05 eV is observed. On the other hand, for the
high-temperature reaction at 1150 ◦C no charge transfer is observed, as in
the case of the peapod precursor.

More information is obtained from X-ray PE (XPS). Examples are de-
picted in Fig. 7. The XPS pattern of ferrocene inside the tubes is almost
the same as for free iron. After the first two hours annealing at 600 ◦C the
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Fig. 9. Raman spectra of the radial breathing mode for DWNTs as excited
with 590-nm laser radiation. Ferrocene-derived DWNTs after transformation at
(a) 1150 ◦C and (b) 600 ◦C, respectively. (c) Peapod-derived DWNTs after trans-
formation at 1150 ◦C. The SWNT starting material was the same in all cases;
adapted from [49]

Fe 2p3/2 peak is upshifted and broken up into three structures indicated by
arrows in Fig. 7. This obviously reflects a significant change in the chemical
environment of the iron atoms and is a clear sign of the decomposition of the
ferrocene inside the SWNTs. HRTEM identified a staggered structure of the
ferrocene in the tubes as depicted in Fig. 8(1). By heat treatment, the inner
tubes grow and eventually develop the DWNTs structure [Fig. 8(2),(3)]. The
iron was observed to reassemble as Fe3C, as depicted in Fig. 8(4,5). In con-
trast to the transformation at 600 ◦C the Fe is completely released from the
tubes for transformation at 1150 ◦C as demonstrated in Fig. 7(3).

The third difference was observed regarding the RBM Raman pattern of
the inner tubes thus produced. Results are depicted in Fig. 9. After vacuum
annealing and successful transformation to DWNTs the response from the
inner-shell tubes appears as sharp lines in the range of 305–360 cm−1 that
can be assigned to the RBM signals mainly from the (6, 4) and (6, 5) inner
tubes. Line positions and line intensities are almost independent of transition
temperature. Interestingly, as compared to the samples using a fullerene pre-
cursor, there is a distinct difference in the pattern of the inner tubes. Although
the line positions are exactly the same in both cases, the intensity distribu-
tion of the lines is different. In the case of fullerene-grown inner tubes, the
line pattern is upshifted to higher frequencies or smaller interwall distances.
This means the growth mechanism is the same for the catalytic growth at any
temperature but different from the noncatalytic fullerene-controlled growth.
Additionally, for the growth from ferrocene precursors, RBM lines with fre-
quencies as high as 465 cm−1 of much smaller inner tubes were observed. This
corresponds to (6, 0) and (4, 3) tubes with diameters around 0.485 nm. Using
a typical van der Waals distance of 0.34 nm as an intratube distance for the
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Fig. 10. RBM Raman response from double-wall carbon nanotubes as grown from
anthracene-filled tubes (bottom) in comparison to tubes filled with ferrocene (cen-
ter) and C60 (top)

DWNTs, the outer-tube diameter filled with the ferrocene is estimated to be
as small as 1.165 nm, which is much smaller than for the C60 peapods [37].

The characteristically different line distributions suggest two significantly
different growth mechanisms. For ferrocene-based inner-tube growth, the
presence of the Fe3C nanocrystals suggests that these particles act as a
catalyst, at the moderate temperature the ferrocene decomposes and Fe3C
nanocrystals grow. The liberated carbon particles dissolve in the carbide and
eventually precipitate from there to form the inner-shell tube. Since in this
process each inner tube is grown from scratch, the diameter can be well
adapted to the outer-tube diameter and an optimum diameter difference can
be established. In contrast, in the case of the growth of inner tubes from
fullerenes, caps are already available and they apparently have a strong in-
fluence on the diameter of the eventually grown inner tubes.

2.2.3 DWNT Growth from Other Carbon Precursors

It was certainly interesting to see whether DWNTs can also be grown from
other precursor systems that contain neither catalytic particles nor preformed
cap structures. Small hydrocarbon molecules could be filled into the tubes but
were shown to escape during the process of transformation to DWNTs. On
the other hand, the carbons of toluene were shown from isotope-substitution
experiments to enter the inner-tube walls if the toluene was filled into the
tubes simultaneously with C60 [53]. Explicit transformation to DWNTs was
demonstrated for anthracene as depicted in Fig. 10. The concentration of the
inner-shell tubes is comparable to the concentration of the ferrocene-grown
tubes but exhibits the line pattern of the peapod-grown tubes.
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Fig. 11. Bond-breaking schemes for the cycloaddition process and for the Stone–
Wales transformation. Right panel: HRTEM images of a coalescence of two C60

cages to form a short C120 tube; adapted from [55]

2.2.4 Theoretical Models for the Fullerene Coalescence

Since the very recent XRD [41] and 13C Raman experiments [54] rule out a
growth model where the fullerenes are first disintegrated into small carbon
particles, we will only review the coalescence model.

A large number of calculations have been performed on levels extending
from simple molecular dynamics using Brenner potentials to sophisticated
ab-initio procedures. Two basic concepts are involved in these calculations:
the cycloaddition process (CA) and the Stone–Wales (SW) transformation.
Both processes involve covalent-bond breaking as depicted in Fig. 11 and are
therefore very energy expensive.

Whereas the CA is very well known and plays a crucial role in the for-
mation of fullerene polymer generation, the SW transformation has not been
observed explicitly in experiments, even though it is assumed to play the
fundamental role in the fullerene coalescence. The CA has been observed in
fullerenes under high pressure at moderate temperatures, by photoexcitation,
or in fullerene charge-transfer systems. Since the tetraphenyl configuration is
not very temperature stable, this configuration can only be an intermediate
state in the coalescence process. In contrast, the SW transformation enables
the adjustment from an initial seed with a highly necked structure to the
final perfect inner-shell tube.

The SW is established by a π/2 rotation of a covalent bond in the hexag-
onal lattice. Thus, it transforms four fused hexagons into a pair of fused
pentagons and heptagons. Conceptually this configuration represents a dis-
location dipole. Each of the two dislocations consist of a 5/7 defect on the
rolled-up graphene sheet. The heptagons enable the concave curvatures on
the necking transitions during the fullerene coalescence. The fusion process
between two (or more) fullerenes is exothermic but it needs to overcome a
set of energy barriers provided by the SW transformations. Each barrier is
about 5 eV high. Thus, a simple bond rotation can not be activated at the
temperatures of the DWNT growth. It may be collective processes that enable
the SW transformation. By molecular dynamical calculations it was explic-
itly demonstrated that two C60 fullerenes can be fused to a C120 fullerene
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Fig. 12. Structures of intermediate
phases during the fullerene coalescence
inside SWNTs as obtained from cal-
culations for constant carbon content;
adapted from [57]

or a very short (5, 5) tube by an initial CA and 20 subsequent SW transfor-
mations [56]. Experimentally, this coalescence process was demonstrated by
HRTEM, as depicted in Fig. 11.

Even more important, the existence of a coalescence process for an ex-
tended set of fullerenes was demonstrated recently from ab-initio calcula-
tions [57]. The calculations exhibit explicitly intermediate phases consisting
of necked tubular structures. The periodicity of such structures remains the
same as the periodicity of the linear chains in the original peapod material.
A result of such behavior is depicted in Fig. 12. The conservation of period-
icity is fully consistent with the experimental results depicted in Fig. 6. Only
if one or several C2 units are expelled from the fullerenes is the periodicity
reduced.

3 Properties and Applications of DWNTs

As already mentioned in the introduction, the tube–tube interaction leads
to a characteristic change of the electronic structure of the DWNTs. This
interaction also determines the mechanical properties of the systems and
gives rise to several interesting mechanical applications.

3.1 Electronic and Optical Properties, Transport

Since DWNTs consist of two concentric SWNTs their electronic and optical
properties are strongly related to those of the participating SWNTs. However,
the concentric tube–tube interaction modulates these properties regarding
their dependence on the interwall distances. In addition and more seriously,
the high curvature of the inner-shell tubes leads to considerable deviations
from the properties known for conventional SWNTs due to a change in σ–π
hybridization. Theoretical models as described below were developed to find
the lowest interaction energy between concentric tubes with respect to their
interwall distance and tube–tube orientation.
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3.1.1 Model Calculations

As a consequence of the general incommensurability between the inner- and
outer-shell tubes, the unit cells of the DWNTs can be very large. Thus, first-
principles calculations, such as from DFT, can only be applied to selected
tube pairs such as armchair–armchair or zigzag–zigzag tubes where commen-
surability is provided. In other cases, empirical potentials are used such as
Lennard-Jones potentials for the intertube interaction and Brenner potentials
or Tersoff potentials [58] for the covalent carbon–carbon interaction. Often,
as for example in [5], the parameters for the covalent-bonding potentials
are used as evaluated from first-principles calculations. Besides this, scaling
parameters are still needed for the cutoff potentials and to better match
experimental results for the sp2 bond lengths. With this background, molec-
ular dynamical calculations have been performed to obtain the interaction
potentials, the total energies and eventually the stable state with respect to
tube–tube pairing. In the above-cited work a minimum energy was observed
for a wall-to-wall distance (WtWD) of 0.34±0.01 nm with a rather flat shape
and a minimum energy value of −35meV/atom. There is almost no chiral-
ity dependence on the total energy. However, the orientation of the potential
shape does depend on the relative chiral angle between the two tubes. In gen-
eral, except for armchair and zigzag tubes, the potential shapes are inclined
to the tube axis. This means that the easy or minimum friction motion has
a longitudinal (translational) and circumferential (rotational) component.

From other calculations, barrier heights were evaluated to be 0.52 and
0.23meV/atom [4]. These values were obtained for commensurate, i.e., arm-
chair or zigzag pairs, respectively. For incommensurate pairs, even lower val-
ues on the order of 0.1meV/atom were reported [59]. There is so far general
agreement from several calculations and from some experiments (see below)
that the WtWD in the DWNTs is slightly larger than the graphite inter-
layer distance (0.34 nm for HOPG, 0.35 nm for turbostratic graphite). This
is attributed to the difference in the π-stacking interaction in the curved as
compared to the planar structures.

In a more recent calculation, the dependence of the ground-state energy
for DWNT pairs was explicitly formulated with respect to WtWD and chiral-
angles θ1,2 or a chiral-angle difference Δθ [60]. Explicit relations are given
for the ground-state energy and, in agreement with previous calculations, the
dependence on chiral angles turned out to be weak.

The intertube interaction has interesting consequences on the electronic
structure of DWNTs. Again, calculations can be performed at a first-principles
level (like LDA in DFT) only for commensurate pairs. In some early work,
Okada and Oshiyama [61] calculated ground-state energies for zigzag tubes
[(7, 0), (8, 0), (10, 0)] in various outer zigzag tubes. Minimum ground-state
energies were again found for WtWD to be slightly larger than the interlayer
distance in graphite. For example, for a (7, 0) inner tube, the lowest energy
was found for 0.35 nm WtWD for a (16, 0) outer tube. While the (7, 0) and
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Fig. 13. Band structure of two
SWNTs and the combined DWNT
in high resolution; adapted from [63].
The dashed bands in the right part of
the figure are derived from the outer-
tube bands, while the solid bands are
derived from the inner-tube bands

the (16, 0) tubes were semiconducting, the combination (7, 0)@(16, 0) turned
out to be metallic. This metallization was due to a difference in the down-
shifts of energy bands between the inner-shell and outer-shell tubes. Due to a
stronger σ-π rehybridization, the inner tubes, in particular the π∗-band, ex-
hibits a stronger downshift, leading eventually to a finite DOS at the Fermi
level.

More recent calculations [62–64] confirmed these results. Figure 13 depicts
electronic bands for (7, 0), (15, 0) and for (7, 0)@(15, 0) close to the Fermi
level. Both isolated tubes exhibit a gap that for (15, 0) is curvature induced.
Due to different energy-level downshifts in the combination of the two tubes,
the Fermi level is crossed by two bands. In this particular case the valence
band and the conduction band from the inner tube become overlapping. The
formation of the DWNTs is shown to be endothermic by 7.5meV/atom but
the WtWD was only 0.313 nm in the above case. A charge of 0.3 electrons/cell
was transferred from (15, 0) to (7, 0). For larger WtWD, the different shifts
of the inner tube π and π∗ bands become weaker so that they no longer
overlap. For larger-diameter inner tubes such as (8, 0), the downshift of the
bands was smaller and did not lead to a metallic state. In [62] a similar result
was obtained for the (8, 0)@(17, 0) system, but for the (7, 0)@(16, 0) DWNT
a metallic state was reached. Using an intermolecular Hückel Hamiltonian
a systematic charge transfer from the outer tubes to the inner tubes was
observed for 65 different DWNTs.

The above results consistently show that intertube interactions drive the
systems to a metallic state or at least noticeably reduce the gap energy.
This is consistent with the experimentally observed metallization described
below for the 13C NMR experiments. On the other hand, it is also consistent
with the downshift of the electronic transitions as described below for the
resonance Raman scattering of the RBM of an inner tube within different
outer tubes, as depicted in Fig. 14.
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3.1.2 Experimental Results for Electronics and Structure

Experimental values for the WtWD were observed by HRTEM between
0.32 [65] and 0.42 nm [66]. The values given below for the Raman analy-
sis of the inner-tube RBM are between 0.32 and 0.34 nm, which are slightly
smaller than the calculated values. XRD from DWNT bundle samples re-
vealed a WtWD of 0.36 ±0.1 nm [67].

Electron diffraction provides another possibility to identify the two com-
ponents of DWNTs, even with respect to chirality. This was first demon-
strated by Zuo et al. [68] for a rather large DWNT system with inner- and
outer-tube diameters of 3.33 and 4.04 nm, respectively. More recently, hand-
edness was investigated by TEM electron diffraction [69]. In these experi-
ments no correlation between the handedness of inner and outer tubes was
found. In [70] and later in [71], an iterative method of image simulation was
worked out to yield the individual chiralities of the two components in the
DWNT. Results were obtained for tubes grown from the peapod and arc-
discharge methods. A wide range of relative chiral angles between 0 and 60◦

was observed that supports the above-described theoretical results concern-
ing the independence of the interaction potential from the chiral angles. The
average WtWD was 0.365±0.02 nm and 0.38±0.035 nm for the peapod-grown
DWNTs and for the laser-ablation-grown DWNTs, respectively. The smallest
diameter DWNTs observed were (15, 3)@(8, 0) with outer/inner-tube diame-
ters of 1.31/0.68 nm.

In addition to the evaluation of the WtWD for the concentric tubes, in
some cases also offcenter tubes were observed with a rather large asymmetry
in the WtWD. WtWDs were also observed to change along the tube axis
with a partly commensurate correlation between generally incommensurate
tube pairs [71].

Photoluminescence is another important experimental tool to characterize
carbon nanotubes. In a recent study by Okazaki et al. [72], photoluminescence
quenching was reported for peapod-grown DWNTs. Reduced luminescence
emission from either inner-shell or outer-shell tubes was observed as long as
the diameters were large enough to enable filling with fullerenes. Since 100%
filling of nanotubes with fullerenes leads only to about 80% filling of the tubes
with inner-shell tubes the remaining unfilled part of the tubes contributed
to the luminescence emission. Smaller tubes with diameters below 1.28 nm
remained single wall and contributed fully to the emitted luminescence. On
the other hand, photoluminescence from inner-shell tubes was reported for
DWNTs grown by CVD [73]. However, luminescence from a small fraction of
SWNTs in the samples could not be excluded in this case.

3.1.3 Transport

Electrical transport in MWNTs (see the contribution by Biercuk et al.) was
often observed to occur only in the outermost shells and quantum conduc-
tance was reported. Therefore, once more DWNTs are appropriate model
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materials. Since most DWNTs have an incommensurate structure, calcula-
tions have been concentrated on such systems. In [6] the distribution of the
level spacings originating from the disordered structure was analyzed. Trans-
port was found to be either diffusive, ballistic or intermediate, depending on
the position of the Fermi level.

In a recent paper, Chen et al. [7] calculated the transport through several
DWNTs with incommensurate structure. The conductance was found to de-
pend on the position of the Fermi level and on the length of the tubes. For not
too long tubes, the transport was ballistic and could be evaluated from the
Landauer formula. Explicit results were given for the case of (9, 0)@(10, 10).
For short tubes 2G0 is the dominant conductance. With increasing tube
length (up to 24.6μm), more and more energy levels adopt a 1G0 transport.
Finally, for tube lengths increasing to 36.9μm almost all energy positions
exhibit 1G0 and for some positions even nonballistic transport is obtained.

In DWNTs, only very few transport experiments were reported so far.
In [74] tubes were deposited on a gold substrate and piezoelectrically moved
to another gold electrode that was covered with a Hg droplet. The current
as a function of the bias voltage was recorded. Before the transport exper-
iment, electron diffraction was used to determine the inner-shell and outer-
shell tube chiralities. The DWNT system discussed was (51, 34)@(53, 43). For
small voltages the I–V curve was linear, indicating a finite density of states
at the Fermi level. For higher voltages the relation became nonlinear, prob-
ably as a consequence of additional transport channels being opened on the
inner tubes.

More recently, transport experiments were carried out with the field-
effect transistor (FET) geometry [75]. In this case, tube diameters were much
smaller, of the order of 4 nm, but this is still considerably larger than diame-
ters for conventional DWNTs. Pristine tubes of this type exhibited ambipolar
conduction for a gate voltage range of −40 to 40V. After filling the tubes
with Cs atoms by a special plasma-irradiation process [76], only n-type FETs
could be observed with on-off ratios in the source–drain current as high as 106.
The filling level can be controlled by the acceleration voltage of the plasma
and allowed to detect the continuous transition from an ambipolar to an n-
type FET. At temperatures lower than 40K, Coulomb-blockade oscillations
determined the current profile.

3.2 Raman Scattering

Raman scattering is the main analytical tool to study structural bulk effects
in DWNTs. Due to its proportionality to the inverse tube diameter, the RBM
is particular attractive since the response from the inner-shell and from the
outer-shell tubes is well separated in frequency. In contrast, the tangential
modes of the two tubes overlap strongly unless very narrow inner tubes are
considered [77]. The overtones, in particular the overtone of the D-band, are
sensitive to small frequency shifts introduced by external disturbances.
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3.2.1 The Nature of the Radial Breathing Mode Response

Comparing the RBM response of the same tubes once as inner tubes and
once as bundled tubes (e.g., in a HiPco buckypaper) yields several interest-
ing results. For the same excitation energy and frequency range, the HiPco
spectra exhibit fewer peaks than the corresponding inner tubes. By consider-
ing a general shift of about 1 cm−1, one can assign some – but not all – of the
inner-tube peaks to the HiPco peaks. In addition, the widths of the HiPco
peaks are about 12 cm−1, whereas the inner-tubes peaks are more than a fac-
tor of 10 narrower. In fact, the intrinsic linewidth of the inner tubes can be as
small as 0.4 cm−1 [78]. This indicates rather long phonon lifetimes and thus
remarkably defect-free inner tubes. Hence, the outer tube can be regarded as
providing a nanocleanroom in which the inner tubes grow.

For the unique assignment of an RBM peak to a specific tube chiral-
ity (n,m), the RBM frequencies and the optical transition energies must be
considered. Several groups recorded Raman maps – i.e., contour plots of the
RBM intensity vs. frequency and excitation energy – of individual SWNTs
dispersed in SDS [79, 80]. A similar Raman map of buckypaper DWNTs was
reported recently [81], as depicted in Fig. 14.

As compared to the maps of SWNTs, there is one important difference:
A specific inner tube gives rise to a whole cluster of peaks with almost the
same resonance energy. This reflects the above observation that there are
many more peaks in the inner tubes RBM spectra than geometrically allowed
tubes. The clusters originate from the same inner-tube type accommodated
in several different outer tubes. The inner–outer tube interaction depends
on the diameter difference of the two concentric shells. The stronger the
interaction, the further the inner-tube RBM shifts to higher frequencies [84].
This issue has been confirmed from a continuum model calculation in which a
Lennard-Jones potential was used to take care of the tube–tube interaction.
As depicted in Fig. 15 the rather good agreement between calculated and
observed Raman response strongly supports the above interpretation and
explains the many narrow lines in the RBM response of the inner-shell tubes
as pair spectra. Since the experimental spectrum was constructed as described
in the figure caption, the individual peak heights represent effective pair
occupations.

3.2.2 Tangential Modes and Overtones

Several attempts were made to reveal the G-line components from the inner-
shell tubes. Due to their weak dependence on the tube diameter, they strongly
overlap with the response from the outer-shell tubes. Only the G+ component
of the inner tubes is easily assigned to a peak at 1580 cm−1. A more efficient
procedure was reported by Simon et al. [2] where 13C isotope substitution
for the inner-shell tubes was used to separate the G-lines from the inner and
outer tubes.
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Fig. 14. Raman map for DWNTs. The color-coded Raman intensities represent the
response from the outer-shell tubes (low-frequency side) and from the inner-shell
tubes (main part of the figure). The open symbols depict values for individual tubes
as calculated from a symmetry-adapted nonorthogonal tight-binding model [82]
corrected for many-body effects after [83]. The full symbols represent experiments
recorded for HiPco tubes. The dashed lines connect tube families 2m + n = const.
Adapted from [81]

An analysis of the D-band overtone (D∗- or G′-band around 2560 cm−1)
for DWNTs revealed a downshift of the response from the inner-shell
tubes [85]. This was expected from previous results on HiPco tubes with
varying diameter (see the contribution by Saito et al.). However, the down-
shift was much stronger than predicted from the SWNT experiments and was
considered as a fingerprint of the high curvature of the inner-shell tubes.

The recording of the D∗ Raman line turned out to be very useful for small
externally induced lineshifts as for the same relative change the absolute
shifts are enhanced. Use of this effect was, for example, made in [86] where
an electrochemical doping-induced shift of the D∗ line was studied.

3.2.3 Temperature, Pressure, and Doping Effects

Raman spectroscopy cannot only be used to measure the optical transition
energies between the van Hove singularities or their related exciton states but
also to determine the lifetime of the excited states. This was demonstrated
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Fig. 15. Calculated RBM frequencies of inner-shell tubes as a function of wall-
to-wall distance (top) and the constructed Raman response for the (6, 4) cluster
and the spectrum obtained from the calculation with the frequencies dressed with
Lorentzian lines (bottom). Constructed means the height of each peak was normal-
ized to the maximum scattering intensity from the Raman map. After [84]

in a recent paper where the transition energies and the electronic damping Γ
was measured as a function of temperature for DWNTs [87]. Electron–phonon
coupling was found to be the reason for the temperature dependence. At low
temperatures the damping constant for the inner-shell excitation was only
30meV, and thus a factor of two smaller than the electronic damping of
SWNTs with comparable diameter.

The RBM and G-mode regions of DWNTs remain practically unchanged
after heat treatments up to 2000 ◦C [88]. However, after heating to about
1500 ◦C a sharp peak around 1855 cm−1 – attributed to vibrations of linear
carbon chains – can be observed. Since this peak arises at temperatures just
below the temperature needed for the coalescence of DWNTs, it was called
the coalescence-induced mode (CIM) [88–90].

With respect to high-pressure effects, interesting differences have been
reported between the response from inner-shell and outer-shell tubes [91,92].
Whereas the pressure coefficient for the latter follow basically the behavior
known from SWNTs, which means frequencies increase and lines broaden
significantly with hydrostatic pressure, the frequencies from the former re-
main essentially unaltered. The pressure-induced decrease of frequencies has
been ascribed to a faceting effect valid only for the outer tubes in the bun-
dles, whereas in contrast the inner tubes do not suffer from this deformation.
Interestingly, while the inner-shell tube-pressure coefficient decreases with
decreasing tube diameter, locally, for selected frequencies this trend is in-
verted, at least for the RBM. Understanding for this anomaly comes from
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the fact that clustered lines originate from the same inner tube in different
outer tubes.

Doping of DWNTs with alkali metals has been reported in several pa-
pers [93–95]. Both the outer-shell and the inner-shell tubes can accept elec-
trons from the alkali-metal donors. The response of the DWNT system to
doping is visualized by Raman scattering from the G+ band and from the D∗

band [86]. For weak doping, the G+ band shifts a few wave numbers upwards
but eventually, for strong doping, it softens by as much as 30 cm−1.

3.3 13 C Substitution and Nuclear Magnetic Resonance

The peapod-grown DWNTs allow for a selective 13C substitution of the in-
ner tubes by using 13C-enhanced fullerenes as a filling material. This en-
ables growth of DWNTs where the inner-shell tubes are highly 13C-enriched,
whereas the outer-shell tubes and all carbonaceous contaminations remain
with the natural 13C concentration of only 1.1%. This allows for a selective
spectroscopy from the inner-shell tubes with respect to vibrations and, even
more important, with respect to nuclear magnetic resonance (NMR).

Evidence for a successful filling with 13C can be provided by Raman ex-
periments. The downshift of the RBM pattern gives quantitative information
on the substitution from ω = ω0

√
(12 + c0)/(12 + c), where c0 is 0.011 and c

is the concentration of the 13C atoms on the inner-shell tubes. In cases where
the Raman response from the outer-shell and inner-shell tubes is strongly
overlapping, as for example in the case of the D-line, the isotope substitution
provides a clear separation of the Raman response. An observed substan-
tial intensity of the inner-shell D-line in peapod-grown DWNTs is surprising
on account of the very long lifetime of the RBMs. Curvature-enhanced elec-
tron–phonon coupling and details from the transformation process may be
responsible for this observation. A line broadening for the RBMs yields evi-
dence for a statistical distribution of the 13C atoms [2]. Detailed calculations
revealed that the 13C atoms do not diffuse around but rather remain localized
during the transformation process [54].

NMR spectra for 13C-enriched NTs in a DWNT system were recently re-
ported by Simon et al. [2] and by Singer et al. [96]. For the highly enriched
material (89% 13C), the NMR signal was enhanced by two orders of magni-
tude. Static and magic-angle spinning NMR revealed deviations from studies
on conventional SWNTs with respect to lineshape and linewidth. This is at-
tributed to the high curvature of the inner-shell tubes and the concomitant
broader σ–π hybridization.

The enhanced signals also facilitated the determination of the temperature-
and magnetic-field dependence of the magnetization relaxation M(t) after
π/2 pulse excitation to saturation. The relaxation was found to follow a
stretched exponential law that reflects the influence of the diameter distribu-
tion and the powder average for the DWNT system. From the temperature
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Fig. 16. Temperature dependence of 1/TT1 between 300 K and 20K for two differ-
ent fields B. The full drawn lines are as calculated for a 1D density of states with
a gap at the Fermi level. The insert depicts the linear relation between 1/T1 and
T for temperatures above 150K; adapted from [96]

dependence of M(t, T,B) the longitudinal relaxation times T1 were deter-
mined and analyzed as 1/TT1. With respect to magnetic field dependence,
1/TT1 followed a linear dependence on B−1/2, which indicates a 1D spin dif-
fusion behavior. The temperature dependence of 1/TT1 is depicted in Fig. 16.

The system exhibits Korringa behavior (1/TT1 independent of tempera-
ture) for temperatures down to 150K. From this it is claimed that essentially
all inner-shell tubes are metallic, consistent with the above-described cal-
culated metallization of the DWNT band structure. Also, the quenching of
the luminescence as found in [72] supports the NMR findings as far as the
metallization of the inner-shell tubes is concerned.

For temperatures lower than 150K the spin relaxation first decreases and
then, below 20K a gap of 2Δ = 3.7meV appears in the spin-excitation spec-
trum. The full drawn lines in Fig. 16 are as calculated from

1
TT1

= α2

∫ ∞

Δ

n(ε)n(ε + ωn)
(
−∂f

∂ε

)
dε

n(ε) =
ε√

ε2 − Δ2
for |ε| > Δ , and 0 otherwise, (1)

where α is a constant derived from the field dependence of 1/TT1 and n(ε) is
a gapped 1D density of states. Various possibilities for the origin of this gap
are discussed in terms of Luttinger-liquid behavior or a Peierls distortion.

3.4 Thermal and Chemical Stability, Mechanical Properties

It is expected that the coaxial structure of DWNTs makes them very stable
versus heat treatment under an argon atmosphere. Similarly, a high chemical
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stability can be anticipated due to the shielding effect of the outer walls.
Interesting mechanical properties can be expected with respect to kinking
resistance, stiffness, and intertube gliding.

3.4.1 Thermal Stability

Structural transformation of carbon nanostructures was first observed at
ca. 800 ◦C for nanohorns, and at ca. 1200 ◦C for catalytic CVD-derived
SWNTs [97]. For a comparative study of the thermal stability of DWNTs,
arc-discharge-derived high-purity SWNTs (Iljin Company, Korea) were used
because these tubes are believed to exhibit high structural integrity. Both
samples were thermally treated at a temperature of 2000 ◦C for 30min us-
ing a graphite-resistance furnace. No changes in the Raman spectra could
be observed for thermally treated DWNT buckypaper. On the other hand, a
reduced width of the RBM and a slightly intensified D-band were observed
for SWNTs [98].

From cross-sectional TEM images of SWNTs, a large portion of round
and small-sized (ca. 1.4 nm) SWNTs in a single SWNT bundle were struc-
turally transformed into distorted and large-sized (ca. 4–5 nm) tubes via the
well-known coalescence process [99]. Therefore, it is certain that the Raman
signals from the thermally treated SWNT buckypaper are derived from the
resonance scattering of the remaining SWNTs. The appearance of a shoul-
der at 180 cm−1 and an increased D-band intensity for thermally treated
SWNT bundles indirectly indicates the structural transformation from less-
stable small-sized tubes to more-stable large-sized tubes through the zipping
mechanism [99].

The lack of changes for DWNT buckypaper treated at 2000 ◦C suggests
among others that these samples will exhibit highly stable emitting perfor-
mance along with a low threshold voltage when they are fabricated into a
field emission display.

3.4.2 Pore Structure and Oxidative Stability
of the Bundled DWNTs

It is well known that the surface properties, including the pore texture, in
carbon nanotubes directly affect their performance in widespread applica-
tions. Up to now, SWNT-derived buckypaper has exhibited possible uses as
a hydrogen-storage material, as anode materials in lithium-ion batteries, and
as actuators or artificial muscles and sensors [86, 100–103]. This is due to an
intrinsic highly accessible surface area (derived from their nanosized diam-
eter), and the ability to handle and manipulate DWNTs. In this sense, it
was very important to evaluate the surface properties of DWNT buckypaper,
including its oxidation stability as compared with that of SWNTs, with an
eye toward understanding the structural differences between bundles of single
graphene tubules and DWNT ropes.
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Fig. 17. (a) Adsorption isotherm of SWNT- and DWNT-derived buckypapers (in-
set shows a comparative plot of the adsorption on both samples below P/P0 = 0.1),
(b) micropore-size distribution of SWNT- and DWNT-derived buckypapers using
the DFT method. The light line indicates DWNTs, whereas the dark line indicates
SWNTs. Note that small micropores below 0.8 nm, corresponding to interstitial
pores, were observed in the bundled DWNTs. After [31]

A comparative study of the pore structure and the oxidation stability
between DWNT- and SWNT-derived buckypapers yields such information.
Figure 17 shows the N2 adsorption isotherms for SWNT- and DWNT-derived
buckypapers, respectively. DWNTs exhibited a steady uptake of N2 at a
medium relative pressure (P/P0) and an abrupt uptake of N2 at high rela-
tive pressure (above 0.9), similar to a typical type II isotherm, whereas the
adsorption isotherms for SWNT-derived buckypaper shows a hysteresis loop
at high relative pressure, corresponding to a typical type IV isotherm [104].
An abrupt increase in the N2 uptake below P/P0 = 0.1 (see inset to Fig. 17a)
strongly suggests the presence of micropores smaller than 1.5 nm for DWNTs.
Furthermore, below P/P0 < 0.02, the higher uptake of N2 in DWNTs when
compared to SWNTs is directly related to the three-times larger microp-
ore volume observed in DWNTs, although the total specific surface area of
DWNTs (568.7m2/g) is lower than that of SWNTs (641.7m2/g) [31].

The pore-size distributions for both DWNT and SWNT samples were
obtained from N2 adsorption isotherms using the density-functional the-
ory (DFT) method, as shown in Fig. 17b. From this figure, both samples
exhibit similar micro- and mesopore distributions. But, the clearly observed
small micropores (ca. 0.8 nm) and the three-times larger micropore volume in
DWNTs are ascribed to well-developed intertube (or interstitial) cavities due
to the high hexagonal stacking order. In addition, a large portion of the pores
ranging from 20 to 100 nm in DWNTs (Fig. 17b) is thought to be caused by
the empty spaces created by the highly intermingled long bundles.
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Also, a comparative study of the resistance to oxidation was carried out
for both types of buckypapers using a thermal gravimetric analysis in an ar-
gon and oxygen (1%) gas mixture. The results demonstrate that DWNTs are
oxidized at a significantly higher temperature (ca. 717 ◦C) when compared to
SWNTs (ca. 541 ◦C). The high resistance to oxidation of DWNTs is derived
from their “coaxial structure” as well as the high crystallinity of the bun-
dles. Since DWNTs exhibit a high thermal stability, and DWNTs are also
structurally stable, it will be very important to compare the structural and
oxidation stability of nanotubes as a function of the number of concentric
walls within MWNTs.

3.4.3 Mechanical Properties

Mechanical properties must be considered as particularly important for
DWNTs as the stiffness and the tensile strength are expected to have higher
values due to the inner-shell tubes. Unfortunately, neither theoretical nor ex-
perimental results are available so far. On the other hand, several theoretical
end experimental papers reported on the intertube sliding properties that
may be relevant for nanobearings, nanosprings or nano-oscillators applica-
tions [3, 105–107].

The weak intertube interaction in DWNTs described above tempted sev-
eral authors to evaluate rotational bearings by molecular dynamical meth-
ods. In [3] frictional forces were determined from the heat dissipation to
the bath. Explicit results were obtained for (9, 9)@(14, 14) and (9, 9)@(22, 4)
DWNTs. Brenner potentials were used for the intralayer interaction and the
Kolmogorov–Crespi potential [59] for the van der Waals interaction between
the layers. The energy barrier for the rotation was found to decrease with in-
creasing periodicity in the circumferential direction. Since the periodicity for
the (14, 14) sleeve (outer tube) is much higher than for the (22, 4) sleeve the
barrier height was only 0.002meV/carbon for the former case and thus much
smaller than 0.06meV as for the latter case. For very high rotation rates,
the dissipation increased nonlinearly until beyond 0.5 rotations/ps the shaft
(inner-shell tube) deformed and eventually for 0.75 rotations/ps the bearing
failed by the collapsing of the shaft. As an extension to the above-described
sliding and rotary motion, Tu et al. [106] even proposed concepts for an
ac-voltage-driven DWNT motor.

Experimental results were mostly reported so far for sliding friction in
MWNTs [107–109]. Since the basic functions of the intertube sliding goes
back to DWNTs, such experiments should be mentioned here. In the work of
Kis et al. [107] cyclic telescoping motion was studied for MWNTs suspended
between an AFM tip and a platinum wire. The telescoping motion was driven
with frequencies of 0.1–100Hz from the Pt wire and observed by TEM. Forces
were measured by the AFM tip. Before starting the experiment the outer
layers of the MWNTs were burned away to liberate the core part of the tube.
Frictional forces were below the measurement limit of 1.4 × 10−15 N/atom
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with a total dissipation per cycle lower than 0.4meV/atom. Intentionally
introduced defects led to temporary mechanical dissipation, but this could be
removed by self-healing so that the original smooth motion could be retained.

4 Summary and Outlook

Double-wall carbon nanotubes must be considered as a new species in the
field of carbon nanophases. Many of the physical properties are basically a
superposition of the properties of the two constituting concentric tubes but
intertube interaction can noticeably perturb the properties of both tubes.
Raman scattering and HRTEM are the main analytical tools to study the
growth and the structure of the DWNTs.

For the preparation of DWNTs two routes are now established. One is a
large-scale method using a catalytical CVD process with especially selected
growth parameters. It can produce DWNTs with high efficiency. The other
route uses precursor materials, such as either fullerene peapods or encapsu-
lated metallocenes. It produces exclusively DWNTs with a high degree of per-
fection. There is a fundamental difference between the two precursor systems.
Whereas the fullerene precursor route needs rather high temperatures up to
1250 ◦C, the growth of DWNTs from metallocenes can already be performed
at 600 ◦C. This is possible since the metallocenes, in particular ferrocene,
are transformed to Fe3C that acts as a catalyst. The final product of the
DWNT material is different for catalyst-grown material and peapod-grown
material. The high temperature is needed in the peapod-grown material to
activate the coalescence mechanism. There is a yet unrevealed intermediate
phase between the starting peapod system and the final DWNT product.

Calculations of the electronic ground state reveal an optimum wall-to-
wall distance between 0.34 and 0.36 nm, slightly larger than the interlayer
spacing of graphite. However, in the range of its minimum, the total-energy
curve vs intertube distance is rather flat, allowing for several combinations
of inner–outer tube pairs. Experimental results from XRD, HRTEM, Raman
scattering and electron diffraction confirm this result. Due to the tube–tube
interaction, the conduction-band states of the inner-shell tubes are down-
shifted, which leads in many cases to bands crossing over the Fermi level.
This means DWNTs tend to have a metallic inner tube.

The RBM observed in Raman experiments turned out to be an excellent
analytical tool to reveal the success of DWNT growth on a bulk scale, to
study the transition from peapods to DWNTs and to unravel the details
of the Raman spectra for the inner–outer tube constituents. A very narrow
linewidth observed at least for the peapod-grown material shows evidence for
a very high degree of tube perfection. The D∗ (or G’) band is a very sensitive
indicator for any small changes of the DWNT structure.

13C substitution of the fullerene precursor material opens a new dimension
in DWNT research. DWNT systems can be grown where the inner-shell tube
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is 13C whereas the outer-shell tubes remain 12C. Measurements of the tem-
perature dependence of the longitudinal relaxation time T1 in such systems
revealed a general Korringa behavior.

Double-wall carbon nanotubes exhibit an enhanced thermal and chemical
stability as compared to SWNTs. Under inert conditions, they can survive
2000 ◦C without reaction. The tubes like to crystallize into DWNT bundles
that provide a selective pore structure appropriate for gas storage. The strong
bundling also reduces oxidative attack.

4.1 Outlook

Even though DWNTs can now be prepared in a well-defined manner, ei-
ther by CCVD or from various precursor routes, very few experiments have
been reported on the particular properties of such systems. Experiments and
theoretical analyses are needed for optical absorption, transport, mechani-
cal strength and stiffness. Only very few single-tube experiments have been
reported so far.

The higher thermal and chemical stability calls for application in charge-
storage devices and field emission.

High-curvature effects for the inner tubes and the unraveling of the secret
about the transient phase in the case of the structural transformation from
the peapods to DWNTs are other challenging problems. They include the
understanding of the importance of the Stone–Wales transformations to the
fullerene or other precursor coalescence.

Concerning the Raman experiments, the fine structure of the RBM is
understood but the noticeable intensity of the D-line from the inner-shell
tubes as it is observed, in spite of the long lifetime of the RBM phonons,
calls for a better understanding of this effect.

A very rich field of further and detailed research has been opened for mag-
netic resonance experiments, in particular for NMR where the DWNTs with
13C on the inner tubes and 12C on the outer tubes provide an excellent sys-
tem. Doping effects or outer-tube functionalization are challenging questions
that should be studied for this system. Conduction electron spin resonance
of the metallized inner-shell tubes is already a challenge for ESR. More chal-
lenges will follow once spins are introduced into the inner-shell walls by, e.g.,
using C59N for filling.
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A. Szabados, P. R. Surján: Inter-shell interaction in double walled carbon
nanotubes: Charge transfer and orbital mixing, arXiv:cond-mat/0603407

510
[63] W. Song, M. Ni, J. Lu, Z. Gao, S. Nagase, D. Yu, H. Ye, X. Zhang: Electronic

structures of semiconducting double-walled carbon nanotubes: Important ef-
fect of interlay interaction, Chem. Phys. Lett. 414, 429–433 (2005) 510

[64] S.-D. Liang: Intrinsic properties of electronic structure in commensurate
double-wall carbon nanotubes, Physica B: Condens. Matter 352, 305–311
(2004) 510

[65] M. Xia, S. Zhang, X. Zuo, E. Zhang, S. Zhao, J. Li, L. Zhang, Y. Liu, R. Liang:
Assignment of the chiralities of double-walled carbon nanotubes using two
radial breathing modes, Phys. Rev. B 70, 205428 (2004) 511

[66] J. Wei, B. Jiang, X. Zhang, H. Zhu, D. Wu: Raman study on double-walled
carbon nanotubes, Chem. Phys. Lett. 376, 753–757 (2003) 511

[67] M. Abe, H. Kataura, H. Kira, T. Kodama, S. Suzuki, Y. Achiba, K.-I. Kato,
M. Takata, A. Fujiwara, K. Matsuda, Y. Maniwa: Structural transformation
from single-wall to double-wall carbon nanotube bundles, Phys. Rev. B 68,
041405 (2003) 511

[68] J. M. Zuo, I. Vartanyants, M. Gao, R. Zhang, L. A. Nagahara: Atomic resolu-
tion imaging of a carbon nanotube from diffraction intensities, Science 300,
1419–1421 (2003) 511

[69] Z. Liu, K. Suenaga, H. Yoshida, T. Sugai, H. Shinohara, S. Iijima: Determi-
nation of optical isomers for left-handed or right-handed chiral double-wall
carbon nanotubes, Phys. Rev. Lett. 95, 187406 (2005) 511

[70] M. Kociak, K. Hirahara, K. Suenaga, S. Iijima: How accurate can the deter-
mination of chiral indices of carbon nanotubes be? An experimental investi-
gation of chiral indices determination on DWNT by electron diffraction, Eur.
Phys. J. B 32, 457–469 (2003) 511

[71] A. Hashimoto, K. Suenaga, K. Urita, T. Shimada, T. Sugai, S. Bandow,
H. Shinohara, S. Iijima: Atomic correlation between adjacent graphene layers
in double-wall carbon nanotubes, Phys. Rev. Lett. 94, 045504 (2005) 511

[72] T. Okazaki, S. Bandow, G. Tamura, Y. Fujita, K. Iakoubovskii, S. Kazaoui,
N. Minami, T. Saito, K. Suenaga, S. Iijima: Photoluminescence quenching in
peapod-derived double-walled carbon nanotubes, Phys. Rev. B 74, 153404
(2006) 511, 517

[73] T. Hertel, A. Hagen, V. Talalaev, K. Arnold, F. Hennrich, M. Kappes,
S. Rosenthal, J. McBride, H. Ulbricht, E. Flahaut: Spectroscopy of single-
and double-wall carbon nanotubes in different environments, Nano Lett. 5,
511–514 (2005) 511

[74] M. Kociak, K. Suenaga, K. Hirahara, Y. Saito, T. Nakahira, S. Iijima: Linking
chiral indices and transport properties of double-walled carbon nanotubes,
Phys. Rev. Lett. 89, 155501 (2002) 512

[75] Y. F. Li, R. Hatakeyama, T. Kaneko, T. Izumida, T. Okada, T. Kato: Elec-
tronic transport properties of Cs-encapsulated double-walled carbon nano-
tubes, Appl. Phys. Lett. 89, 093110 (2006) 512



528 Rudolf Pfeiffer et al.

[76] G. H. Jeong, A. A. Farajian, R. Hatakeyama, T. Hirata, T. Yaguchi, K. To-
hji, H. Mizuseki, Y. Kawazoe: Cesium encapsulation in single-walled carbon
nanotubes via plasma ion irradiation: Application to junction formation and
ab initio investigation, Phys. Rev. B 68, 075410 (2003) 512

[77] O. Dubay, G. Kresse, H. Kuzmany: Phonon softening in metallic nanotubes
by a Peierls-like mechanism, Phys. Rev. Lett. 88, 235506 (2002) 512

[78] R. Pfeiffer, H. Kuzmany, C. Kramberger, C. Schaman, T. Pichler, H. Kataura,
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Abstract. This chapter reviews three new experimental techniques for the study
and characterization of carbon nanotubes and the exploration of novel phenom-
ena. First, imaging and spectroscopy on the nanoscale is presented using near-field
optical microscopy. Secondly, phonon spectroscopy with atomic resolution is demon-
strated based on inelastic electron tunneling. Finally, coherent phonon generation
by ultrashort laser pulses is reviewed.

1 Introduction

Progress in science is and was often triggered by novel techniques and new
instrumentation. Within the past few years several spectroscopic techniques
have emerged that provide fascinating new insights into the properties of car-
bon nanotubes. Besides giving answers to existing physical problems, these
techniques provide access to the formulation of fundamentally new ques-
tions and the exploration of new phenomena. In this chapter we review re-
sults achieved by the application of three different experimental techniques
and discuss their potential for future studies. Nanoscale spatial resolution is
achieved with scanning near-field optical microscopy and scanning tunneling
microscopy, permitting us to interact with a single nanotube by optical or
electrical means. We review examples showing that highly confined optical
and electrical interactions can be used to generate and probe localized pho-
non modes in the vicinity of structural defects and external perturbations.
Finally, ultrashort femtosecond laser pulses are utilized to initiate coherent
phonons, i.e., synchronized lattice vibrations of nanotubes within an ensemble
that follow a single-molecule trajectory. Real-time observations of these tra-
jectories unravel phonon-mode coupling, guiding the way for phonon control
through phase-controlled optical excitation.

2 Near-Field Optical Microscopy

Photoluminescence and Raman spectroscopy are powerful tools for study-
ing the electronic and vibronic properties of single-wall carbon nanotubes
A. Jorio, G. Dresselhaus, M. S. Dresselhaus (Eds.): Carbon Nanotubes,
Topics Appl. Physics 111, 371–392 (2008)
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(SWNTs). Experiments on individual SWNTs, in particular, remove ensem-
ble averaging involving different nanotube chiralities and can help to refine
our understanding of nanotube physics. The spatial resolution achieved in
conventional microscopy, on the other hand, is limited by diffraction to about
half the wavelength of the excitation light. Thus, the spectroscopic data ob-
tained results from spatial averaging over 300 nm along the investigated nano-
tube.

Near-field optical techniques overcome the diffraction limit and can pro-
vide new insights into material properties on the nanometer scale. Several
schemes have been suggested in the past and have been implemented exper-
imentally. The widely adapted aperture approach is based on an aluminum-
coated fiber tip of which the foremost end is left uncoated to form a small
aperture (see, e.g., [1–3]). Unfortunately, only a tiny fraction (≤ 10−4 for a
100-nm aperture) of the light coupled into the fiber is emitted by the aper-
ture because of the cutoff of propagation of waveguide modes. In practice,
the spatial resolution of aperture probes is limited to about 50 nm.

Alternatively, laser-illuminated metal probes are utilized to locally en-
hance electromagnetic fields, thereby enhancing the spectroscopic response
of the system studied within a small sample volume (see, e.g., [4–10]). This
very general approach allows the study of a variety of spectroscopic signals. So
far, tip-enhanced microscopy has been applied to investigate Raman scatter-
ing and photoluminescence of SWNTs (see, e.g., [9–15]). The highest spatial
resolution achieved up to now is about 10 nm, essentially limited by the tip
size. In addition to superior resolution, near-field optical microscopy also pro-
vides significant signal enhancement by several orders of magnitude. Given
the tiny probe volume of about (10 nm)3 = 10−21 liter that is associated with
the spatial resolution, this signal enhancement is crucial for efficient sample
detection. The combination of nanoscale resolution and signal amplification
makes this technique ideally suited for investigations of localized perturba-
tions caused by defects or a nonuniform environment. In short, near-field
measurements can extract optical signals that would be averaged out in con-
ventional optical microscopy.

2.1 Experimental

Tip-enhanced optical microscopy is based on the local field enhancement at
a laser-illuminated metal probe. The enhancement originates from a combi-
nation of the electrostatic lightning-rod effect, which is due to the geomet-
ric singularity of sharply pointed structures, and localized surface plasmon
resonances that depend sensitively on the excitation wavelength. To exploit
short-ranged near-field interactions, the tip needs to be scanned in close prox-
imity to the sample surface. The tip–sample distance control is achieved as
in atomic force microscopy by probing interatomic forces and using a feed-
back control for constant-force conditions. In an image scan, topography and
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Fig. 1. Simultaneous near-field Raman image (a) and topographic image (b) of
a SWNT on glass. Scan area 200 × 200 nm2. The Raman image is acquired by
detecting the intensity of the G-band upon laser excitation at 632.8 nm. Besides the
nanotube, the topographic image shows the roughness of the glass surface. (c) Cross
section taken along the indicated dashed line in the Raman image. (d) Cross section
taken along the indicated dashed line in the topographic image. The height of the
individual nanotube is ≈ 1.0 nm. Vertical units are photon counts per second for
(c) and per nanometer for (d)

optical information are recorded simultaneously, allowing for a direct corre-
lation between structural and optical properties. As in any scanning probe
technique, the spatial resolution achieved in the experiment is determined es-
sentially by the diameter of the tip apex. In general, near-field optical images
exhibit an increased resolution compared to the topographic image because
of the dependency of the signal enhancement on higher orders of the electro-
magnetic fields [3, 16].

2.2 Results

In this section, the key applications of near-field optical microscopy are re-
viewed: 1. spectrally selective imaging with nanoscale spatial resolution, and
2. Raman and PL spectroscopy of SWNTs on a length scale of 10 nm.

2.2.1 Nanoscale Optical Imaging

Figure 1a shows a near-field Raman image of a SWNT on a glass substrate
together with the simultaneously acquired topographic image of the same
sample area in Fig. 1b. The Raman image was acquired by detecting the
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Fig. 2. Imaging of DNA-wrapped SWNTs at different magnifications: (a) Confo-
cal Raman image using an excitation wavelength of 632.8 nm. Topographic images
in (b) and (c) indicate a periodic height modulation expected for wrapping with
short DNA segments. (DNA wrapping of nanotubes was carried out following the
procedure described in [20].) Near-field Raman images (d) and (e) show the G-band
intensity around 700 nm and in photoluminescence images (f) and (g) the intensity
around 950 nm. PL occurs only in the lower section of the nanotube with the emis-
sion wavelength of an (8, 3) nanotube, while the Raman intensity is significantly
weaker. The abrupt transition from strong to weak Raman scattering combined with
the appearance of PL is interpreted as a local change in the nanotube chirality

intensity of the G-band around 1600 cm−1 after laser excitation at 632.8 nm
while raster scanning the sample. The topographic image was acquired in
the shear-force mode (noncontact mode) by applying small forces of a few
tens of pN for which the soft gold probes used are not damaged. The spa-
tial resolution can be determined from the width of the signals (FWHM)
presented as linescans in Figs. 1c and d to be about 20 nm, far below the
diffraction limit of conventional microscopy. The sharpest images of SWNTs
observed up to now feature an optical resolution of about 10 nm, limited by
the tip diameter [13].

Simultaneous near-field Raman and photoluminescence (PL) imaging
have been demonstrated in [14]. For SWNTs grown by arc discharge on glass,
highly confined PL from short segments of about 20 nm in length has been
observed. The PL from micelle-encapsulated SWNTs on mica typically stems
from longer segments of up to several hundreds of nanometers. Figure 2 shows
imaging of a DNA-wrapped nanotube at different magnifications. In the pres-
ent case, photoluminescence occurs only within about 75 nm in the lower part
of the nanotube (Fig. 2g). The intensity of the Raman signal, on the other
hand, drops exactly at the position at which PL starts to occur, indicating a
change in nanotube chirality (Fig. 2e) [17–19].

In general, the resulting signal enhancement for Raman scattering and
photoluminescence will be different. For Raman scattering, the electromag-
netic signal enhancement is caused by the enhancement of both incident field
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Eincident and scattered field and scales approximately as ≈ [Elocal/Eincident]4,
where Elocal is the local electric field [21].

For photoluminescence, on the other hand, three contributions occur that
can be discussed in terms of the corresponding transition rates. First, the
enhancement of the incident field is linked to an enhanced excitation rate
proportional to [Elocal/Eincident]2. Secondly, tip-induced modifications of the
local photonic mode density can increase the spontaneous emission rate and
hence the PL quantum yield (Purcell effect). Finally, the nonradiative de-
cay rate can be increased due to quenching by the metal tip. The relative
contributions of the three effects depend on the distance between tip and
sample and the mutual orientation of the tip and transition dipole [8, 22–24].
Since the PL quantum yield is very low for SWNTs on substrates, typically
about 10−4, it could be increased substantially by an enhanced radiative
rate. Remarkably, the observed enhancement of the PL signal will depend on
the PL quantum yield of the nanotube in the absence of the metal tip. On the
basis of simultaneously recorded Raman scattering images with and without
a metal tip, signal enhancements for PL and Raman scattering have been
determined quantitatively in [14]. Near-field enhancement was found to be
much stronger for PL than for Raman scattering, indicating that it is possible
to increase the PL quantum yield of SWNTs using metallic nanoparticles.

2.2.2 Nanoscale Optical Spectroscopy

The optical resolution apparent in Fig. 1 shows that the enhanced field is
laterally confined to the size of the metal tip, i.e., within 20 nm. Hence, the
near-field signal detected on top of a nanotube results from a very short
section of about 20 nm in length, giving an insight into the local electronic
and structural properties. Near-field spectroscopic Raman imaging has been
utilized to visualize variations of the RBM frequency along nanotubes on
the nanoscale. Figure 3 shows high-resolution images of nanotubes grown
by arc discharge, Fig. 3a, and by CVD, Fig. 3c. Near-field Raman spectra
taken along the nanotube at positions 1–4 are presented in Figs. 3b and
3d, respectively. While the RBM frequency of the arc-discharge nanotube
varies strongly by up to 15 cm−1 on a length scale of several 10 nm, uniform
characteristics are observed for the CVD nanotube, indicating a more uniform
growth process [13].

Near-field photoluminescence spectra taken along a nanotube in steps of
30 nm are presented in Fig. 4 [14]. The spectral position and shape of the
photoluminescence is found to vary significantly on the nanoscale. From the
spectra it is clear that the observed photoluminescence emission is in fact
composed of multiple emission bands with different emission energies and
varying relative contributions. Due to its limited spatial resolution, standard
confocal spectroscopy would only show a single broadened luminescence peak
resulting from a superposition of individual bands. The observed local ener-
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Fig. 3. Near-field Raman spectroscopy: (a) and (c): Near-field spectral images
for the RBM of an arc-discharge-grown SWNT (ωRBM = 143 cm−1) and a SWNT
grown via CVD (ωRBM = 173 cm−1), respectively. The integration time was 210ms
per pixel. (b) and (d): Corresponding RBM spectra for several locations along
the length of the SWNTs as marked. The most notable feature is the spectral
wandering of the RBM peak for the arc-discharge-grown nanotube and the variation
in intensity. In comparison, RBM scattering for the CVD-grown nanotube shows
no such variations (from [13])

getic fluctuations are most likely related to changes of the dielectric function
of the environment and the presence of charged adsorbates.

Other examples for tip-enhanced near-field spectroscopy on SWNTs in-
clude the investigation of intramolecular junctions based on RBM and G-
band variations [19] and the observation of highly localized phonon modes
at the end of a nanotube [25]. Diameter-selective near-field Raman analysis
and imaging of isolated carbon-nanotube bundles was shown in [15]. In [26],
nanoscale uniaxial pressure effects on a carbon-nanotube bundle were stud-
ied. Upon applying large forces of up to 2.4 nN using contact-mode AFM,
significant spectral shifts in the RBM frequencies and variations in the G-
band frequencies have been observed.
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Fig. 4. (a) Near-field photoluminescence spectra taken along positions 1–6 in steps
of 30 nm indicated in the near-field photoluminescence image of the SWNT in (b).
The spectral position and shape of the photoluminescence is found to vary signifi-
cantly on the nanoscale (from [14])

2.3 Outlook

Near-field optical spectroscopy provides a unique tool to study the correla-
tion between local structural and electronic properties that determine Ra-
man and photoluminescence spectra. In addition, near-field PL spectroscopy
allows study of the influence of the local dielectric environment on the emis-
sion properties of SWNTs. Combined with the powerful toolbox of laser spec-
troscopy, such as impulsive coherent phonon generation presented in the third
part of this chapter and other time-resolved techniques (see the contribution
by Ma et al.), real-time observations of exciton dynamics and propagation
along a single nanotube could come within reach.

At present, we have to improve our understanding of the image forma-
tion and signal-enhancement processes that are known to differ for Raman
scattering and photoluminescence. In particular, radiative rate enhancement
and photoluminescence quenching, known to be crucial for single-molecule
fluorescence studies [23, 24], have to be quantified for SWNTs. Near-field op-
tical images and spectra feature not only higher spatial resolution compared
to data achieved by conventional microscopy, but they also result from a
different type of interaction. More specifically, high spatial resolution results
from field confinement that requires the presence of evanescent fields with k-
vectors that exceed the k-vectors of propagating waves by more than an order
of magnitude. Far-field optical transitions in the visible occur only within the
light cone formed by k-vectors that obey k = 2π/λ ≈ 0.01 nm−1 and these
k-vectors are thus far smaller than the range of k-vectors in the Brillouin
zone of nanotubes for which k ≈ 1 nm−1. In the optical near-field it could
be possible to initiate “nonvertical” electronic transitions connecting states
with different k-vectors within the whole Brillouin zone (see, e.g., [27, 28]).
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Fig. 5. Energy diagram for elastic tunneling (a), inelastic tunneling by phonon
emission (b) and by phonon absorption (c). Fermi energy EF and phonon energy
�ω are indicated

Besides giving access to a new class of optical transitions that could be used
to characterize the electronic band structure of nanotubes, such knowledge
would guide the way to design schemes for “nanotube photonics” utilizing
efficient coupling of electromagnetic radiation to nanotubes.

3 Phonon Spectroscopy Using Inelastic
Electron Tunneling

Scanning tunneling microscopy (STM) has been used extensively to visual-
ize carbon nanotubes with atomic-scale resolution (see, e.g., [29, 30] and the
contribution by Jorio et al. in this book). Spectroscopy, performed by tak-
ing the first derivative of the tunneling current dI/dV (V ), reveals the local
density of states (LDOS) leading to the well-known curves for metallic and
semiconducting nanotubes characterized by van Hove singularities (vHS). In
this section we review recent results achieved by inelastic electron tunneling
spectroscopy (IETS). Combined with scanning tunneling microscopy (IETS-
STM), vibrational maps of individual nanostructures and molecules can be
recorded with atomic-scale resolution (see, e.g., [31]).

In IETS, peaks in the second derivative of the current–voltage charac-
teristics (d2

I/dV 2(V )) appear at voltages Vi given by the quantum relation
eVi = �ωi, where ωi are the vibrational frequencies of the nanotube. The
peaks occur because of a small increase in the conductance of the junction
formed by the STM tip and the nanotube due to the presence of additional
tunneling channels when the bias voltage V exceeds the inelastic threshold.
When eV ≥ eVi = �ωi electrons can tunnel inelastically, losing energy to a
vibrational excitation (Fig. 5).

3.1 Experimental

Current–voltage (I–V ) spectroscopy is performed by keeping the STM tip
stationary above the nanotube, switching off the feedback, and recording
the current as a function of the voltage applied to the sample. Within sev-
eral approximations, the first derivative is proportional to the local den-
sity of states ρ(r0, E) at the location of the tip apex r0 according to
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dI/dV (V ) ∝ ρ(r0, EF + eV ), where EF is the Fermi energy. Experimen-
tally, dI/dV (V ) curves are measured by superimposing a sinusoidal voltage
ΔV with frequency f on the bias voltage followed by signal demodulation
at f . In inelastic tunneling spectroscopy, the second derivative d2

I/dV 2(V )
is extracted by signal demodulation at 2f [31–34]. Local IETS spectra are
measured by ramping the bias voltage V at a fixed sample position while
recording d2

I/dV 2(V ) (see Fig. 7b). Alternatively, images of specific vibra-
tional modes can be obtained by raster scanning the tip at constant bias
voltage V in the constant-current mode to record the surface topography
while recording d2

I/dV 2(V ) (see, e.g., [33]).
In order to observe transitions involving phonons in carbon nanotubes,

electron energies eV have to be in the range of vibrational energies, e.g.,
�ωRBM, requiring measurements at low bias voltages V . To avoid thermal
excitation, the sample has to be cooled down to low temperatures. For STM
measurements, nanotubes have to be in direct contact with a conductive
substrate, while the resistance of the junction formed by the nanotube and
the metal substrate can typically be neglected compared to the tunneling gap.
Alternatively, partly suspended nanotubes bridging trenches can be studied.
In this case, the nanotube establishes current flow to contacts on either side
of the trench.

3.2 Results

Vitali et al. [32,34] presented the first inelastic tunneling images of nanotubes
and demonstrated the enormous potential of IETS-STM for the investigation
of localized perturbations in carbon nanotubes. In a first step, the signatures
of the radial breathing mode (RBM) have been identified in IETS spectra.
Figure 6 shows d2

I/dV 2(V ) spectra obtained for eight nanotubes with differ-
ent structural parameters (n,m). Direct chirality identification results from
atomic-scale STM images reflecting both nanotube diameter dt and chirality.
Additionally, nanotube diameters are determined using the known relation
to the energy separation of the vHS measured by dI/dV curves. Based on
this data the linear relation between the radial breathing mode frequency
and the inverse nanotube diameter ωRBM = α/dt was verified and the scaling
factor α was determined to be 262meV/Å ≈ 210 cm−1 nm in good agreement
with Raman scattering and photoluminescence data (see the contributions by
Saito et al. and by Lefebvre et al.).

In a series of experiments, phonon modes in the vicinity of localized de-
fects and perturbations have been imaged and investigated spectroscopically.
Figure 7b shows vibrational spectra taken along the white dotted line in
Fig. 7a [32].

From the topographic image in Fig. 7a three different regions can be dis-
tinguished, labeled (1)–(3), featuring clearly different phonon characteristics.
In region (1) up to about 160 Å, a metallic (17, 14) nanotube is identified ex-
hibiting an RBM energy of 12meV (Fig. 7b). In region (2) at position 170 Å,
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Fig. 6. (a) IETS-STM spectra of eight different isolated SWNTs, obtained at 6K
as the d2I/ dV 2(V ) lock-in signal with a bias modulation of ΔV = 10meV at
a frequency of f = 2.7 kHz in the energy range of the RBM. Each spectrum is
labeled by the (n, m) pair of the respective nanotube. (b) Frequency of the RBM of
isolated SWNTs plotted against the inverse nanotube diameter together with the
linear scaling relation ωRBM = α/dt. The experimentally observed peak energies
in the IETS and the theoretically calculated phonon energies are shown as solid
squares and open circles, respectively (from [32])

Fig. 7. Changes in the local vibrational properties of a SWNT associated with the
presence of local defects. (a) Topographic image of a (17, 14) nanotube containing
an intramolecular junction and a closed end. The transitions between the corre-
sponding regions (1) to (3) are highlighted by black dashed lines. (b) Color scale
map of the d2I/ dV 2(V ) spectra as a function of energy and position along the
nanotube. The white dotted line in (a) indicates the sampling positions along the
nanotube axis where the IETS spectra were taken (from [32])
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the diameter abruptly decreases from 21.2 to 9.7 Å while the chiral angle is
preserved. Surprisingly, no radial breathing mode is observed. Region (3) con-
tains the closed ending of a semiconducting nanotube ((8, 6) or (8, 7)) with
a phonon energy of 29meV. The absence of the RBM in section (2) indi-
cates that a minimum nanotube length of about 3 nm is necessary to sustain
an RBM vibration.

Imaging of higher-energy modes at 200meV corresponding to the Raman
G-band modes was demonstrated in [34]. Investigations of a crossed junction
between nanotubes revealed a pressure-induced metallization at the junction
associated with pronounced spatial variations of phonon properties.

In a different type of experiment, LeRoy et al. [35] demonstrated that
phonons in nanotubes can be generated and controlled by inelastic electron
tunneling. The experimental configuration is shown schematically in Fig. 8d.
At lower tunneling currents (Iset = 100 pA), dI/dV curves of partially sus-
pended nanotubes were found to exhibit the well-known Coulomb staircase
with Coulomb peaks resulting from single-electron charging (Fig. 8a). For
higher currents exceeding 300 pA, additional peaks occurred on either side of
the Coulomb peaks. These peaks, marked by “Em” and “Abs” for emission
and absorption, respectively, in Fig. 8e, increase in intensity with increas-
ing current and can become even stronger than the Coulomb peak “C” for
high currents. The energy difference between the main and side peaks, on
the other hand, remains constant, being equal to the energy of the radial
breathing mode of the investigated nanotube.

The appearance of equidistant side peaks reflects additional tunneling
channels caused by the electronic generation of phonons. More specifically,
peaks on the side towards lower voltages, corresponding to tunneling electrons
with smaller energies, indicate phonon-assisted tunneling by the absorption
of a phonon (Fig. 5e). Phonon emission, on the other hand, allows tunneling
of electrons with higher energies. Phonon absorption at the extremely low
temperature of the experiment (5K) is surprising and can only be explained
by a current-induced nonequilibrium phonon population. Current-induced
heating is also responsible for the enhancement of the peaks on the high-
energy side through stimulated phonon emission.

The new peaks that are observed for increased values of the current allow
estimation of the lifetime of the phonon in an individual SWNT. The fact
that side peaks on the low-energy side are visible only for higher currents,
i.e., faster rates of electron-tunneling, implies that the decay time for the
phonon mode in this SWNT is longer than the average time between electron-
tunneling events at these rates. For example, for the case of Fig. 8b, the
current for the first absorption peak visible at −0.15V gives an average rate
of electron-tunneling events of 1.44 × 108 s−1. From this, a phonon decay
time of at least τ = 7ns is deduced that is much longer than the typical
times extracted from Raman experiments [36]. Remarkably, this decay time
corresponds to a lower bound for the quality factor Q = τνRBM of 20 000 for
the RBM in these suspended nanotubes.
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Fig. 8. Current dependence of phonon-assisted tunneling. (a) Normalized differ-
ential conductance of a metallic SWNT as a function of sample voltage taken with
a low setpoint current I set at −0.6 V. The tip is located at the center of the sus-
pended SWNT shown schematically in (d). A series of sharp peaks is visible due to
the Coulomb staircase as the Fermi level of the substrate aligns with unoccupied
states of the SWNT. (b) and (c): Same as (a) with increasing setpoint current.
A series of side peaks has appeared near the main Coulomb staircase peaks due to
the absorption and emission of phonons. (e) Zoom-in on one of the peaks marked in
(c) showing side peaks corresponding to the emission (Em) and absorption (Abs)
of phonons (from [35])

3.3 Outlook

Inelastic electron tunneling spectroscopy is a powerful tool for in depth inves-
tigations of electronic and vibrational properties in the vicinity of defects and
external perturbations. Atomic-scale resolution gives access to new questions
such as the minimum structural length required to sustain a phonon mode
in nanostructures.

As for any novel technique, open questions remain regarding the details
of the signal formation, i.e., the local requirements for electron tunneling and
the interaction between tunneling electrons and phonons in the particular
sample material. Selection rules for phonon generation by inelastic electron
tunneling have been developed for different molecular systems (see, e.g., [37])
and need to be refined for nanotubes. In general, both optically active and
inactive phonon modes are observable in IETS although with varying signal
contributions [38, 39]. Furthermore, recent investigations on HOPG revealed
that phonon generation is not limited to phonons with small k-vectors, and
phonons with large momentum can be excited as well [38]. The geometri-
cal configuration of the tunneling system, on the other hand, could lead to
restrictions to phonons in certain regions of the Brillouin zone. For a quan-
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titative analysis of IETS-STM data, the properties of the tip, such as its
density of states and shape, will become relevant.

4 Coherent Phonon Generation and Detection

Phonons in SWNTs are usually studied by resonant Raman spectroscopy pro-
viding a wealth of information on the most fundamental properties including
the vibronic and electronic structure as well as electron–phonon coupling.
In conventional continuous wave (cw) Raman scattering, on the other hand,
only ground-state vibrations can be studied, whereas photoexcited-state vi-
brational dynamics and energies remain largely unknown. With the advent
of ultrafast laser spectroscopy, it became possible to monitor photo-induced
electronic and vibrational dynamics on a femtosecond timescale (see also the
contribution by Ma et al.). In general, time-domain observations of phonon
dynamics require the generation of coherent phonons (CP), i.e., inphase lat-
tice vibrations of an ensemble of the same species that add up constructively
to generate a detectable signal. Coherent phonons have been observed in a va-
riety of different systems including thin films, semiconductor nanostructures
and fullerenes (see, e.g., [40–42]).

Coherent phonon generation in nanotubes can be described by the mech-
anism of displacive excitation (DECP) [43–45]. After excitation by an ultra-
short pump pulse, the electronically excited system rapidly reaches quasiequi-
librium in a time short compared to nuclear response times. If the excited-
state electronic configuration is associated with a different equilibrium nu-
clear configuration, the system will start to oscillate around the new energetic
minimum (Fig. 9). The frequency of the oscillation is given by the vibronic
frequency associated with the modified configurational coordinate. Besides
the formation of wavepackets in the excited state, this process also generates
ground-state coherence. In the case of redshifted excitation for example, the
pump pulse leaves a hole in the ground state near the region for larger dis-
placements with respect to equilibrium (Fig. 9b). The nuclear distribution is
therefore effectively centered at smaller displacements corresponding to an
oscillating ground state wavepacket.

These oscillating wavepackets induce a periodic modulation of the Frank–
Condon envelope of the involved electronic transitions, namely ground-state
absorption and stimulated emission, which is reflected into transmission mod-
ulation at both ground- and excited-state vibrational frequencies. Once CPs
are created, the vibrational motion of an ensemble of nanotubes is that of a
single-molecule trajectory until the coherence of the wave packets is destroyed
by intra- and/or inter-tube processes.

Within the DECP model, coherent phonon generation is possible only for
A1 symmetry Raman-active vibrational modes for which the quasiequilibrium
nuclear coordinate is displaced with no change in lattice symmetry. In the
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Fig. 9. Schemes illustrating the generation of wavepackets formed by coherent
phonons upon displacive excitation (DECP) for three different pump carrier fre-
quencies. Excitation at the absorption maximum (a), redshifted (b) and blueshifted
excitation (c). Wavepackets in the electronic ground and excited state evolve in
time, following the arrows driven by different nuclear equilibrium configurations
described by the coordinates q0 and q∗, respectively [46, 47]

case of nanotubes, these are the radial breathing mode (RBM) and the high-
energy C–C stretching modes that are part of the G-band.

4.1 Results

A theoretical description of coherent phonons in carbon nanotubes and their
role in selective cap opening of finite-length nanotubes has been presented
in [45, 48]. Experimentally, coherent phonons in SWNTs have only recently
been studied for the first time [49–51]. The results presented in the following
demonstrate that ultrafast laser spectroscopy allows us to selectively prepare
vibrational wavepackets in nanotubes and to monitor their dynamics and
coupling to different modes in real time.

Coherent phonons are studied experimentally using optical pump-probe
techniques [49–51]. In these techniques, the observed quantity is the differ-
ential transmission (ΔT (τ)/T = (T ∗(τ) − T )/T ), i.e., the normalized ratio
between the transmission T ∗ after pulse excitation at time τ and without
pulse excitation T (see also the contribution by Ma et al.). Coherent modes
manifest themselves as a temporal modulation of the transmission with the
frequency of the coherent mode. To excite such modes, laser pulses with a
duration shorter than the inverse of the fundamental vibrational frequency
are a prerequisite.

The publication by Lim et al. [51] is focused on the comparison of co-
herent phonon (CP) and resonant Raman scattering (RRS) data and on the
dependency of the CP signal intensity on excitation energies. Lim et al. used
a degenerate pump-probe scheme in which excitation and probe pulses have
the same wavelength with a pulse duration of 50 fs. Figure 10a shows the
pump-probe time trace (ΔT/T ) acquired within the first 16 ps after pulse
excitation at 800 nm. The decay of the pump-probe signal occurs within a
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Fig. 10. (a) Pump-probe time-domain data taken at a center wavelength of 800 nm.
The decay of the pump-probe signal within several picoseconds reflects the decay
of the excited-state population. The inset is a zoom-in of the data between 0.3
and 6 ps, highlighting the CP contribution to the signal. (b) Coherent phonon
oscillations excited and measured at five different photon energies. The individual
traces are offset for clarity. The slower decay of the excited-state population has
been subtracted (from [51])

few picoseconds and reflects the decay of the excited-state population. In ad-
dition, the time trace exhibits high-frequency modulations that are clearly
seen in the inset showing a magnified view.

For different pump-probe wavelengths beating patterns with different
modulation frequencies occur, as shown in Fig. 10b. To determine the fre-
quencies of these oscillations, the Fourier transform of the time-domain data
are calculated. As an example, the resulting CP spectrum for 765 nm is pre-
sented in Fig. 11. Based on the pulse length of 50 fs used in the experiment,
frequencies up to 1/100 fs−1 corresponding to 330 cm−1, the regime of the
radial breathing mode, are accessible. Also shown are resonant Raman scat-
tering data obtained after cw excitation at the same wavelength. CP and RRS
feature very similar peak positions. Obviously, the modulations observed in
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Fig. 11. Phonon spectrum detected at a center wavelength of 765 nm obtained
from resonant Raman scattering (RRS) and coherent phonon (CP) measurements
in the frequency range of the RBM (from [51])

Fig. 10 result from coherent oscillations of the radial breathing mode coor-
dinate, i.e., the diameter of the nanotubes. In other words, upon short-pulse
laser excitation, all nanotubes of a certain species within the sample breathe
in phase.

Upon close examination, the authors found three noticeable differences
between the CP and RRS data sets established for the same sample. First,
the spectral width of the phonon bands in the CP spectra is decreased from
5–6 cm−1 to 3 cm−1 as compared to RRS spectra. Remarkably, this value
is identical to the homogeneous linewidth derived from Raman scattering
spectra for individual SWNTs in [36] after correcting for instrumental broad-
ening and substrate effects. Secondly, while the chirality dependencies of the
signal intensities feature similar family behavior for (n − m) mod 3 = 1, 2
suggesting the same role of electron–phonon coupling, different trends for
(2n + m) = const are observed. Namely, in Raman scattering, the signal
strength decreases as (2n + m) increases, whereas the CP signal increases
with increasing (2n + m). At present, no explanation is available for this re-
sult. Furthermore, intensity maps of the CP and RRS signal vs. excitation
energy exhibit similar main-peak positions indicating that CPs and phonons
from spontaneous Raman scattering are generated efficiently for the same
energies. CP excitation spectra, however, exhibit a symmetric double peak
with an intensity minimum at the energy with maximum absorption strength.
This is a typical feature of coherent phonon signals reflecting the dependency
of the nuclear displacement on the derivative of the optical lineshapes [46,47].

Gambetta et al. [50] studied coherent phonon generation in a nondegener-
ate pump-probe scheme using a time resolution better than 10 fs. The short
pulse duration allows for observing high-frequency phonons up to approxi-
mately 2200 cm−1 covering the range of the radial breathing mode and the G-
band modes. The time trace of the differential transmission detected, shown
in Fig. 12, exhibits slow and fast modulations with periods of 132 fs and 21 fs
resulting from RBM and G-band vibrations, respectively. The modulation
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Fig. 12. Differential transmission (ΔT/T ) dynamics of SWNTs. (a) Excitation
and probing by a sub-10 fs visible pulse; probe energy is 2.1 eV. The inset shows a
portion of the trace acquired with a higher sampling rate, to fully resolve the high-
frequency modulation. (b) Fourier transform (FT) power spectrum of the time trace
shown in (a). Inset: the solid line is the zoom of the FT power spectrum, showing
sidebands around the G mode. Regular spacing between the modes is indicated by
labels and double-headed arrows. (c) Continuous-wave Raman spectrum obtained
with HeNe excitation (from [50])

depth decays slowly, with a time constant of T2 ≈ 1.6 ps, allowing more than
20 RBM oscillations to be detected.

Figure 12b shows the coherent phonon spectrum achieved by taking the
Fourier transform of the time trace together with the cw Raman spectrum
in Fig. 12c. In the CP spectrum the contributions from the RBM around
250 cm−1 and the G mode at 1588 cm−1 are clearly identified. In addition
to the dominant RBM and G-band, the CP spectrum contains small peaks
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Fig. 13. Analysis of the frequency modulation of the G mode. Sliding-window
Fourier transformation analysis of the data in the inset of Fig. 12. The measured
G-band mode peak position is plotted as a thin solid line. Inset: FT power spectrum
of the time dependence of the band peak position from (a) (dashed line); solid
line: FT power spectrum of the time trace shown in Fig. 12a (from [50])

that do not correspond to any feature in the Raman spectrum. These small
peaks are almost equally spaced with the frequency of the RBM, as can be
seen from the inset in Fig. 13b. Analysis of the instantaneous frequencies and
amplitudes of the G-band vibration using a sliding-window Fourier transfor-
mation analysis are shown in Fig. 13a. The frequency of the G-band vibration
is clearly modulated in time at the frequency of the RBM. Hence, after pulsed
excitation, the G-band mode frequency depends on the RBM configuration;
in other words, the high-frequency mode follows the low-frequency mode adi-
abatically.

From the amplitude ratio between the central peak and anharmonic side-
bands, the anharmonic coupling constant can be derived based on a simple
model of coupled harmonic oscillators. From the experimental data, Gam-
betta et al. estimate a coupling constant of 2 cm−1 in agreement with theo-
retical predictions for the excited-state. For the electronic ground state, on
the other hand, theoretical calculations predict nearly zero coupling between
G-band mode and RBM. Gambetta et al. describe the excited-state nuclear
configuration by a localized corrugation of the nanotube connected to a di-
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ameter increase of about 4×10−4 nm. A similar trend with a somewhat larger
displacement of about 1 to 2% has been predicted by [45].

4.2 Outlook

Up to now, experimental studies report only on CP in semiconducting nano-
tubes. The lack of RBM modes of metallic nanotubes indicates that coherence
is either not generated or not preserved in these types of nanotubes. In agree-
ment with the DECP model, generation of coherent phonons appears to be
limited to A1-symmetry modes with zero momentum such as the RBM and
G-band modes. At present, several open questions remain regarding the de-
tails of the generation process. In particular, an a-priori distinction between
ground- and excited-state coherent phonons is not possible. Experimentally,
the different contributions can only be distinguished by the detailed investi-
gation of the initial phase and the temperature dependence of the signal [46].
A general description of coherent phonon generation showed that DECP is
not a distinct mechanism, but a particular case of stimulated Raman scat-
tering [52].

In summary, real-time observations of coherent phonon dynamics provide
information on the vibrational properties of SWNTs that are not achiev-
able by conventional Raman spectroscopy. In particular, photoexcited modes
and coupling between different modes can be studied with great flexibility.
Given the enormous versatility of tools provided by today’s ultrafast laser
spectroscopy, optical control of vibrational states in SWNTs could be en-
visaged [53, 54]. In addition, combined with near-field optical microscopy,
phonon populations in nanotubes could be generated and manipulated by
adaptive pulse shaping on the nanoscale [55].
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Abstract. We review recent progress in the theoretical and experimental studies
of single-wall carbon nanotubes in high magnetic fields. Low-temperature magneto-
transport experiments demonstrate the influence of quantum interference, disorder,
and band-structure effects. Magneto-optical spectroscopy has been used to show the
effects of the Aharonov–Bohm phase on the band structure and on the excitonic
properties of carbon nanotubes.

1 Introduction

Single-wall carbon nanotubes (SWNTs) in magnetic fields provide a wide
range of new scientific opportunities [1–5]. In a magnetic field parallel to
the nanotube axis, their band structure is predicted to change dramatically
due to the Aharonov–Bohm (AB) phase generated around the nanotube cir-
cumference (see the contribution by Ando in this volume). The bandgap is
expected to oscillate between zero and a finite value as a function of the mag-
netic flux φ threading the nanotubes with a period φ0 = e/h, the magnetic
flux quantum, where e is the electronic charge and h is the Planck constant.
A perpendicular magnetic field leads to a distinctly different behavior: the
zero-field band structure with one-dimensional (1D) van Hove singularities
(VHSs) gradually changes into a Landau-level spectrum as the magnetic field
increases. The large diamagnetic susceptibility for magnetic fields perpendic-
ular to graphene sheets leads to highly anisotropic magnetic susceptibilities
for nanotubes, which in turn causes magnetic alignment. These effects are
expected to lead to novel magnetic, magneto-transport, and magneto-optical
phenomena, some of which have been observed in recent experiments. Low-
temperature magneto-transport experiments have found a variety of new phe-
nomena, which are the combined result of quantum interference, disorder, and
band-structure effects. Magneto-optical spectroscopy has been demonstrated
to be an extremely powerful tool for investigating magnetic-field effects on
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Fig. 1. Density of states of the (10, 10) nanotube for several magnetic flux values

the band structure and excitonic properties of carbon nanotubes. This re-
search field is evolving rapidly, and we present here a personal overview of
the current situation.

2 Band Structure in Magnetic Fields

2.1 Parallel Field: Role of the Aharonov–Bohm Phase

As fully described in [1], the AB effect [6] of a parallel magnetic field (B) has a
profound influence on the band structure of carbon nanotubes through field-
dependent modulations of the phase of the electronic states. In particular,
an energy gap opens up in a metallic tube and oscillates with B. A magnetic
field can thus transform a metallic system into a semiconducting one and vice
versa [2, 3, 7, 8]. See Fig. 1 for the density of states (DOS) for a (10,10) tube
for several values of magnetic flux φ/φ0.

An expression for the energy gap for (n,m) tubes with n−m = 3� (�: in-
teger) can be derived as Eg = 3E0φ/φ0 (0 ≤ φ ≤ φ0/2) and 3E0 |1 − φ/φ0|
(φ0/2 ≤ φ ≤ φ0), where E0 ≡ 2πac−cγ0/|Ch|, where Ch is the chiral vector,
aC–C is the C–C bond length (0.142 nm), and γ0 is the C–C transfer integral
(≈ 3 eV). Numerically, Eg ≈ 40meV at 60T for the (10, 10) tube (diameter
dt = 1.4 nm), and Eg ≈ 75meV at 50T for the (22, 22) tube (dt ≈ 3 nm). To
achieve φ = φ0 in nanotubes with dt of 1 nm, 10 nm, 20 nm, and 40 nm, one
needs, respectively, magnetic fields of 5325T, 53T, 13T, and 3T.

Semiconducting tubes [i.e., (n,m) tubes with n−m = 3�±1] are affected
in a similar way, but the gap expression is slightly different. One finds that
Eg = E0 |1 − 3φ/φ0| for (0 ≤ φ ≤ φ0/2) and E0 |2 − 3φ/φ0| for (φ0/2 ≤
φ ≤ φ0). Hence, the initially finite gap (E0) continuously decreases with
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Fig. 2. Energy dispersions of the (10, 0) tube in a perpendicular field plotted ver-
sus dimensionless wavevector η = k‖|T |/2π for several values of the dimensionless
inverse magnetic length ν: (a) 0.0, (b) 1.0, (c) 2.0, and (d) 3.0. Energy at k‖ = 0 as
a function of ν2/dR [dR: highest common divisor of (2n+m, n+2m)] for (e) (20,0),
(f) (20,20), and (g) (9,9) tubes, using γ0 = 2.9 eV. Adapted from [4]

increasing φ, reaching zero at φ = φ0/3. The gap further opens as φ increases
from φ0/3, reaching a local maximum (E0/2) at φ = φ0/2, before closing
again at φ = 2φ0/3 and finally recovering its original value of E0 at φ = φ0.

These theoretical predictions have been partially verified by recent inter-
band magneto-optical studies on semiconducting SWNTs [9–12], as described
in Sect. 5. In addition, recent experimental magneto-transport studies have
shown various manifestations of the AB effect, including band structure and
quantum interference effects [13–20], as described in Sect. 4.

2.2 Perpendicular Field: Onset of Landau Levels

When a perpendicular B is applied, the 2D vector potential in the Landau
gauge for the nanotube surface is given by A = (0, (|Ch|B/2π) sin(2πx̃/|Ch|)),
with (x̃, ỹ) being unit vectors in the circumferential and axial directions,
respectively. Energy dispersions can then be calculated at different values
of B [2, 7]. In Fig. 2, the energy E/γ0 is shown as a function of the dimen-
sionless wavevector k‖|T |/2π for several values of the dimensionless inverse
magnetic length ν = |Ch|/2π�m, where k‖ is the 1D wavevector along the
tube axis, T is the fundamental 1D translational vector, and �m =

√
�/eB.
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Fig. 3. Density of states of the (10, 10) tube in a perpendicular magnetic field. The
field strength is expressed in terms of the dimensionless parameter ν = |Ch|/2π�m,

where �m =
√

�/eB is the magnetic length. Adapted from [21]

As seen in Fig. 2, as B increases, subband dispersions are suppressed,
particularly in the vicinity of the charge-neutrality point (CNP). Using the
k p method, an expression for the eigenstates close to the K points can be
derived analytically for metallic tubes in a B field. The k p equation at the
CNP (δk = 0) in a perpendicular B field is decoupled into two equations [7]

(

− ∂

∂x̃
+

|Ch|
2π�2m

sin
(

2πx̃

|Ch|

))

Fk
A(x̃) = 0 , (1)
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+
∂
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+
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Fk
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from which two independent solutions can be obtained

ΨA(x̃) =
(

1
0

)
FA(x̃) , ΨB(x̃) =

(
0
1

)
FB(x̃) ,

FA(x̃) =
1

√
|Ch|I0(2ν2)

exp
[
−ν2 cos

(
2πx

|Ch|

)]
,

FB(x̃) =
1

√
|Ch|I0(2ν2)

exp
[
+ν2 cos

(
2πx

|Ch|

)]
,

where I0(2ν2) is the modified Bessel function of the first kind. For sufficiently
large B (ν � 1), these wavefunctions become strongly localized in the circum-
ferential direction; i.e., ΨA(x̃) is localized around x̃ = ±|Ch|/2 at the bottom
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side of the cylinder, whereas ΨB(x̃) is localized around the top side x̃ = 0. As
a result, the boundary condition on the wavefunction becomes irrelevant, and
the resulting band structure, starting from an initially metallic or semicon-
ducting nanotube, becomes identical. For a small δk around the K points,
the low-energy properties are described by an effective Hamiltonian that can
be determined by the two degenerate states ΨA and ΨB as [7]

Heff =
(

0 −iγ0δkI−1
0 (2ν2)

+iγ0δkI−1
0 (2ν2) 0

)
, (3)

whose eigenvalues are E±
q=0 = ±γ0|δk|/I0(2ν2), with group velocity v =

γ0/�I0(2ν2), while the DOS becomes ρ(EF) ∼ I0(2ν2)/πγ0 ∼ eν2
/
√

4πν2

(ν � 1) . The DOS at the CNP thus diverges exponentially with increasing B.
This is shown in Fig. 3 for the (10, 10) tube for several values of B expressed
in terms of the dimensionless inverse magnetic length ν.

Given the diameter-dependent scaling property of the band structure, the
larger the diameter, the smaller the required B to fully develop such a Landau
subband at the CNP. This effect has been also studied analytically using the
supersymmetry framework [22]. The appearance of the so-called Hofstadter
butterfly was further explored numerically for large-diameter nanotubes [23].
As already seen in the field-dependent band structures (Fig. 2), the whole
DOS also progressively degrades as the Landau subbands start to emerge
within the whole spectrum, although a strong mixing between high-energy
subbands remains (Fig. 3). As soon as ν = |Ch|/2π�m ≥ 1 is satisfied, the
electronic spectrum becomes fully dominated by Landau levels. One finds
that for tubes with dt of 1 nm, 10 nm, 20 nm, and 40 nm, the condition ν = 1
corresponds to B of 2635T, 26T, 6.6T, and 1.6T, respectively.

3 Magnetization

3.1 Theory of the Magnetic Susceptibility

The strong B dependence of the band structure suggests a large orbital mag-
netic susceptibility, χ, like that seen in graphite. Calculations show that the
orbital χ is indeed several orders of magnitude larger than the paramagnetic
(or Pauli) contribution due to the electron spin [3, 24–27]. At zero tempera-
ture, the orbital part of χ can be computed from the second derivative of the
free energy, which is in turn related to the band dispersion, i.e.,

χ = kBT
∂2

∂B2

∑

nk

ln
[
1 + exp

(
−εn(k, φ) − μ

kBT

)]
. (4)

The magnetic susceptibility χ of SWNTs has been theoretically studied.
Ajiki and Ando [28] calculated χ for isolated SWNTs [24] as well as for
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Fig. 4. (Left) The (a) band structure, (b) χ⊥, and (c) χ‖ of metallic (� = 0, solid
lines) and semiconducting (� = ±1, dashed lines) SWNTs calculated by Ajiki and
Ando (adapted from [28]). (Right) Scaled magnetic susceptibility χ/R as a function
of the angle between the tube and axis and the applied magnetic field for metallic
(pluses and dotted line) and semiconducting (diamonds and dashed line) SWNTs
calculated by Lu, where R is the tube radius (adapted from [25])

ensembles (bundles) of SWNTs using the k p perturbation method, while
almost simultaneously Lu [25] performed a numerical study using a tight-
binding approach within the London approximation. In both calculations, χ
was found to scale linearly with the nanotube diameter. Furthermore, for an
applied B parallel to the tube axis, χ‖ was paramagnetic for tubes with � = 0,
while for tubes with � = 1 or 2, χ‖ was found to be diamagnetic. In contrast,
for a perpendicular B, all nanotubes were found to be diamagnetic. Finally, it
was found that the χ of the tubes with � = 1 and � = 2 was almost identical.

An interesting aspect is the magnetic anisotropy, i.e., χ‖−χ⊥ (see Fig. 4).
It has been theoretically found that for undoped metallic tubes (i.e., the
Fermi energy exactly at the CNP) χ‖ is positive (paramagnetic), whereas
χ⊥ is negative (diamagnetic); χ‖ rapidly decreases as the Fermi energy de-
viates from the CNP, exhibiting a logarithmic divergence, while χ⊥ remains
almost constant as a function of Fermi energy near the CNP [see Fig. 4b].
For undoped semiconducting tubes, both χ‖ and χ⊥ are negative (diamag-
netic) and |χ⊥| > |χ‖| [see Fig. 4 (right)]. As the Fermi energy is varied
in a semiconducting tube, both χ‖ and χ⊥ remain constant as long as the
Fermi energy lies within the bandgap; however, a square-root-like divergence
appears in χ‖ when the Fermi energy enters the band edges, as shown in
Fig. 4c. In contrast, χ⊥ does not exhibit any divergence and is diamagnetic
around the CNP region for both metallic and semiconducting tubes. In all
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cases, χ increases linearly with dt, which makes it possible to define universal
relations for χ⊥ and χ‖. With increasing temperature (T ), χ‖ is predicted to
decrease (increase) for metallic (semiconducting) tubes, while χ⊥ is predicted
to increase for both metallic and semiconducting nanotubes [28].

In contrast with these earlier k p [24, 28] and tight-binding [25] results,
a recent ab-initio study predicts different results for the two families of semi-
conducting zigzag tubes [29]. For zigzag tubes with � = 2, χ‖/dt is very
weakly dependent on n, while for those with � = 1, |χ‖/dt| decreases slowly
with dt [29]. An opposite behavior is found for χ⊥, i.e., χ‖/dt is almost in-
dependent of n for � = 1, whereas its absolute value decreases monotonically
for � = 2. For dt → ∞, the ab-initio calculations are consistent with the
tight-binding results [25]. Finally, for nanotubes with dt = 1nm, the com-
puted anisotropy χ‖ − χ⊥ values are between 1.2 and 1.8 × 10−5 emu/mol
depending on the tube chirality [29], similar to the predicted values of
1.9 × 10−5 emu/mol [28] and 1.5 × 10−5 emu/mol [25].

3.2 Magnetic-Susceptibility Measurements

Heremans and coworkers [30, 31] measured the χ of diamond, graphite, C60,
and multiwall carbon nanotubes as a function of T and B. It was found that
the χ of nanotubes was about half that of graphite, which is known to be
very large (≈ −3 × 105 emu/g for H ‖ c-axis below 100K) due to the exis-
tence of the aromatic-like π-electrons that are absent in diamond; their results
showed similar T and B dependences to graphite [see Fig. 5 (left)]. Ramirez et
al. [32] reported that the χ of nanotube bundles is even larger than that of
graphite on a per carbon basis. More recent studies on aligned multiwall
nanotubes [33–35] showed the predicted anisotropic behavior, |χ‖| < |χ⊥|
[see, e.g., Fig. 5 (right)]. Furthermore, through magneto-transport measure-
ments on small-gap nanotubes, Minot et al. [17] showed that states near
the bandgap have an orbital magnetic moment much larger than the Bohr
magneton, quantitatively consistent with predicted values, indicating that
the motion of electrons around the nanotube circumference indeed plays an
important role in determining χ.

Anisotropic χ naturally leads to magnetic alignment [36, 37]. Fujiwara et
al. [33] fabricated magnetically aligned multiwall nanotube films by drying
nanotubes dispersed in methanol in a B field of 7T. Kimura et al. [38] used
a similar technique to obtain electrically and mechanically anisotropic multi-
wall nanotube/polymer composites. Furthermore, M. Fujiwara et al. [39, 40]
succeeded in magnetically aligning individual multiwall nanotubes and esti-
mated χ‖ − χ⊥ to be ∼ (9 ± 5) × 10−6 emu/mol.

More recently, SWNTs have been magnetically aligned [9,10,41–43]. Wal-
ters and coworkers [41, 42] produced thin membranes comprised of highly
aligned SWNTs by producing a SWNT suspension, placing the suspension in
B as high as 25T, and filtering the suspension in the field. Zaric et al. [9, 10]
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Fig. 5. (Left) Temperature dependence of the magnetic susceptibility of various car-
bon materials, including bundles of multiwall carbon nanotubes. Adapted from [30].
(Right) The parallel and perpendicular magnetic susceptibility of aligned multiwall
carbon nanotubes. Here, DMS refers to the diamagnetic susceptibility. Adapted
from [34]

demonstrated magnetic alignment of SWNTs of specific chiralities using in-
dividually suspended SWNTs in aqueous solutions. Through analysis of the
photoluminescence and absorption spectra in B, in conjunction with atomic
force microscopy to determine the length distribution, they were able to
estimate χ‖ − χ⊥ to be ∼ 1.4 × 10−5 emu/mol for 1-nm diameter semi-
conducting nanotubes. This value is similar to the predicted values, i.e.,
1.9 × 10−5 emu/mol [24] and 1.5 × 10−5 emu/mol [25]. Furthermore, the ex-
tracted degree of alignment showed that tubes of larger dt align better, which
is in qualitative agreement with the prediction, i.e., |χ‖ − χ⊥| ∝ dt [24, 25].
Islam et al. [43] compared magnetically purified and raw samples in their
magnetic alignment experiments and demonstrated that residual magnetic
impurities significantly influence low-field magnetic alignment behaviors.

To summarize the experimental situation, polarized magneto-optical spec-
troscopy studies in high magnetic fields have allowed researchers to estimate
the diamagnetic anisotropy, χ‖ − χ⊥, of semiconducting SWNTs with diam-
eters ∼ 1 nm, which is quantitatively consistent with the values predicted
by k p [24, 28] and tight-binding [25] calculations. However, experimental
determination of χ for metallic SWNTs has not been reported. Moreover,
the family (� = 1 or 2) dependence of χ for smaller-diameter semiconducting
SWNTs, predicted by a recent ab-initio calculation [29], has not yet been
experimentally confirmed.

4 Magneto-transport

Magneto-transport exhibits a rich variety of phenomena arising from the
interplay of localization, quantum interference, and band-structure effects.
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One thus has to carefully examine how each of these ingredients changes
with magnetic field, temperature, and the degree of disorder.

4.1 Disorder and Quantum Interference

For a general understanding of disorder effects on transport properties, an
evaluation of the elastic mean free path �e is crucial. For sufficiently weak
disorder, a perturbative treatment can be employed with the Fermi golden
rule. This was first performed by White and Todorov [44] within a model
of two bands degenerate at the CNP for armchair tubes. If the disorder
is described by Anderson-type random fluctuations of onsite energies with
a uniform probability 1/W , a straightforward calculation gives [21, 44] �e =
(18aC–Cγ2

0/W 2)
√

n2 + m2 + nm ∝ dt/W 2. Numerical studies have confirmed
this behavior [45]. For semiconducting tubes, �e ∝ 1/W 2 is still satisfied, but
�e is much smaller and does not scale with dt.

As theoretically discussed by Ando et al. [46], in the case of long-range
disorder, severe selection rules yield a complete suppression of backscattering
at the CNP with an anomalously long �e. However, this property vanishes
as soon as massive higher subbands are involved in conduction, or equiva-
lently, when a magnetic field is applied parallel to the tube axis. As shown in
Sect. 2.1, the opening of a bandgap will strongly change the dispersion rela-
tion in the vicinity of the CNP, enhancing the backscattering efficiency of the
underlying disorder, irrespective of its range. In the case of a perpendicular
magnetic field, the band structure changes discussed in Sect. 2.2 result in an
appearance of strong backscattering at the CNP [7].

4.2 Weak Localization and Magnetoresistance Oscillations

Quantum interference between clockwise and counterclockwise backscattering
paths exists in the coherent regime, which increases the return probability
to the origin for propagating wavepackets. Within the framework of weak
localization theory, it is possible to derive perturbatively the relation between
the measured conductance G(E), its quantum correction δGWL(E), and the
coherence length Lφ. The scaling properties of δGWL(E) and Lφ for carbon
nanotubes have been theoretically investigated in the coherent regime by
solving the time-dependent Schrödinger equation [47, 48].

Depending on the relative magnitudes of �e, Lφ, and |Ch|, different types
of magneto-transport phenomena are observed. First, for illustration pur-
poses, we discuss numerical results [49] for the metallic (9, 0) tube in vari-
ous transport regimes. In Fig. 6, the B dependence of the diffusion coeffi-
cient, D, is shown, and several cases of interest can be explored. First, the
weak localization regime [50] is analyzed under the condition �e < |Ch| < Lφ.
Figure 6 shows that D increases at low B (negative magnetoresistance)
and φ0/2-periodic AB oscillations are seen, i.e., D(φ + φ0/2) = D(φ),
in agreement with weak localization theory. In contrast, when �e > |Ch|
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Fig. 6. Diffusion coefficient D for the (9,0) nanotube for two disorder strengths,
W/γ0 = 3 and 1, such that the mean-free path (�e ∼ 0.5 and 3 nm, respectively) is
either shorter (dashed line) or longer (solid line) than the nanotube circumference
(|Ch| ∼ 2.3 nm). The right y-axis is for the dashed line and the left y-axis is for the
solid line. Inset: D(τφ, φ/φ0) for �e = 3 nm and L(τφ) < 2�e

and Lφ < 2�e, the system exhibits a positive magnetoresistance associated
with D(φ + φ0) = D(φ). When �e > |Ch| and Lφ > 2�e, negative magneto-
resistance and AB oscillations with a period φ0 are obtained. However, it is
important to note that the field required to observe conventional weak local-
ization also strongly modifies the band structure, with φ0-periodic oscillations
as discussed in Sect. 2.1. Although the bandgap opening and oscillations, as
well as VHS splitting and shifting, are likely to be smoothed by disorder,
magneto-fingerprints will likely come from entangled multiple sources, which
goes far beyond the conventional theory of weak localization [49].

Roche and Saito [51] theoretically found that for a fixed disorder strength,
magnetotransport fingerprints show strong fluctuations as a function of
Fermi-level position, tube diameter, and the orientation of B with respect
to the tube axis. In Fig. 7, the field-dependent DOS and conductance are
shown for (22,22) metallic nanotubes with 3 nm diameter with (c) or without
(a,b) superimposed elastic disorder (still Anderson type). First, the evolution
of the DOS and conductance for a parallel field are shown for varying Fermi
energy and magnetic flux from zero to one flux quantum. The VHS split-
ting and shifts are clearly observed (Figs. 7a and b). The presence of elastic
disorder clearly degrades the conductance value (Fig. 7d). However, as long
as W ≤ γ0/5, although the transport regime becomes diffusive with contri-
butions from quantum interference, the main field-dependent band-structure
features are expected to be robust to disorder.

The first experimental magnetotransport study of carbon nanotubes was
performed by Langer et al. [52] on large-diameter multiwall nanotubes, with
fields applied perpendicular to the tube axis. The observation of negative
magnetoresistance together with universal conductance fluctuations were an-
alyzed in terms of quantum interference in the weak localization regime.
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Fig. 7. Contour plots of the (a) DOS and conductance of a (b) clean and (c) disor-
dered (22,22) nanotube, as a function of Fermi energy and magnetic flux. Disorder
is of the Anderson type with W = γ0/5. The conductance at zero flux for one
disorder configuration is given in (d)

Fig. 8. (Left) Magnetoresistance of a multiwall nanotube measured in the parallel
configuration [13]. (Right) Magnetoconductance ΔG(B) up to 50 T for B‖ and B⊥
with a bias voltage of 300 mV and zero gate voltage at 80 K. Solid lines represent
the quasi-2D weak localization fits for both configurations [19]

Bachtold et al. [13] further investigated weak localization in multiwall
nanotubes, and observed negative magnetoresistance and φ0/2-periodic AB
oscillations in a parallel B (see Fig. 8). The value of �e extracted in the diffu-
sive regime was found to be of the order of |Ch| and a few times smaller than
the estimated Lφ, which was attributed to weak electron–electron interac-
tions. They also observed, in a different sample, small-amplitude oscillations
of much smaller period (φ0/10) that were superimposed on the main φ0/2-
oscillations. Furthermore, other groups [14–16] reported different oscillation
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periods as well as changes from positive to negative magnetoresistance under
a change in B orientation. Different interpretations were proposed, based on
field-dependent band-structure effects and quantum interference effects. It
should be noted that in one of the devices studied in [13] �e was estimated
to be ∼ 10 |Ch|, which jeopardizes a strict application of weak localization
theory. Similarly, other experiments [14] have been obtained in a regime in
which weak localization theory does not apply. Finally, it should be noted
that if φ0/2 oscillations are observed in a magneto-transport experiment, the
modifications of the band structure are also expected to impact significantly,
and thus, the whole theory should simultaneously take into account disorder,
quantum interference, and band-structure effects, as proposed in [51].

4.3 Most Recent Experiments

Very recently, several groups have further performed novel magneto-transport
experiments. Coskun et al. [18] studied magneto-transport in the Coulomb
blockade regime, where evidence for φ0-periodic oscillations of the bandgap
was given for large dt multiwall nanotubes weakly coupled to Au/Cr metal-
lic contacts. In addition, more recently, by achieving a good ohmic contact
between a single-wall metallic nanotube and Pt electrodes, Cao et al. [53]
observed B-dependent modulations of Fabry–Perot interference patterns in
the ballistic transport regime. Furthermore, Fedorov et al. [19] have measured
magnetotransport in double-wall nanotubes with 3 nm diameter while vary-
ing the B-orientation and applied gate voltage (see Fig. 8). With an estimated
modulation of the position of the Fermi level by about 50meV, the magne-
totransport fingerprints were shown to switch from a regime fully dominated
by weak localization (negative magnetoresistance) to a more complex regime
where both weak localization and band-structure effects were contributing.

Finally, the respective contributions of band-structure effects and quan-
tum interference phenomena were recently disentangled [54]. In Fig. 9, the
DOS of a clean (260,260) nanotube (dt = 35nm) is shown as a function of gate
voltage and magnetic flux φ in the interval [0, h/e]. For theory–experiment
comparison, the energy scale E was converted into an equivalent gate volt-
age scale Ugate. This was done successfully by assuming a constant capacitive
coupling Cgate  300 aF/μm between the gate and the tube. In a color plot,
a diamond-shaped structure is clearly visible that shows the splitting and
shift of the VHS, driven by the B (Sect. 2.1). The DOS increases from the
CNP to the higher electronic subbands. Some diamonds are highlighted with
dashed lines. Figure 9 (right) shows the experimental data with φ ranging
from 0 to h/e. The measured conductance indeed reveals diamond-like ridges
of high conductance (highlighted by dashed lines) on which an additional
conductance valley at φ = h/2e is superimposed. The latter is caused by the
coherent backscattering in the disorder potential. Although these similarities
are not sufficient for a one-to-one assignment of calculation and experiment,
they demonstrate that the position, shape, and size of the diamonds agree
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Fig. 9. (Left) Color representation of the calculated DOS for a (260,260) nanotube
as a function of gate voltage and coaxial magnetic flux. The solid lines indicate
ridges of high DOS induced by the h/e-periodic splitting of van Hove singulari-
ties. (Right) First h/e-period of the experimental data, with solid lines indicating
diamond-like ridges of high conductance. Adapted from [54]

well and give the first evidence of the joint contributions of DOS and quantum
interference effects in the measured magnetoresistance of carbon nanotubes.

To date, no experiment has been able to provide clear evidence for the pre-
dicted peculiar energy-dependent backscattering phenomena [21,44,46]. This
is because close to the CNP, where the energy dispersion is linear (massless
subbands), the anomalously large elastic mean free path at the CNP should
hinder the observation of any weak localization phenomena. Indeed, no clear
signatures of weak localization have been reported in SWNTs, for which the
linear energy dispersion extends over a large energy range around the CNP.
Differently, MWNTs offer an interesting playground to challenge the different
physics between massless and massive subbands, but the predicted magneto-
transport anomalies [51] remain to be confirmed experimentally.

5 Magneto-Optics

Consequences of the band-structure modifications in SWNTs induced by a
magnetic field are expected to directly influence interband optical properties.
Both absorption and emission spectra are expected to exhibit AB-phase-
induced peak shifts and splittings [3, 21, 55].
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Fig. 10. Room-temperature PL spectra for 5 types of semiconducting SWNTs
at 0 T and 45 T with 795 nm (1.56 eV) excitation. All peaks show redshifts with
magnetic field, consistent with field-induced bandgap shrinkage [9, 10]

5.1 Bandgap Shrinkage and Aharonov–Bohm Splitting

The first magneto-optical studies of SWNTs were performed on micelle-sus-
pended HiPco samples in dc high magnetic fields up to 45T at room tem-
perature [9–12]. Both photoluminescence (PL) and absorption measurements
were carried out in the near-infrared and visible ranges, covering both the
E11 and E22 transition ranges of semiconducting SWNTs. Figure 10 shows
typical PL spectra at 0T and 45T, taken with an excitation wavelength of
795 nm (1.56 eV), which are dominated by 5 different chirality types of semi-
conducting SWNTs. As B increases from 0T to 45T, all the peaks are seen to
redshift, indicating that the bandgap (Eg) of semiconducting SWNTs indeed
shrinks with increasing B. The size of the redshifts is also consistent with
theoretical expectations based on the AB effect, including the fact that the
shift is more obvious for lower-energy peaks (larger-diameter tubes).

More detailed comparison of the peak shifts with theory can be made by
performing low-temperature PL, and in particular by taking PL excitation
(PLE) maps in steady B fields [56]. This allows the shifts of different individ-
ual nanotube species to be measured independently. The redshifts observed
in a field of 19.5T are shown in Fig. 11a and are found to compare well with
the theoretical shifts expected of δEg/Eg = ±3φ/φ0 = ±3πd2

tB/4φ0, which
demonstrates the expected diameter dependence of the shift. Data taken in
pulsed fields up to 58T are also shown in Fig. 11b and give good agreement
with theory when account is taken of the fact that unpolarized light was used,
leading to averaging over randomly oriented nanotubes.

Absorption spectra typically consist of many overlapping peaks due to the
presence of multiple species of SWNTs in the sample, which makes absorption
less ideal than PL for searching for signatures of the AB phase. Nevertheless,
field-induced broadening indicative of splitting was observed in dc B fields
up to 45T [9] and clear splittings were observed in pulsed B fields above
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Fig. 11. (a) Relative energy shifts (δEg/Eg) in PL from 0 to 19.5 T versus tube
diameter for SWNT solutions at 4.2 K, measured using polarized excitation and
collection in the Voigt (k⊥B) configuration. (b) Relative energy shift in PL from
0 to 58T, using unpolarized light in the Voigt configuration. Full theoretical shifts
as expected for polarized excitation and collection (solid lines) and averaged shifts,
assuming random nanotube orientation (broken lines). Adapted from [56]. (c) Tem-
perature dependence of the PL intensities deduced for specific nanotube species.
The inset shows a typical PLE map measured at 5K. Adapted from [57]

55T [12]. Figure 12 shows B-dependent absorption spectra in the E11 region
up to 71.4T. Three main peaks are dominant at zero B, and are labeled A,
B, and C. At fields above ∼ 55T, each of these peaks splits into two clearly
resolved peaks (e.g., peaks A+ and A−). The observation of clear absorption-
peak splittings at high B provides direct evidence of the expected K–K ′

splitting due to the B-induced symmetry breaking, where K and K ′ label
the corners of the hexagonal Brillouin zone.

5.2 Magnetic Brightening of “Dark” Excitons: Theory

Coulomb interactions among photocreated carriers significantly influence op-
tical properties, especially in low-dimensional systems [58], and thus, one has
to take into account both the AB effect and excitonic effects on an equal foot-
ing. Excitons in SWNTs have been the subject of numerous theoretical studies
over the last decade [59–69, and in the contributions by Ando and by Spataru
et al. in this volume]. Experimental studies in recent years (e.g., two-photon
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Fig. 12. Magnetoabsorption spectra for micelle-suspended SWNTs in D2O in the
spectral range of the first subband (E11) transitions, clearly showing field-induced
Aharonov–Bohm splittings. Adapted from [12]

PL studies [70,71]) convincingly demonstrated the excitonic nature of optical
processes in semiconducting SWNTs. These theoretical studies [59–69, and
the contribution by Spataru et al. in this volume] have not only confirmed
earlier predictions for 1D excitons in general [72–78] but also raised new is-
sues specific to SWNT excitons, including the existence of “dark” excitons
(see the contribution by Spataru et al. in this volume).

An optically inactive, or “dark,” exciton state arises due to K–K ′ Coulomb
mixing. In the presence of time-reversal symmetry, i.e., without B, exchange-
interaction-induced intervalley mixing results in a set of excitonic states, only
one of which is optically active [62,63,66–69, and the contribution by Spataru
et al. in this volume]. This predicted bright state, however, is not the lowest
in energy. The lowest two singlet exciton states, shown in the upper right
panel of Fig. 13, are the bonding-like and antibonding-like linear combina-
tions of the K-point and K ′-point exciton states, which are expected to split
by an amount Δx determined by the strength of the electron–hole exchange
interaction [66]. The higher state (1u, solid line) is bright, while the lower
state (1g, dashed line) is dark.

Recently, Ando investigated the effects of B applied along the tube axis
on these low-lying exciton states [1, 68]. The magnetic field lifts the K–K ′

degeneracy (see the left panels of Fig. 13), with the amount of single-particle
state splitting (ΔAB) determined by the AB phase, as described in Sect. 2.
As B increases, the relative importance of the Coulomb mixing gradually de-
creases. At high enough B where ΔAB � Δx, both states become bright and
two peaks with an equal oscillator strength are expected, which is consistent
with the magnetoabsorption data obtained by Zaric et al. [12].
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Fig. 13. The expected magnetic-field evolution of K–K′ intervalley mixing and
splitting in a single-particle picture (left) and in an excitonic picture (right). 1u (1g)
is the bonding (antibonding) superposition state of the K and K′ exciton states.
The solid (dashed) line represents a bright (dark) exciton state. Δx: Coulomb-in-
duced splitting; ΔAB: Aharonov–Bohm-induced splitting. Both states become opti-
cally allowed in a magnetic field, suggesting “magnetic brightening” of the 1g state.
Here, GS refers to the ground state

Fig. 14. Magnetoexciton bands and magnetic-field dependence of relative oscillator
strengths. (a) Calculated relative oscillator strength of the dark (Iδ) and bright (Iβ)
excitons vs. Aharonov–Bohm splitting, ΔAB, for a 1-nm diameter pristine nanotube
in a parallel field. Both Iδ and Iβ approach ∼ 0.5 at ΔAB greater than ∼ 50 meV.
(b) Calculated dispersions for bright and dark exciton bands at 0 and 55T for a
perfectly aligned nanotube. At 0 T the higher-energy, lower-mass (0.02me), bright
exciton is separated from the lower-energy, higher-mass (0.2me), dark exciton by
5.5 meV. At 55 T both peaks are bright and approach similar mass values, separated
by 55 meV. Adapted from [79]
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More recently, Shaver et al. [79] proposed a more phenomenological model
to explain their B- and T -dependent PL data. Within a two-band model for
a perfectly aligned nanotube, they calculated the relative oscillator strengths
for the dark (δ) and bright (β) states in the presence of B. Figure 14a plots
the calculated evolution of the relative intensities, Iδ and Iβ , as a function
of ΔAB. As ΔAB increases, the lower-energy state gains oscillator strength
at the expense of the higher, until both reach equal values at very high
B where ΔAB � Δx. Two bright states of approximately equal oscillator
strength appear in high B. PL intensities are not only dependent on oscillator
strengths but also on the thermal distribution of the exciton population.
In order to model the T - and B-dependent exciton population within and
between the exciton bands, Shaver et al. [79] calculated exciton dispersions
both in the absence and presence of B, as plotted for 0T and 55T in Fig. 14b.
At 0T, the dark and bright bands have different effective masses (mδ >
mβ [66]) and are separated by an energy of Δx at k = 0. At 55T, the bands
are now separated by energy (Δ2

x + Δ2
AB)1/2 at k = 0 and are closer to each

other in effective mass. PL simulations based on this model are shown in
Fig. 16, as discussed below.

5.3 Magnetic Brightening of “Dark” Excitons: Experiment

Recently, two groups independently reported the first clear experimental ev-
idence of dark excitons [57, 79, 80]. They demonstrate that a B field can
significantly increase the PL intensity of semiconducting SWNTs by bright-
ening the dark exciton state through T - and B-dependent PL of prealigned,
static films of individualized SWNTs. The PL intensity increased with B and
the amount of brightening increased as T was decreased.

The splitting of dark and bright exciton states can be measured from
an analysis of the T dependence of the radiative decay rate. Calculations of
the decay rate by Spataru et al. [67] and Perebeinos et al. [66] have shown
that the decay is dominated by two factors: 1. for a single 1D exciton with a
parabolic dispersion, the radiative lifetime is known to vary as τr ∝ T 1/2 [78],
and 2. the thermal distribution of the excitons between the different bright
and dark exciton states depends on T and B. The initial optical excitation
creates excitons in the optically active states that are spin singlets with odd
parity. The application of B leads to brightening of the dark exciton although
some emission from the dark state occurs even at zero field due to effects such
as disorder, defects, environmental coupling or impurities.

The T dependence of the intensity (I) seen in Fig. 11 can be modeled
with the relation [57]

I ∝ 1
(T 2 + T 2

0 )
1
4
× η + e−Δx/kT

1 + e−Δx/kT
, (5)

which is based on the simplification that recombination is dominated by
radiative emission from two 1D parabolic excitons, one dark and at a lower
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Fig. 15. Magnetic brightening in single-wall carbon nanotubes in a pulsed magnetic
field. (a) Temporal profile of the applied pulsed magnetic field. (b) Contour map
of near-infrared photoluminescence intensity for a single-wall carbon nanotube film
as a function of time and emission wavelength. Each peak is labeled by its assigned
nanotube chirality index (n,m). The photoluminescence intensity increases with
increasing magnetic field strength. Also, note the Aharonov–Bohm-effect-induced
redshift of each emission peak with field intensity. The excitation wavelength was
780 nm and the sample temperature was 5 K. Adapted from [79]

energy and one bright, corresponding to the two lowest-energy singlet states.
The energy separation is Δx, and there is a finite mixing of the spectral
weight between the even and odd parity states of magnitude η = Iδ/Iβ . This
uses the same assumptions as in Spataru et al. [67] that thermalization occurs
only within the singlet states. The T−1/2 divergence at low T is removed by
the addition of a small Lorentzian broadening term of T0 = 1meV, which
is comparable to the broadening observed in measurements on individual
nanotubes [81]. Figure 11 shows fits to (5) for 8 strong nanotube species.
These show typical values for Δx in the range 1–5meV for nanotubes with
diameters from 1.2 to 0.8 nm [57].

Figure 15 shows PL data at 5K taken in a pulsed high B field [79]. The
pulsed B and PL spectra are recorded as a function of time, showing an inten-
sity increase (magnetic brightening) and a peak-position redshift (AB effect)
tracking the B magnitude. Figure 16 shows three sets of PL data taken at
different temperatures plotted on the same scales. This figure dramatically
demonstrates the difference in intensity increase at different T values. Fig-
ure 16a shows 5K spectra. At this lowest T , the overall intensity increases
∼ 4 to 5 times over the utilized field range. Figure 16b shows PL spectra at
80K taken at the same five B values. Here, we see the amount of brightening
to be less than in the 5K experiment. Lastly, 260K spectra are shown in
Fig. 16c; the amount of intensity increase is negligible, but there is a slight
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Fig. 16. Temperature dependence of magnetic brightening. PL spectra taken with
740-nm excitation at various magnetic fields (0 T, 11T, 23 T, 35T, 42 T and 56 T) at
(a) 5 K, (b) 80 K, and (c) 260K. The amount of brightening is shown to be dramati-
cally higher at lower temperature (scales are equal). All peaks shift to lower energy
with increasing magnetic field at all temperatures, due to the Aharonov–Bohm
effect. Simulated photoluminescence spectra for the (9,4) nanotube at (d) 5 K,
(e) 80 K, and (f) 260 K at the same fields. All essential features in the experimental
spectra are reproduced: the peak intensity increases (or brightens) with increas-
ing magnetic field, and the amount of brightening is larger at lower temperature.
Adapted from [79]

change in the lineshape, indicating the presence of the higher energy peak,
as previously observed in magneto-absorption data [9, 12].

Calculated spectra are shown for 5K (Fig. 16d), 80K (Fig. 16e), and
260K (Fig. 16f) at the same B as the corresponding experimental traces in
Figs. 16a–c. The B- and T -dependent exciton bands with relative oscillator
strengths and populations, as well as acoustic phonon and impurity scatter-
ing, are taken into account to simulate the lineshape [79]. The 5K spectra in
Fig. 16d successfully reproduce the relative increase in PL intensity as well as
the redshift observed as B is increased. The 80K spectra in Fig. 16e exhibit
the same behavior as 5K but with less brightening due to a significant pop-
ulation in k ≈ 0 states of the bright exciton band before the field is applied.
The 260K spectra in Fig. 16f only show weak brightening and an asymmet-
ric lineshape at high fields, indicating that at high temperatures excitons are
partially populating the higher state.

Table 1 shows the parameters deduced from fitting B- and T -dependent
data for a series of peaks [79] with chiral indices, (n,m), giving values for the
dark–bright splitting in the range of 5–8meV. By contrast, fitting of the full
T dependence in a magnetic field [57] shown in Fig. 17, using low excitation
density B-dependent PLE maps leads to significantly lower values of Δx for
larger-diameter tubes and shows that there is no observable magnetic-field
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Table 1. Integrated photoluminescence intensity at 56 T [I(56 T)] normalized to
the integrated photoluminescence intensity at 0 T [I(0 T)] and peak-position change
E(56 T–0T) from 0T to 56 T compiled from Voigt fits of 5 K spectra for a series of
nanotubes with chiral indices n and m. The bright–dark splitting, Δx, calculated
from fitting the temperature dependence at various fields is also shown. Bold-faced
numbers indicate the four main photoluminescence features, while the normal-faced
numbers are for shoulder features in the spectra. Adapted from [79]

n m Diameter (nm) I(56 T)/I(0 T) ΔE(56 T–0T) (meV) Δx (meV)

10 6 1.11 2.13 26.9 7.7
10 5 1.05 2.95 27.9 –
8 7 1.03 3.39 29.1 8.1

11 3 1.01 4.19 16.9 –
8 6 0.96 6.08 27.0 7.9
9 4 0.91 5.48 24.0 5.5

10 2 0.88 7.68 22.7 –

Fig. 17. (Left) The temperature dependence of the PL intensity for a (10,5) tube at
0 and 19.5 T, fitted with (5), with an increase in the mixing parameter η from 0.23
to 0.64 caused by the field. (Center and right) The increase in intensity produced by
a magnetic field of 19.5 T for both the Voigt and Faraday geometries as a function
of nanotube diameter and chiral angle. Adapted from [57]

dependence of Δx. These measurements show a similar diameter dependence
of the magnetic brightening, which is largest for the smallest diameter tubes,
as can be seen in Fig. 17, and the data interestingly also show a strong
dependence on the chiral angle of the nanotubes.

The observations and calculations of magnetic brightening clearly demon-
strate the existence of previously unobserved dark excitons and their signifi-
cant influence on the PL quantum yield. In addition, these studies show that
careful symmetry manipulation by a B field, accompanied by a modification
of the electronic wavefunctions by the AB effect, significantly increases the
PL intensity at low temperatures. Considering the fact that dark excitons
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are already partially brightened by disorder, we expect the observed signal
increase to be even more drastic in disorder-free SWNT samples.

5.4 Perpendicular Field Effects

For B fields applied perpendicularly to the tube axis, we expect no Eg shifts
associated with the AB-phase. For SWNTs aligned at an angle θ to an ap-
plied B field, Lu [25] predicts a scaling of Eg showing a redshift in energy
decreasing drastically from a maximum for fields parallel to a minimum for
fields perpendicular to the tube axis. Ajiki and Ando [82] predict only small
perturbations in the electronic levels in the low-field regime. For large perpen-
dicular fields (of the order of 100s of T), however, they predict the formation
of 2D Landau levels on the cylinder surface that will reduce the bandgap (see
Sect. 2.2). By contrast, Ajiki [83] predicts that depolarization-field effects will
lead to a blueshift at very high B. It is therefore surprising that the exper-
imental picture shows large effects, although none of the above calculations
take into account excitonic interactions, which may be highly significant.

PLE mapping [56,57] in the Faraday geometry, where the excitation light
is orientated with k‖B and preferentially selects tubes orientated perpen-
dicular to the B field shows two main phenomena: 1. very strong magnetic
brightening and 2. unexpectedly large redshifts in Eg. The intensity changes
shown in Fig. 17 demonstrate even larger brightening than seen in the Voigt
geometry, with the greatest enhancements seen for small-diameter tubes, or
tubes with a small chiral angle. The B-induced fractional bandgap shifts for
the PL taken in the Faraday geometry are of a similar order (∼ 1%) to those
observed for tubes predominantly perpendicular to B – not expected from
current theory. The overall δEg dependence with diameter also shows the
opposite trend with diameter to that associated with an AB-phase-induced
shift – the magnitude of the shift decreases with increasing diameter, sug-
gesting that some other mechanism may be responsible.

The strong magnetic brightening suggests that an explanation of this be-
havior is likely to involve mixing of energy levels due to the symmetry break-
ing from the magnetic field, as found for the Voigt geometry. A good potential
candidate for this is the role of spin, since the theoretical treatments [66–68]
show that there is a near degeneracy between the lowest (dark) singlet exci-
ton state and the highest triplet state due to a vanishingly small exchange
energy. Under these circumstances a magnetic-field-induced spin splitting, of
the order of 2.3meV at 19.5T, will produce a considerable mixing of the two
dark mS = 0 singlet and triplet states. Since the dark and bright singlet lev-
els are very close in energy to each other and are also mixed, all three levels
are expected to be within a few meV [57]. As a result, the singlet family
can mix with the triplet states, opening up the possibility for recombination
for any excitons that may have been scattered into the triplet states, which
will also have a significantly high density of states, due to their larger ex-
citon masses [66]. Until a detailed theoretical treatment of this situation is
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given, this explanation must remain speculative, however. Further discussion
about effects connected with a perpendicular magnetic field is given in the
contribution by Ando.

6 Summary and Remaining Problems

In this chapter the critical changes of the electronic band structure in high
magnetic fields were reviewed. First, the theoretical basis underlying the
Aharonov–Bohm effect was analyzed defining the main effects of bandgap
opening and flux-dependent oscillations for the axial field case. The occur-
rence of Landau levels was further discussed, for the case of a perpendicular
applied field to the nanotube axis. The impact of magnetic field on quantum
interference phenomena was scrutinized within the weak-localization regime,
and past controversies were shown to result from an incomplete description of
the joint contributions of field-dependent band structures and field-dependent
modulations of quantum interference effects.

Magnetoconductance experiments performed in either the Coulomb-block-
ade or in the weak-localization regime [20] have demonstrated the possibil-
ity of tuning the Fermi level by several tens of meV, opening new horizons
for exploring the physics through several subbands. Some first experimen-
tal indications of Landau-level formation have been reported [84], but not
confirmed so far by more sophisticated experiments. Some spectacular mag-
netoresistance oscillatory features such as a metal–insulator transition have
been theoretically predicted in chemically modified nanotubes, but to date
no experiments have tackled these challenges.

Magneto-optical spectroscopy has revealed a variety of signatures of the
Aharonov–Bohm effect. Both absorption and emission processes have been
shown to critically depend on the amount of magnetic flux threading the tube.
Such tube-threading magnetic flux breaks time-reversal symmetry, lifting the
degeneracy between the two otherwise equivalent valleys. This symmetry
breaking has a profound influence on the low-lying exciton states in semi-
conducting SWNTs. The so-called dark (or optically inactive) exciton state,
which lies below the first bright (optically active) exciton state, is brightened
by a tube-threading magnetic flux. At high enough magnetic fields where the
field-induced valley splitting is much larger than the exchange-induced valley
splitting, two equally bright exciton states arise. These studies have shown
the importance of symmetry breaking in order to manipulate and improve
the optical properties of SWNTs, but further work is needed in this direction.

An important open question, where high-field studies would be inter-
esting, is how to experimentally distinguish between the weak- and strong-
localization regimes. The experimental observation of strongly localized wave-
functions should correspond to a measured exponential decrease of the con-
ductance above a certain nanotube length L, i.e., G  (2e2/h) exp(−L/ξ),
with the localization length ξ(E) predicted to be energy dependent. The
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conductance should decrease at each onset of new subbands, following the
mean-free path pattern [21], independent of the nature of the disorder. Re-
cently, Gómez-Navarro et al. [85] reported on an exponential increase of the
resistance, in Ar+-irradiated nanotubes. The unknown effect of B in strongly
localized regimes remains to be explored.

In all the known magneto-transport and magneto-optical experiments, the
nature of the disorder has been poorly characterized, precluding the identifi-
cation of specific magnetic-dependent transport signatures. Recent low-tem-
perature magneto-PL studies [57, 79] suggested a finite amount of disorder-
induced brightening of dark excitons, but a quantitative understanding of the
nature and degree of disorder is missing. This situation could be overcome by
intentionally doping or functionalizing conducting nanotubes, and by a close
collaboration between theory and experiment.

Finally, spectroscopy of metallic SWNTs in high magnetic fields is an open
field of research with the expectation that such studies would be fruitful in
elucidating the fundamental dynamical properties of interacting 1D electrons.
Both charge and spin excitations in such systems are expected to be collective
in nature, and high-field spectroscopic studies in combination with many-
body theory are needed.
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Abstract. Semiconducting single-walled carbon nanotubes are direct-gap materi-
als that provide ideal systems for the study of photophysics in one-dimension. While
their excited states involve strongly bound 1D excitons, their single atomic layer
structure makes their optical properties especially sensitive to their environment
and external fields, thus allowing for their controlled modification. In this chapter
we review the properties of the excited states of nanotubes, the mechanisms of their
production and detection, focusing particularly on electrically-induced excitation by
ambipolar electron-hole recombination and impact excitation by hot carriers. Ra-
diative decay of photo-excited and electron-excited (electroluminescence) emission
as well as the non-radiative decay to free carriers leading to photoconductivity are
discussed. The influence of external electric fields and of environmental interactions
on excited nanotubes is considered. Finally, the possible technological uses of car-
bon nanotubes as nanometer scale light sources and photocurrent and photovoltage
detectors are discussed.

1 The Nature of the Optically Excited State

The simple, single-particle, tight-binding model (TBM) and its refinements
to include curvature effects [1, 2] and trigonal distortions [3–5] has been very
successful in describing qualitative trends in a large array of phenomena in-
volving carbon nanotubes CNTs. Inclusion of electron–electron interactions
is, however, essential for a quantitative analysis and even for the correct qual-
itative understanding of the physics of nanotubes. This is particularly true
when it comes to understanding the nature of the excited states of CNTs.
Early on, theoretical work by Ando [6] pointed out the importance of e–e in-
teractions in nanotube excited states. He indicated that such interactions in
semiconducting CNTs would, in general, open up a wider bandgap than that
predicted by the TBM, while the electron–hole attraction will lead to bound
excitons and partially compensate for the excitation blueshift. A number of
additional theoretical studies incorporating e–e interactions supported and
clarified the excitonic nature of the excited states of CNTs [6–13]. However,
because of the similarity of the interband excitation energies predicted by the
TBM and the experimentally observed transition energies, the exciton pic-
ture was slow to be generally adapted. Eventually, convincing evidence came
from a variety of experiments. For example, absorption and fluorescence spec-
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troscopy uncovered the anomalous “ratio problem”, i.e., that the ratio of the
second, ES

22, to the first excitation energy, ES
11, is not 2, as predicted by single-

particle models, but is closer to 1.8 when extrapolated to large CNT diame-
ters, or zero energy [12, 14]. See also contributions by Ando and by Lefebvre
et al. While, because of the dipole selection rule, single-photon spectroscopy
probes odd-parity excited states, two-photon spectroscopy probes even-parity
states. In chiral CNTs the exciton states resulting from a given band-to-band
transition have even (g), or odd (u) symmetry with respect to a two-fold
axis (U-axis) perpendicular to the tube axis. Indeed, comparison of one- and
two-photon fluorescence spectroscopy results [15, 16] showed an energy split-
ting of about 300meV for the lowest u and first excited g-exciton states of
0.8 nm CNTs. Resonant photoconductivity studies [17] and later fluorescence
studies [18–22] found phonon sidebands to the purely electronic transitions
(zero-phonon lines) whose energy and intensity could only be accounted for
within the excitonic model [23].

The excitons in single-wall CNTs are Wannier-type excitons [24], which
because of the circumferential electron confinement and their 1D character
have unusually high binding energies; typically Eb ∼ 0.3–0.5 eV. The exciton
binding energy depends on the diameter and chirality of the semiconducting
CNT. Increasing the diameter decreases the confinement and decreases Eb.
The Coulombic coupling between the electron and hole forming the 1D CNT
exciton, as in the case of bulk excitons, depends on dielectric screening. In
bulk excitons Eb ∼ 1/ε2. In nanotubes, when the exciton size is larger than
the tube diameter, most of the electric-field lines between charges penetrate
the surrounding medium and this makes Eb (as well as the bandgap Eg) a
function of the dielectric constant of the surrounding environment. Perebeinos
et al. [9] gave the following expression for the dependence Eb on CNT diame-
ter (dt), chirality through the effective mass (m∗) and dielectric constant (ε):
Eb = Cdα−2

t m∗α−1ε−α, where α = 1.4. An example is given in Fig. 1, which
shows the computed absorption spectra of a (19,0) CNT as a function of
the dielectric environment. Figure 1a gives both the exciton (ES

11, ES
22) and

interband transition (Δ11, Δ22) spectra, while in Fig. 1b the excitonic con-
tributions are subtracted [25]. It is clear that in CNTs most of the oscillator
strength is transferred from the interband to the excitonic transitions, which
dominate their optical absorption and emission spectra [7–9]. Only in CNTs
embedded in high dielectric constant media, where the e–h interaction is
effectively screened, do the interband transitions become strong.

Including the effect of electron–electron interactions changes more than
the energies of the electronic excitations of nanotubes; it removes the degen-
eracies present in the single-particle model, as shown in Fig. 2.
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Fig. 1. Absorption spectra of a (19,0) CNT (with diameter dt = 1.5 nm) as a func-
tion of the dielectric response [25]:curve (1): ε = 2.0, models the CNT response in
vacuum [7, 8]; curve (2): ε = 3.3, models the CNT response in solution [26]; curve
(3): ε = 5.5; curve (4): ε = 9.2. (a) Total absorption due to both excitons and
interband contributions. The ES

11 energy is kept constant. (b) Interband absorp-
tion with the exciton contribution of ES

11 and ES
22 being subtracted out. Note the

difference in scales in (a) and (b) (×25)

2 Exciton Properties

2.1 Low-Energy Exciton Bandstructure –
Dark and Bright Excitons

The doubly degenerate valence and conduction bands of the nanotubes give
rise to the four lowest-energy excitons [9, 13, 27–30], as shown in Fig. 3.
The lowest-energy exciton has zero circumferential angular momentum and
consists of the symmetric linear combination of electron–hole pairs originating
from the K and K ′ points of the graphene Brillouin zone. This exciton can
not decay radiatively to the ground state, because it has even spatial parity.
The odd-symmetry exciton has a higher energy due to exchange interactions
and it couples to the light field in the dipole approximation. The remaining
two excitonic states have finite circumferential angular momenta, because
they originate from an electron and hole from different valleys, K and K ′,
and, thus, they cannot be excited by light, as is further discussed in the
contribution by Spataru et al.

As a specific example, the band structure of the (19,0) CNT is shown in
Fig. 2. Figure 2a gives the single-particle picture, while Fig. 2c shows the
two-particle structure.
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Fig. 2. Electronic structure of a (19,0) tube based on the π-tight-binding model:
(a) dispersion of the doubly degenerate valence and conduction bands; (b) density
of states with peaks corresponding to the bottom of the first, second, and third
bands with energies ±ΔL

1 , ±ΔL
2 , and ±ΔL

3 , respectively. The superscript L is the
angular momentum measured as a minimum distance from the K or K′ graphene
points in units of 2/3dt, as shown in (d). (c) Exciton dispersion calculated with
ε = 2 [9, 25] for different angular momenta: L = 0 to 4. The arrows indicate the
minimum energies of excitons for a given angular momentum and the horizontal
line shows the onset of the intraband continuum

Fig. 3. (a) Single-particle electronic structure of the doubly degenerate valleys
around the K and K′ points of the graphene Brillouin zone shown in red. The
four possible electron–hole combinations give rise to fourfold degenerate states.
(b) Coulomb interaction partly lifts this degeneracy, giving rise to four excitonic
bands two of zero angular momenta (KK ± K′K′) and two degenerate excitons
with a finite, but opposite sign angular momenta (KK′, K′K)
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2.2 Exciton Radiative and Nonradiative Lifetimes

The potential usefulness of carbon nanotubes as an optical material depends
on their luminescence efficiency, which in turn depends on their radiative and
nonradiative lifetime. Most studies of bulk, surfactant-coated nanotubes have
given low fluorescence quantum yields of the order of 10−3 to 10−4 [19, 31–
33]. Although these yields may have significant uncertainties due to the pres-
ence of both semiconducting and metallic (nonemitting) nanotubes, different
orientations in solutions and not accurately known absorption strengths, it
is clear that efficient nonradiative processes are present. (Very recent single-
molecule fluorescence studies have suggested higher yields of up to 7 in section
3.3 of Lefebvre et al they use 7% [34], as further discussed in the contribution
by Lefebvre et al.)

To properly describe the radiative decay process one has to consider the
band structure of the lowest exciton bands and know how they are populated
(see also the contribution by Spataru et al. in this volume). In the following
discussion we assume an efficient thermalization of excitons within the band.
First, we consider a 0D molecular two-level system with a dark state lower in
energy by δE than a bright state. The radiative lifetime of the bright state,
τr, is inversely proportional to the dipole oscillator strength, which in turn
scales linearly with the size of the molecule. The measured radiative lifetime
τ∗ would be the ensemble average, τ∗ = τrZ, where the statistical sum Z for
the two-level system is given by Z(T ) = 1 + exp(δE/kBT ). For two-band 1D
excitons with a parabolic band structure characterized by an effective mass
mexc, a similar expression holds for the radiative lifetime except that the sta-
tistical sum should be now modified to: Z ∼

√
mexckBT (1 + exp(δE/kBT )).

As has been discussed above, there are four low-energy excitonic bands that
contribute to the statistical sum, and the dispersion of the bright exciton is
predicted to be much stronger than other dark excitonic bands. This compli-
cates the calculation of the temperature dependence of the radiative lifetime
from the above expression. However, as shown in [27] the results of the full
calculations of the radiative lifetime can be fairly well fitted to a very simple
expression for tubes with diameters in the range of experimental interest,
1.0 nm < dt < 2.5 nm, as follows:

τ∗ = τmin(T/Tmin) exp[(Tmin − T )/T ] , (1)

where Tmin and τmin are the only two diameter dependent parameters, stand-
ing, respectively, for the temperature at which the radiative lifetime has its
minimum and the corresponding minimum value of the radiative lifetime. At
very low temperatures the dark-state population dominates and no emission
is, in principle, expected. As the temperature increases, the population of
the bright state also increases and the radiative lifetime decreases. At higher
temperatures excitonic states with large momentum are occupied, which do
not contribute to the light emission and, as a result, the radiative lifetime
should again increase. Both the minimum radiative lifetime (∼ 2–5 ns) and
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the temperature (∼40–100K) where this minimum occurs depend on the en-
ergy splitting δE, and both of them are inversely proportional to the tube
diameter. In cases where thermalization between the singlet and the triplet
states becomes efficient (for example by increasing the spin-orbit coupling
through magnetic or high-Z impurities), a temperature dependence of the
radiative lifetime (∼ 30–70 ns) similar to that of (1) is found, except that
both the minimum radiative lifetime and Tmin (∼ 100–300 K) increase by an
order of magnitude due to the larger singlet–triplet splitting compared to the
dark–bright energy splitting in the singlet manifold.

Finally, it is predicted that the τr behavior would be sensitive to devi-
ations from ideality, such as symmetry breaking and phonons. Indeed, any
symmetry breaking mixes the wavefunctions of the dark and bright excitons
and leads to a partial transfer of spectral weight to the dark exciton [27].
Therefore, observation of an emission peak at a lower energy than the dipole-
allowed transition implies some type of symmetry breaking. Single-nanotube
spectroscopy at low temperatures allows us to probe such effects. Recent
fluorescence measurements are suggestive of such behavior by showing multi-
ple peaks, with spectral weight shifting from high- to low-energy peaks with
decreasing temperature [35–37]. In addition, time-reversal symmetry can be
broken by the external perturbation, such as a high magnetic field ([38],
see also the contribution by Kono et al. in this volume). This leads to the
“brightening” of the dark state and increased optical quantum yield.

In accord with the observed low fluorescence quantum yield, the measured
fluorescence lifetime of semiconducting nanotubes is short, of the order of
10–100 ps, while the radiative lifetime is estimated to be of the order of 10 ns
(for a detailed discussion and references see in this volume the contribution
by Ma et al.). The existence of the dark exciton states cannot account for
the small yield and fast decay because the dark–bright splitting is rather
small, of the order of 10meV [27], so thermal equilibrium would leave a
significant (∼ 40%) exciton population in the bright state. Bimolecular decay
processes could not be the determining factor either because the short lifetime
is observed at even low excitation levels. We have to conclude, therefore,
that another intrinsic energy-dissipation channel controls the relaxation of
the lowest exciton state. Undoubtedly, electron–phonon coupling between
the E11 exciton and the ground state plays a key role [25].

2.3 Exciton–Optical Phonon Sidebands in Absorption Spectra

Fine structure in the optical data can provide a distinctive signature of ex-
citonic transitions in semiconducting carbon nanotubes. In zero-dimensional
systems (0D) phonon sidebands show up in optical spectra as replicas of
the main electronic transition and are used to determine the strength of the
exciton–phonon interaction. On the other hand, in bulk 3D semiconductors
where band-to-band absorption dominates the optical spectrum, typically no
distinct phonon sidebands are observed. In 1D systems the zero-phonon line
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has an excitonic origin and optical phonon sidebands are clearly observed.
Unlike in molecules, the spectral lineshape of this phonon replica is signif-
icantly broader than that of the zero-phonon line due to the 1D exciton
dispersion, which is much larger than the phonon dispersion. In addition,
the exciton dispersion makes the phonon sideband intensity in carbon nano-
tubes significantly smaller than that in a 0D system with the same strength
of the exciton–phonon interaction. Thus, in a molecular system the phonon
sideband intensity is given by the Huang–Rhys factor S = (g/�ω)2, where
g is the strength of the exciton–phonon interaction and �ω is the phonon
energy, which coincides with the position of the sideband replica. In 1D car-
bon nanotubes, on the other hand, the measured phonon sideband intensity
S′ = (g/�ω̄)2 is smaller than the molecular limit result, due to the larger
average energy position of the phonon sideband �ω̄ = 〈�ω−q + Eq − Eq=0〉,
where �ω−q and E are phonon and exciton energies, respectively.

To calculate the phonon sidebands in the absorption spectra of carbon
nanotubes we need to know the exciton–phonon coupling between the opti-
cally bright excitons and all possible phonons in the carbon-nanotube struc-
ture. The latter is given by a linear combination of the electron–phonon
interactions [39] with weights determined by the exciton wavefunction from
the two-particle Bethe–Salpeter equation solution [9]. The resulting exciton–
phonon interaction is typically a few per cent stronger than the ground-state
electron–phonon coupling because of the confinement of the optically active
exciton [23]. The resulting optical absorption is given by the following ex-
pression [40]:

σ(E) =
∑

α

Iα

π

γα(E)
[E − εα]2 + γ2

α(E)
, (2)

where Iα, εα, and γα are the oscillator strength, energy, and the imaginary
part of self-energy of exciton α. The exciton self-energy can be calculated
using the random-phase approximation [23]:

γα(E) = π
∑

η

|Bαη|2δ(E − Eα′q − �ω−qμ) , (3)

where index η stands for the (α′qμ) variables, Bαη is the exciton–phonon
coupling, Eα′q and �ω−qμ are the exciton and phonon energies, respectively.

An example of a computed spectrum is shown in Fig. 4. Most of the
spectral weight is transferred to the optical-phonon sideband with energy of
∼ 200meV. Unlike the sidebands in molecular systems, the phonon sidebands
in CNTs are expected to be much broader due to the exciton dispersion. In-
deed, a phonon with momentum q can assist an exciton transition with the
opposite momentum −q, giving rise to a phonon-sideband peak with energy
E−q + �ωq − ES

11, so that the spectral lineshape of the phonon sideband
resembles a convoluted density of exciton and phonon states. Most impor-
tantly, the phonon sideband in Fig. 4 peaks at an energy of 210meV, which
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is larger than any of the single phonon energies of the CNT. This energy
shift is due to the fact that the dark states with finite angular momentum
have the strongest exciton–phonon coupling with the K-point optical phonon
with an energy of 180meV giving a dark–bright exciton splitting of 30meV
(the splitting depends on CNT diameter), which accounts for the shift of
the sideband at about 210meV [17]. Therefore, the energy position of the
phonon sidebands gives information about the electronic states of carbon
nanotubes that cannot be directly accessed. Optical-phonon sidebands have
also been observed in many other optical studies [18–22]. We have also pre-
dicted a weaker RBM replica in the absorption spectra. As the CNT diameter
is reduced, the exciton–phonon coupling to both RBM and optical phonons
increases resulting in stronger phonon replicas, which can have up to 15%
of the oscillator strength in dt = 1nm diameter CNTs. The modification of
the exciton transition energy due to the phonon coupling can reach up to
70meV. At the same time, the electron-phonon interaction renormalizes the
phonon energy. This effect is typically an order of magnitude smaller. How-
ever, in metals with strong electron-optical phonon coupling strength, and in
cases like graphene where the phonons have energies comparable to or larger
than the gap, the dynamic effect can be especially large (see the contribution
by Charlier et al in this volume). The energy renormalization in perturba-
tion theory reduces the phonon energy, that is, has a negative sign, and is
maximum in undoped (intrinsic) graphene and CNTs. Therefore, reducing
the energy renormalization by changing the carrier density can induce a blue
shift in the Raman frequency. A similar situation may be expected in the case
of 1D metallic nanotubes, although the effect becomes even stronger due to
the reduced dimensionality of the system. Finally, and most importantly, we
found that the renormalization of the phonon energy by carriers in semicon-
ducting CNTs also results in a blue shift due, in this case, to the coupling of
the Raman active phonons to virtual electron-hole pairs [41].

Although the acoustic-phonon coupling strength is much weaker than
the coupling to optical phonons, it nevertheless plays an important role
in determining the intrinsic linewidth of the dipole active (ES

11) exciton.
The experimentally observed linear dependence of the excitonic linewidth
in the fluorescence data by the Lefebvre group [36] of FWHM = 0.29kBT , in
1-nm diameter CNT, can readily be reproduced assuming a reasonable
strength of the exciton–acoustic-phonon coupling [23] and the bright-exciton
dispersion [27].

2.4 Impact Excitation, Auger Recombination
and Exciton Annihilation

Excited states of carbon nanotubes can be produced by photoexcitation,
electron–hole recombination (see Sect. 1), or through internal excitation by
energetic (“hot”) carriers flowing through the CNT. The excitation mecha-
nism involves the Coulombic interactions between electrons, i.e., an impact
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Fig. 4. First exciton absorption in a (17, 0) tube dt = 1.4 nm calculated in a di-
electric environment with ε = 2 [23] including the exciton–phonon coupling. The
phonon sideband curve shows absorption spectra according to (2), the vertical lines
shows the corresponding molecular limit calculated with flat exciton dispersion
Eq = const, and the exciton recoil curve was calculated with the phonon ener-
gies set to zero to show the contribution to the phonon-sideband width from the
exciton dispersion. The zero-phonon line is centered at zero energy and it has ap-
proximately 92 % of the spectral weight with the strongest optical-phonon sideband
having approximately 8 % intensity

scattering mechanism. Electron–electron interactions are very strong in 1D
materials such as CNTs. Indeed, calculations suggest, see Fig. 5, that im-
pact excitation processes in CNTs, are much more efficient (4–5 orders of
magnitude stronger) than in conventional bulk semiconductors [42].

Conservation of circumferencial angular momentum plays a critical role
in determining the threshold energy, Eth, for the impact ionization and ex-
citation in carbon nanotubes. Due to the hyperbolic dispersion of the elec-
trons and holes, the first and second electronic bands in perfect-symmetry
tubes are not impact-ionization active at low energies. On the other hand,
the third and fourth bands become impact-ionization active at the bottom
of the band, because the energies of the bands are proportional to the an-
gular momenta, such that it is easy to conserve both of them, whereas the
longitudinal momentum along the tube axis is zero in both the initial and
final states. Furthermore, the impact-excitation rate is higher in nanotubes
than the impact-ionization rate, neglecting the strong electron–hole interac-
tion in the produced electron–hole pair. The Coulomb interaction between
the electron and hole composing an exciton increases the effective mass of
the exciton, which helps to conserve both energy and momentum and to sub-
stantially reduce the impact-excitation threshold in the first and the second
band.

The energy necessary for the electronic excitation must come from the
hot carriers. The carriers are accelerated by the field but can lose energy to
both phonons, particularly high-energy optical phonons (strongest electron–
phonon coupling), and electronic transitions. The problem can be treated by
solving the corresponding Boltzmann equation [42]. It is thus found that the
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Fig. 5. Impact-excitation rates for a (25,0) nanotube d = 2.0 nm as a function of
energy measured from the bottom of the first conduction band Δ1, for the first
seven conduction bands. The vertical dashed lines correspond to the bottoms of the
conduction bands Δi, i = 2, 3, . . . , 7 relative to Δ1. After [42]

exciton production rate P varies exponentially with the applied field F as
P ∼ exp(−Eth/eFλop), where Eth is the excitation threshold and λop (∼ 20–
40 nm) is the electron mean-free path due to optical-phonon scattering (see
also the contribution by Biercuk et al. in this volume). Optical phonons can
efficiently decay into the heat bath provided by the substrate. However, in
the case of suspended nanotubes evidence has been presented of the develop-
ment of a nonequilibrium optical phonon distribution [43, 44]. In our model
we have included this possibility by having the optical phonons at different
temperatures, Top, while keeping the other phonons at ambient temperature.
The resulting exciton production rate could be well fitted by an exponential
dependence with an effective temperature, Teff [42]:

P = P0 exp(−Eth/kBTeff) ; kBTeff =
√

(kBTop)2 + (eFλop)2 . (4)

The angular-momentum conservation law can also help to understand why
the reverse process, i.e., the Auger recombination of a small longitudinal mo-
mentum ES

11 exciton and a free carrier is not important. Indeed, the free
carrier in the first band must accept the entire ES

11 exciton energy without
changing its own momentum, which is not possible. Another exciton decay
channel is the exciton–exciton annihilation process in which the angular mo-
menta of the two colliding low-energy ES

11 excitons add up to zero is probable.
In this process, a second ES

22 exciton of zero angular momentum can be cre-
ated, whose energy is roughly twice the ES

11 energy at the bottom of the band.
This decay channel can be efficient, provided the exciton density is high. This
condition has recently been experimentally realized in impact-excitation elec-
troluminescence [45] and under high-intensity laser ablation [46–48], as is also
discussed in the contribution by Ma et al.
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2.5 Franz–Keldysh, Stark Effects
and Exciton Ionization by Electric Fields

In electroluminescence, photoconductivity and impact-excitation experiments
an electric field parallel to the CNT axis is applied. Such a field can modify
both the spectral properties and excited-state decay dynamics of CNTs. The
electro-optical response of 3D semiconductors was discussed almost fifty years
ago by Franz [49] and Keldysh [50, 51]. They showed that in the presence of
the field, the absorption coefficient decays exponentially for photon energies
below the semiconductor bandgap and becomes oscillatory for photon ener-
gies above the bandgap. The interest in electroabsorption was revived about
three decades later after the discovery of the quantum-confined Stark effect
in 2D quantum-well structures [52,53], where large Stark shifts were observed
in fields directed perpendicular to the 2D planes.

An electric field leads to several modifications of the absorption spectrum:
1. modulation of the absorption coefficient; 2. growth of the band-to-band ab-
sorption spectral weight; 3. shift of the absorption peak, known as the Stark
effect; and 4. dissociation of the bound exciton. In bulk 3D semiconductors
the exciton binding energy is small and most of the theoretical and experi-
mental focus has been on the field-induced absorption in the region below the
bandgap and on the quantum-confined Stark effect in 2D structures [24]. In
carbon nanotubes, the binding energy is large and the oscillator strength of
the higher-lying Rydberg states is very small, so that relatively large changes
in the absorption at the first excitonic peak and the first band-to-band ab-
sorption are to be expected.

The influence of an external electric field on the absorption spectra of
CNTs was studied theoretically by Perebeinos and Avouris who solved the
Bethe–Salpeter equation for excitons in an external dc electric field directed
along the tube axis [54]. At zero field, there is no absorption in the energy
range between the first exciton and the onset of the band-to-band absorption
(Fig. 6). In the presence of the field, however, an absorption peak devel-
ops in the optically forbidden region, i.e., below the bandgap at about 0.7 eV
(Fig. 6). With increasing field strength, spectral weight is transferred from the
excitonic peak to the band-to-band absorption. At some critical field Fc, the
band absorption merges with the first-exciton absorption peak. In contrast,
in the absence of excitons the band-to-band absorption simply decays expo-
nentially below the bandgap edge. The same authors found quadratic field
dependences of both the spectral weight growth of the band-to-band absorp-
tion and of the Stark shift. The effects are most pronounced in large-diameter
tubes with large excitonic radii, since the field coupling of the bound exciton
to the free electron–hole continuum states is proportional to the exciton ra-
dius [9]. Specifically, they found the spectral weight shift to be proportional
to ∼ d4

t F
2 and that it can be as large as 10% at 15V/μm in dt = 1.5 nm,

while the Stark shift is proportional to ∼ d3
t F

2 and can be as large as 10meV
at 15V/μm in a dt = 1.5 nm tube. Analogous results were obtained in [55].
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Fig. 6. Absorption spectra of a (16,8) nanotube, dt = 1.7 nm, in applied electric
fields of F (V/m) = 0.0, 2.0, 6.0, 10.0. The first optically active exciton in zero field
is at 0.5 eV, while the band-to-band absorption is at about 0.2 eV higher energy

The presence of the field can also lead to the ionization (dissociation) of
the exciton. This is essential for the observation of CNT photoconductivity
upon excitation of the low-energy (ES

11) bound-exciton state. On the other
hand, the higher-energy ES

22 state is autoionizing because it is embedded
in the lowest-energy free-particle continuum. The ionization lifetime of the
bound exciton can be written as the product of the tunneling probability
into the free electron–hole continuum and the attempt frequency. From the
uncertainty principle it can be shown that the attempt frequency is propor-
tional to the exciton binding energy Eb, while the tunneling probability can
be described by a single parameter F0 [56], so that the dissociation rate can
be written as:

Γ0(F ) = αEb(F0/F ) exp[−(F0/F )] , (5)

where F0 is proportional to ∼ E
3/2
b m1/2 ∼ 1/d2

t , where m is a reduced
exciton mass. We solve numerically for the exciton tunneling rate Γ0(F ) [54]
and the results can be well fitted to (5) at low fields with F0 ≈ 90V/μm
in a dt = 1.5 nm tube, and α ≈ 4 being almost diameter independent. At
fields above half the critical field Fc ≈ 0.5F0, the numerical solutions start to
deviate from (5). Since the binding energy in large-diameter tubes is typically
less than the optical-phonon energy of 180–200meV, the bound exciton can
be dissociation by a phonon-assisted mechanism. The probability to absorb
an optical phonon is proportional to the phonon occupation number nph,
which is small at room temperature, but can be large in optoelectronic CNT
devices operating at high biases [43]. The bound-exciton dissociation rate in
this regime [54] becomes Γ1 ≈ Γ0 + nph/τph, where τph = 30–100 fs is the
exciton–optical-phonon scattering rate [23, 57].
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3 Overview of CNT Electronics –
Unipolar and Ambipolar FETs

Before we discuss electro-optic experiments, which are based on the carbon-
nanotube field-effect transistor (CNTFET), we give a brief review of the
switching mechanism in this fundamental electronic device [58]. An electric
current through a semiconducting carbon nanotube that is contacted by two
metal electrodes (source and drain) and capacitively coupled to a third elec-
trode (the gate) can be switched on and off by applying a voltage at the
gate [59, 60]. This device geometry is similar to that of a silicon metal-ox-
ide-semiconductor field-effect transistor (MOSFET), with the inversion layer
(channel) in the silicon replaced by the carbon nanotube. Switching of the
carbon-nanotube field-effect transistor (CNTFET) however, is generally dom-
inated by the response of the contact region and the device acts as a Schott-
ky-barrier (SB) transistor rather than a bulk-switching transistor [61–64], as
also discussed in the contribution by Biercuk et al.

The height of the Schottky barriers for electrons and holes determines
the polarity of the device (n- or p-type). At roughly equal SB heights, both
carriers can be injected equally well into the CNT and ambipolar conduction
is observed [64–67]. This means at a positive gate voltage electrons carry the
current in the CNT, and at a negative gate voltage holes carry the current.
Tunneling through the 1-dimensional SB in a carbon nanotube is much more
pronounced than in 3D Schottky-barrier devices because of the nanometer-
scale width of the Schottky barriers. The SB width is strongly dependent
on the gate oxide thickness and dielectric constant and to a lesser degree on
the diameter of the CNT. As a rule of thumb, the SB width scales with the
gate oxide thickness [65,67] and thermally assisted tunneling is important for
carrier injection in CNTFETs [68].

While scaling the oxide thickness improves operating characteristics such
as the subthreshold slope by decreasing the SB width [69], it also leads to
ambipolar characteristics that are undesirable in logic applications: The de-
vice does not turn off for either large positive or negative voltages because
the Schottky barriers become leaky due to tunneling. There has been a lot of
interest in finding ways to maintain unipolar characteristics in scaled CNT-
FETs [70]. One way to do this is through modulation doping, either by a
second gate that electrostatically dopes the contact region of the device or
through chemical doping.

On the other hand, ambipolar CNTFETs enable novel electrooptic devices
that are impossible to achieve with unipolar transistors. In ambipolar devices,
the minimum of the current is produced at a gate voltage halfway between
source and drain voltages: Vg = 1/2(Vd − Vs). At this voltage equal amounts
of electrons and holes are injected from opposite contacts into the CNT.
When these carriers associate they can recombine radiatively within the CNT
leading to electroluminescence [71]. The opposite effect, where light excites
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carriers in the CNTs and a photocurrent is measured is also possible [72]. In
the following two sections, we will review these topics.

4 Photoconductivity and Light Detection

4.1 Types of Nanotube Photodetectors

Photodetectors can be based on a variety of physical effects, some of which
have been demonstrated using carbon nanotubes. In thermal detectors, a
change in temperature due to the illumination with visible or infrared light
produces an electrical response. Thermopiles, bolometers, and pyroelectric
detectors fall in this regime. In photon detectors, the photons are absorbed
by a semiconducting material and the photogenerated electrons and holes
produce a current or voltage across the device. Photoconductive detectors,
p–n junctions, and Schottky barrier diodes are members of this group.

In CNTFETs, oxygen is known to turn unprotected nanotubes p-type by
lowering Schottky-barrier heights for holes [73]. This effect is responsible for
a photoresponse of CNTFETs upon UV illumination, because photons of suf-
ficient energy can photodesorb molecular oxygen from the carbon nanotube
and the metal electrodes and thus change the FET characteristics [74]. In
air, the recovery to the initial conductance state takes on the order of tens
of seconds. In vacuum no recovery is observed. The high sensitivity of CNT-
FETs to changes in their environment is the main reason they are actively
explored as sensors for trace amounts of gases and molecules.

Photons with energy greater than the direct silicon bandgap (and to a
lesser degree the indirect gap) can be absorbed in the silicon backgate of
a CNTFET. They produce a photovoltage at the silicon/SiO2 interface be-
cause the band bending in the silicon separates electrons and holes. This
photovoltage acts as an additional gate voltage and shifts the gate-voltage
characteristics of the CNTFET [72]. Depending on the biasing conditions,
this can lead to an increase or decrease in transport current.

In a nanotube bolometer, the incident radiation heats the CNT and the
change in temperature affects the resistivity of the device, i.e., it is based
on the nonradiative decay of the excited CNT. FETs made from individual
CNTs that are well heat sunk to the underlying substrate usually do not
show an appreciable increase in temperature for incident power densities
up to 100 kW/cm2 even when the laser is focused to a diffraction-limited
spot. However, in films of carbon nanotubes that are suspended between
two electrodes, heating is observed, and the film acts as a bolometer [75]. In
the suspended-film geometry in vacuum, heat can only escape through the
contacts, which are centimeters apart, or radiatively, which is very inefficient.
Along the film, the heat and current flow is strongly limited by tube–tube
junctions. In addition, CNTs have a very small heat capacity, which means
that temperature increases are large. For best performance as a bolometric
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detector, the nanotube film is cooled to a temperature around 200K, where
the electrical response is semiconducting (e.g., the resistance decreases for
increasing temperature). There is hope that this kind of device might be
competitive with existing bolometer materials, especially when metallic and
semiconducting CNTs could effectively be separated.

Finally, there are several types of devices based on direct photon detection
that have been realized recently with carbon nanotubes and that are the
subject of the remainder of this section. They include photoconductors [72],
Schottky-barrier diodes [70], and p–n junctions [76]. In these devices a photon
produces an exciton within the carbon nanotube, which then decays to a free
electron and hole at the valence- and conduction-band edges. These carriers
are separated by an externally applied electric field, or by internal fields and
lead to a photocurrent or photovoltage.

4.2 CNT Photoconductor

The photocurrent generated by the resonant excitation of a CNT allows CNT-
FETs to be used as nanosized, polarized photodetectors [72]. Excitation of
higher exciton states, such as the ES

22 state that is autoionizing because it
is embedded in the first free-particle continuum, directly leads to free elec-
tron–hole pairs. These are separated by the applied field. An example of
a photoconductivity measurement in a CNTFET configuration is shown in
Fig. 7. The increase in the off-state current in both the unipolar and am-
bipolar cases arises from the photogenerated electron–hole pairs in the CNT.
The shift in gate-voltage characteristics is due to the previously discussed
photovoltage generated at the silicon backgate/SiO2 interface. One has to
be careful to bias the device well in the off state to eliminate the large and
non-CNT-specific contribution of the backgate photovoltage.

Guo et al. [77]. have modeled the photocurrent generated in an ambipo-
lar CNTFET under illumination with infrared light with energy close to the
energy of the CNT bandgap. The model showed that the gate-voltage charac-
teristic under illumination evolves as we observe in the experiment of Fig. 7b
(i.e., the off state increases monotonically with increasing light intensity).
The authors point out that contrary to intuition, optical-phonon scattering
increases the measured photocurrent. Once a photogenerated electron or hole
has traveled far enough in the applied field, it can lose the energy of 180meV
by emitting an optical phonon. After this scattering event, it can not return
to the position where it was created because the bandgap now poses an en-
ergy barrier. This helps prevent recombination of electrons and holes and
thus increases the current that is collected at the electrodes.

4.3 Photocurrent Spectroscopy and Quantum Efficiency

To show that the photocurrent in a CNTFET is intrinsic to the CNT, both the
wavelength and polarization dependence of the photocurrent are measured.
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Fig. 7. Current vs. gate voltage for two CNTFETs in the dark and illuminated
with infrared light. (a) For a unipolar p-type device (Reprinted with permission
from [17]. Copyright (2005) American Chemical Society.). (b) For an ambipolar
device [73]. In both cases the excitation occurs at the ES

22 transition, the laser
power is 1 kW/cm2, and the drain voltage is |Vd| = 1V

In resonance, the polarization dependence follows a cosine-square law and is
maximized at a polarization along the direction of the CNT (Fig. 8a). The
photon-energy dependence of the photocurrent peaks at the expected E22

transition (Fig. 8b). The light is indeed absorbed in the carbon nanotube
and the generated carriers are collected at the source and drain contacts.
A thermal effect can be ruled out for CNTs in contact with a dielectric
because the Raman Stokes/anti-Stokes intensity ratios of the radial breathing
modes and G-bands of CNTs are not power dependent at the moderate power
levels used here, [78], and a photovoltage is produced when the laser spot is
focused to subdevice dimensions (see later in this contribution) [79].

In addition to the strong main peak in the spectrum that stems from
the ES

22-derived, dipole-active exciton, a weak side peak is visible 200meV
higher in energy. This peak has the same polarization as the main peak [17].
The energy difference between the peaks coincides with the energy of the
optical phonons in CNTs that have been shown to be important sources of
electron scattering in CNTFETs. Note that photocurrent spectroscopy allows
the observation of the spectrum of a single CNT and phonon sidebands are
unobscured, whereas absorption spectroscopy requires macroscopic quantities
of CNTs, which are usually ensembles of CNTs with different chiralities and
weak peaks can not be easily discerned. As we discussed in Sect. 2.3, the ob-
servation of these phonon sidebands is a strong argument for the generation
of CNT excitons [17, 27]. The (internal) quantum efficiency η of a photocon-
ductor is defined as the number of photogenerated electron–hole pairs per
incident photon. The quantity that is directly accessible in an electro-optic
measurement, however, is the external quantum efficiency, which is defined as
the current produced by the device per incident photon. In our CNTFETs,
we have measured external quantum efficiencies on the order of 1% [72].
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Fig. 8. Polarization and wavelength dependence of the photocurrent. (a) Polariza-
tion dependence of the photocurrent. The photocurrent is maximized for linearly
polarized light along the length of the CNT. (b) Wavelength dependence of the pho-
tocurrent. The photocurrent peaks at the expected ES

22 exciton transitions. A side
peak is visible about 200 meV higher in energy
. Reprinted with permission from [17]. Copyright (2005) American Chemical Society

An estimate of the internal quantum efficiency is complicated by the uncer-
tainty in the size of absorption cross sections. These have only been measured
on CNT ensembles that contain different chiralities of CNTs [80], and thus
may underestimate the absorption in resonance. We have used modeling soft-
ware [72] to estimate the internal quantum efficiency in resonance (e.g., at
the E22 transition) and found η ∼ 10%, which means that about 10% of the
photons produce excitons and about 10% of the excitons are separated and
collected at the contacts. The latter number is sometimes referred to as the
gain of the photoconductor.

The photocurrent and thus the external quantum efficiency increase lin-
early with drain bias up to about 1 to 2V. Above this voltage, the Schottky
barriers become quite transparent and the transport current dominates the
measurement. Increasing Schottky barrier heights by using appropriate work-
function metals or smaller-diameter CNTs could allow applying higher volt-
ages and thus increasing the gain. Finally, excitation at higher energies, e.g.,
in the visible should further enhance the photocurrents, but with a loss of
selectivity [81].

4.4 Photovoltage in Asymmetric CNTFETs –
Schottky-Barrier Diodes

An example of the use of a CNTFET as a photovoltaic device is shown in
Fig. 9 [70]. In the dark this nanotube photocell shows a rectifying diode I–V
characteristic likely due to two different Schottky barriers at the source and



440 Phaedon Avouris et al.

Fig. 9. Photovoltage in an asymmetric CNTFET. (a) Rectifying I–V characteristic
acquired in the dark. (b) I–V characteristic of the same device for several gate
voltages (see legend) under global IR irradiation [70]

drain. When uniform infrared light of about 1 kW/cm2 is incident on this de-
vice, an open-circuit photovoltage of VOC = 300mV is generated independent
of the gate voltage that is applied at the backgate. The short-circuit photo-
current is on the order of ISC = 100 pA and is maximized when the CNTFET
is gated in the “on” state. (In the “off” state, the internal resistance along
the CNT increases, which reduces the measured photocurrent.) In the previ-
ously discussed nanotube photoconductor, external fields were necessary to
generate a current. Here, the internal fields at the Schottky barriers are able
to separate electrons and holes even without an applied voltage. An impor-
tant figure of merit for a photovoltaic device is the fill factor, defined as the
ratio FF = (Vmax × Imax)/(VOC × ISC), where Vmax and Imax are the voltage
and current that correspond to the maximum power that can be produced
by the photovoltaic cell. From Fig. 9b we estimate FF ∼ 0.4 for this device.

In the example of Fig. 9 the two contacts were accidentally dissimilar and
the mirror symmetry of the device was broken, enabling the generation of
a photovoltage. It should be possible to use metals with different workfunc-
tions for source and drain to achieve higher photovoltages. The limit of the
photovoltage generated by a CNT device is given by the magnitude of its
bandgap, ∼ 1V.

4.5 Photovoltage in a CNT p–n Junction

Another configuration in which a CNT can be used as a photovoltaic device
is as part of a p–n junction [76]. This can be accomplished by a split gate
that electrostatically dopes half of the tube p-type and the other half n-
type [82]. It has been shown that CNT diodes with an abrupt p–n junction
are very leaky due to band-to-band tunneling [83, 84]. The split gates are
therefore separated by typically 0.5μm, which effectively produces a p–i–n
diode with a depletion region of a few 100 nm. The I–V characteristic of a
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Fig. 10. Short-circuit photocurrent imaging of a CNTFET. (a) Reflected-light
image of a CNTFET. The source and drain contacts are visible. The left contact is
connected to GND and the right contact is grounded through a current amplifier.
(b) Simultaneously acquired image of the short-circuit photocurrent as a function
of the laser-spot position. Bright areas correspond to positive and dark areas to
negative photocurrents. Inset: SEM image of the device

CNT p–i–n diode follows well the diode equation Ids = I0(eVDS/nkBT − 1)
with an ideality factor n = 1.2 [82]. (An ideality factor of 1 would imply that
no recombination nor disorder are present, and n = 2 would mean complete
recombination in the depletion region.) When the CNT is also suspended
around the p–i–n junction, well-behaved diodes with an ideality factor close
to 1 are produced [76].

4.6 Photovoltage Imaging

In a symmetric CNTFET under global illumination, no photovoltage is mea-
sured because the internal fields at the two Schottky barriers counteract each
other. However, when the light is focused and only one SB is irradiated at
a time, then a measurable photovoltage is obtained. Alternatively, in the
short-circuit configuration the device generates a photocurrent at zero bias.

Figure 10 shows an image of the short-circuit photocurrent in a CNTFET
as a function of the laser-spot position [85]. Similar images, albeit produced
with applied bias, have been shown by the Kern and Mews groups [79, 86].
The strongest effect is seen where the internal fields that separate electrons
and holes are strongest, namely at the two Schottky barriers. The sign of the
photocurrent depends on the direction of local band bending in the CNT.
The CNTFET in Fig. 10 is p-type and the bands bend upward on going from
a contact toward the middle of the device. When photons are absorbed near
a Schottky barrier, the electrons are accelerated toward the metal and the
holes toward the CNT. This leads to a positive photocurrent for light incident
at the right contact and a negative photocurrent for light incident on the left
contact.
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5 Electroluminescence

5.1 Ambipolar Mechanism

CNT excited states can be produced either by direct excitation, e.g., through
light absorption, or through electron–hole association, e.g., in a p–n junc-
tion. Electron–hole pairs in semiconductors recombine by a variety of differ-
ent mechanisms. In most cases, the energy will be released as heat (phonons),
but a fraction of the recombination events may involve the emission of a pho-
ton. This process is termed “electroluminescence” (EL) and is widely used
to produce solid-state light sources such as light-emitting diodes (LEDs). In
order to produce LEDs or any other electroluminescent device, one must re-
combine significant populations of electrons and holes. Conventionally, this is
achieved at an interface between a hole-doped and an electron-doped mate-
rial. In ambipolar CNTFETs, at an appropriate bias, electrons and holes can
be simultaneously injected at the opposite ends of the CNT channel. This
allows radiative recombination to take place and electroluminescence to be
emitted [71]. While the emission mechanism is the same as that in p–n junc-
tions, ambipolar CNTFETs do not require any chemical doping, a significant
simplification of the fabrication process.

CNT electroluminescence exhibits a variety of interesting properties. The
emitted light is strongly polarized along the tube axis [71]. The radiation
also has a characteristic energy that depends on the diameter and chirality
of the excited SWNT, just as the optical bandgap does [87], and the length
of the electroluminescent region is on the order of the recombination length,
lrec ≤ 1μm. [88]

At a gate voltage halfway between source and drain voltages, Vg =
(Vd − Vs)/2, equal numbers of electrons and holes are injected and while
the total current is minimized, the amount of light generated due to am-
bipolar recombination is maximized [71]. In short devices (L < lrec, L is the
channel length), the light emission encompasses the entire SWNT [71]. In
long devices (L � lrec), where nonradiative electron–hole recombination is
fast compared to carrier transit times through the channel, light emission
originates from a small part of the CNT where electrons and holes coexist
and can annihilate each other, i.e., the emission is localized wherever the con-
centrations of electrons and holes overlap most strongly [88]. In the regions
above and below this recombination spot, transport is unipolar n-type and
p-type. The overlap region can be physically moved using a gate electrode,
since the relative contributions of electrons and holes to the total current
are strongly gate dependent. Therefore, a CNT LED is a translatable light
source; the gate bias Vg can smoothly and continuously position the site of
emission [88, 89]. In Fig. 11 we demonstrate the translation of the emission
spot between two electrodes by applying different gate voltages.
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Fig. 11. Ambipolar infrared emission from a long-channel CNT FET (50 μm).
Source and drain contacts are visible at the top and bottom. The recombination
region, where electrons and holes overlap, produces light and can be translated
along the CNT by an applied gate voltage

5.2 Mechanism of the Spot Movement in Ambipolar Transistors

In long CNTFETs, source–drain voltages of several tens of volts are applied
and Vs < Vg < Vd, so both Schottky barriers are essentially transparent.
Under these conditions a simple drift transport model can account for the
main features of the movement of light emission [89]. The backgate effectively
screens the source and drain voltages in long-channel CNTs and it couples
capacitively to the CNT channel so that the potential along the CNT, V (x),
can be written as: V (x) = Vg + C−1[ne(x) − nh(x)], where C is the geo-
metrical capacitance of the CNT and ne and nh are the number densities
of electrons and holes, respectively. At the center of the recombination spot
ne = nh, so that the potential is that of the gate Vg. It is clear then that if
Vg is changed, the recombination (emission) spot would have to move. The
current through the CNT is sustained by the electric field associated with the
charge gradient in the CNT, rather than by the externally applied field, i.e.,
I = −μ n(x) dV (x)/dx, where μ is the mobility and n(x) = ne(x) + nh(x)
is the sum of electron and hole number densities. In the long-channel limit
where electron-hole recombination times are much shorter than carrier trans-
port times through the device, the simple drift model can be solved analyti-
cally to obtain the position of the emission spot as a function of Vg and Vd.
A comparison between experiment and the model’s predictions is shown in
Fig. 12. A reasonably good agreement between theory and experiment is evi-
dent. The S-shape movement of the spot with gate voltage is well reproduced.
However, the gate-voltage range over which the spot moves is smaller in the
experiment. This discrepancy is due to the voltage drop at the Schottky bar-
riers. A hysteresis due to the production of charged traps in the thick gate
oxide is also present in the experimental results. Numerical calculations on
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Fig. 12. Model of the spot movement in an ambipolar CNT FET overlaid over the
actual data during forward and backward sweeps. A slight hysteresis is present in
the experimental data

the light emission from intermediate-length devices were also performed by
Guo and Alam [90].

5.3 Electroluminescence Spectrum
and Efficiency of the Radiative Decay

Figure 13 shows the infrared electroluminescence spectra of two individual
CNTs [87]. The short laser-ablation tube, biased with an average electric field
of 100 kV/cm has a very broad spectrum with an exponential high-energy
tail. The spectrum of the long CVD CNT at a much lower average field of
4 kV/cm is also much narrower. Both CNTs have a similar low-energy emis-
sion onset close to the position of the expected E11 transition below 0.6 eV.
From a comparison of the experimental spectrum and the calculated optical
conductivity we determined that the carrier distribution in the short CNT is
quite hot (involves phonon excitation up to the energy of the optical phonon
at about 200meV).

The efficiency η of the radiative recombination process for electrolumi-
nescence can be determined by integrating over the spectrum in Fig. 13 and
comparing it to the injected current. We find ηEL ∼ 10−6 photons/electron–
hole pair for the ambipolar process [87].

6 Unipolar Mechanism for Infrared Emission

In addition to the gate-translatable emission, localized electroluminescence
is also observed from particular spots on a SWNT under unipolar transport
conditions [45, 88, 91, 92]. In this case, the current is carried by only one type
of carrier (electrons or holes). Since both types of carriers are necessary to
produce light, these sites must be actively generating e–h pairs. This process
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Fig. 13. Experimental spectrum of the electroluminescence for two different CNTs,
one 50-μm long CVD-grown CNT with Vd = −20 V, Vg = −10 V, I = 3.5 μA
(squares) and one 0.5 μm short laser-ablation CNT with Vd = 5 V, Vg = 2.5 V,
I = 5 μA (circles). The lines are a guide to the eye. The low-energy onset is similar
for both CNTs and corresponds to the energy of the ES

11 transition. (a) Plot on a
linear scale. (b) Same data on a log scale

occurs near defects, trapped charges in the insulator, CNT–CNT contacts,
or any other inhomogeneities that produce voltage drops along the CNT and
generate large, local electric fields [91]. For example, in Fig. 14, in addition
to the ambipolar emission spot, there are at least three additional stationary
spots, that is, light spots that do not move with Vg. Each one appears once
the ambipolar spot has moved across their position, and the corresponding
nanotube segment has become n-type. They disappear on the reverse sweep as
soon as the ambipolar spot has passed them again. The experimental evidence
suggests that local electron–hole generation and recombination under n-type
conduction is due to pockets of trapped electrons in the SiO2 gate oxide that
dope a nearby nanotube segment p-type and thus locally invert the carrier
type under n-type conduction. Trapped charges (electrons or holes) are known
to be responsible for hysteretic electronic characteristics in CNTFETs. [93,94]
The electrons are extracted from the nanotube at high gate fields due to the
field focusing at the nanometer-sized radius of the nanotube and get trapped
in the SiO2. The monitoring of localized electroluminescence provides a new
tool for detecting defects in CNT devices.

Artificial structures can also be fabricated that locally create the condi-
tions, i.e., sudden change in the potential, that generate e–h pairs and light
emission [45]. An example of such a structure is shown in Fig. 15a. It consists
of a backgated CNTFET in which a trench has been cut in the gate oxide by
etching so that a portion of the CNT channel is suspended. The difference
in the coupling to the gate of the oxide-supported and suspended part of
the CNT leads to band bending at the interface of the two segments. Carri-
ers reaching this interface are accelerated and through impact excitation can
produce excitons or e–h pairs that recombine radiatively (Fig. 15b).
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Fig. 14. Electroluminescence from a CNTFET during a gate-voltage sweep. p-
doped segments along a CNT become optically active after the ambipolar spot has
moved across them and the surrounding CNT turned n-type

Unlike the ambipolar device emission the light intensity of the unipo-
lar devices depends exponentially on the current (Fig. 15c), there is a
threshold voltage needed for the emission to occur and the emitting site
is associated with a local voltage drop. While the current varies linearly
with the applied voltage, the light emission intensity varies exponentially:
I(photon) ∼ exp(−Fth/F ), where Fth is a threshold field and F the applied
field. These findings support the proposed impact excitation mechanism. Fur-
thermore, impact excitation is not subject to the same selection rules as
photoexcitation so that impact-excited spectra can be different from that
produced by photons [42]. For example, the spectrum of a ∼ 1.6 nm CNT
shown in Fig. 15d consists of two peaks, one at 0.67 eV and another weaker
and broader peak at ∼ 0.92 eV. The first peak is the familiar E11 transi-
tion seen in photoluminescence, while the second band may be ascribed to
the first interband transition of the CNT, in agreement with the findings of
Dukovic et al. [26]. While interband transitions are suppressed in favor of ex-
citon transitions in photoexcitation, impact excitation does produce free e–h
pairs [27]. Thus, using internal impact excitation, both exciton and bandgap
CNT emission can be observed. In suspended metallic tubes under high bias
conditions, thermal light emission centered in the middle of the tube (hottest
point) was also observed [95].

7 Conclusions – Future

The study of the optical and electro-optical properties of nanotubes and in-
deed of 1D systems in general is still in its infancy. For example, fundamental
properties such as the absorption cross sections and radiative and nonradia-
tive lifetimes of individual nanotubes are still a matter of debate. The role
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Fig. 15. Unipolar electroluminescence from a suspended CNT. (top left) Schematic
of the CNTFET with a trench cut into the gate oxide. (top right) Spatially resolved
infrared emission from a device. (bottom left) Current and IR emission intensity as
a function of the back-gate voltage. Note the logarithmic scale for the IR intensity.
(bottom right) IR spectra for increasing drain voltage. Exciton and band-to-band
transitions at ∼ 0.67 eV and ∼ 0.92 eV are visible

of deviations from the perfect nanotube structure in the optical properties
of nanotubes has not been adequately resolved. The reason for this lack of
information is partly the unavailability of CNT samples of unique structure
that prevent detailed studies with results that can be reproduced by several
laboratories, and partly the scarcity of analytical techniques that have the
sensitivity and the spatial resolution required. More near-field optical studies
of CNTs [96] are obviously going to be of great value in this respect (see the
contribution by Hartschuh). CNTs themselves may provide a powerful optical
probe. Nanotubes in wraparound metal-gate configurations, i.e., surrounded
by a thin dielectric layer followed by a metal layer, as in CNTFETs, can be
used as the ultimately miniaturized (subwavelength) optical fiber and such
could be used in molecular-scale optics and spectroscopy, interchip optical
communications, and numerous other applications.
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As we have seen above, simple, FET-like structures containing individual
CNTs can emit light, detect light and generate photovoltages. The applied
voltages in the same structure can also induce electroabsorption modulation.
Selective synthesis or separation of single-type CNT would allow the fabrica-
tion of mesoscopic or even macroscopic devices involving arrays of CNTs with
greatly enhanced light or current outputs. Lasing may also be achieved. Obvi-
ously, there is a need to better understand energy flow in excited CNTs to find
conditions to optimize their emission properties. The role of the substrate,
doping, surrounding ambient, defect-induced localization, and hot phonons
needs to be understood. Nonlinear optical properties would also be interest-
ing to explore. However, the most important characteristics of CNTs that
make them appealing for electro-optics applications are not their high lu-
minescence yields or size of electro-optical modulation, but rather their nm
diameter, long length, flexibility, and the wide spectral response range and
polarized nature of their absorption. CNT optics in conjunction with CNT
electronics [58, 97, 98] can form the basis of a unified carbon-based optoelec-
tronic technology. Finally, CNTs have provided the ideal model systems to
study the optics of 1D systems. They have already significantly improved
our understanding of excitons, impact excitation and hot carrier effects in
confined systems.

References

[1] J. W. Mintmire, B. I. Dunlap, C. T. White: Are fullerene tubules metallic?,
Phys. Rev. Lett. 68, 631 (1992) 423

[2] X. Blase, L. X. Benedict, E. L. Shirley, S. G. Louie: Hybridization effects and
metallicity in small radius carbon nanotubes, Phys. Rev. Lett. 72, 1878 (1994)
423

[3] M. S. Dresselhaus, G. Dresselhaus, R. Saito: Carbon fibers based on C60 and
their symmetry, Phys. Rev. B 45, 6234 (1992) 423

[4] N. Hamada, S. Sawada, A. Oshiyama: New one-dimensional conductors:
Graphitic microtubules, Phys. Rev. Lett. 68, 1579 (1992) 423

[5] R. Saito, M. Fujita, G. Dresselhaus, M. S. Dresselhaus: Electronic structure of
chiral graphene tubules, Appl. Phys. Lett. 60, 2204 (1992) 423

[6] T. Ando: Excitons in carbon nanotubes, J. Phys. Soc. Jpn 66, 1066 (1997)
423

[7] C. D. Spataru, S. Ismail-Beigi, L. X. Benedict, S. G. Louie: Excitonic effects
and optical spectra of single-walled carbon nanotubes, Phys. Rev. Lett. 93,
077402 (2004) 423, 424, 425

[8] C. D. Spataru, S. Ismail-Beigi, L. X. Benedict, S. G. Louie: Quasiparticle ener-
gies, excitonic effects and optical absorption spectra of small-diameter single-
walled carbon nanotubes, Appl. Phys. A-Mater. 78, 1129 (2004) 423, 424,
425

[9] V. Perebeinos, J. Tersoff, P. Avouris: Scaling of excitons in carbon nanotubes,
Phys. Rev. Lett. 92, 257402 (2004) 423, 424, 425, 426, 429, 433



Carbon-Nanotube Optoelectronics 449

[10] E. Chang, G. Bussi, A. Ruini, E. Molinari: Excitons in carbon nanotubes: An
ab initio symmetry-based approach, Phys. Rev. Lett. 92, 196401 (2004) 423

[11] T. G. Pedersen: Variational approach to excitons in carbon nanotubes, Phys.
Rev. B 67, 073401 (2003) 423

[12] C. L. Kane, E. J. Mele: Ratio problem in single carbon nanotube fluorescence
spectroscopy, Phys. Rev. Lett. 90, 207401 (2003) 423, 424

[13] H. Zhao, S. Mazumdar: Electron–electron interaction effects on the optical
excitations of semiconducting single-walled carbon nanotubes, Phys. Rev. Lett.
93, 157402 (2004) 423, 425

[14] C. L. Kane, E. J. Mele: Electron interactions and scaling relations for optical
excitations in carbon nanotubes, Phys. Rev. Lett. 93, 197402 (2004) 424

[15] F. Wang, G. Dukovic, L. E. Brus, T. F. Heinz: The optical resonances in carbon
nanotubes arise from excitons, Science 308, 838 (2005) 424

[16] J. Maultzsch, R. Pomraenke, S. Reich, E. Chang, D. Prezzi, A. Ruini, E. Moli-
nari, M. S. Strano, C. Thomsen, C. Lienau: Exciton binding energies in carbon
nanotubes from two-photon photoluminescence, Phys. Rev. B 72, 241402R
(2005) 424

[17] X. Qiu, M. Freitag, V. Perebeinos, P. Avouris: Photoconductivity spectra of
single-carbon nanotubes: Implications on the nature of their excited states,
Nano Lett. 5, 749 (2005) 424, 430, 438, 439

[18] F. Plentz, H. B. Ribeiro, A. Jorio, M. S. Strano, M. A. Pimenta: Direct exper-
imental evidence of exciton–phonon bound states in carbon nanotubes, Phys.
Rev. Lett. 95, 247401 (2005) 424, 430

[19] M. Jones, C. Engtrakul, W. K. Metzger, R. J. Ellingson, A. J. Nozik,
M. J. Heben, G. Rumbles: Analysis of photoluminescence from solubilized
single-walled carbon nanotubes, Phys. Rev. B 71, 115426 (2005) 424, 427,
430

[20] S. G. Chou, F. Plentz, J. Jiang, R. Saito, D. Nezich, H. B. Ribeiro, A. Jorio,
M. A. Pimenta, G. G. Samsonidze, A. P. Santos, M. Zheng, G. B. Onoa,
E. D. Semke, G. Dresselhaus, M. S. Dresselhaus: Phonon-assisted excitonic
recombination channels observed in DNA-wrapped carbon nanotubes using
photoluminescence spectroscopy, Phys. Rev. Lett. 94, 127402 (2005) 424, 430

[21] H. Htoon, M. J. O’Connell, S. K. Doorn, V. I. Klimov: Single carbon nanotubes
probed by photoluminescence excitation spectroscopy: The role of phonon-
assisted transitions, Phys. Rev. Lett. 94, 127403 (2005) 424, 430

[22] Y. Miyauchi, S. Maruyama: Identification of an excitonic phonon sideband by
photoluminescence spectroscopy of single-walled carbon-13 nanotubes, Phys.
Rev. B. 74, 035415 (2006) 424, 430

[23] V. Perebeinos, J. Tersoff, P. Avouris: Effect of exciton–phonon coupling in the
calculated optical absorption of carbon nanotubes, Phys. Rev. Lett. 94, 027402
(2005) 424, 429, 430, 431, 434

[24] H. Haug, S. W. Koch: Quantum Theory of the Optical and Electronic Properties
of Semiconductors (World Scientific, London 2005) 424, 433

[25] P. Avouris, J. Chen, M. Freitag, V. Perebeinos, J. C. Tsang: Carbon nanotube
optoelectronics, Phys. Stat. Sol. B 243, 3197 (2006) 424, 425, 426, 428

[26] G. Dukovic, F. Wang, D. Song, M. Y. Sfeir, T. F. Heinz, L. E. Brus: Structural
dependence of excitonic optical transitions and band-gap energies in carbon
nanotubes, Nano Lett. 5, 2314 (2005) 425, 446



450 Phaedon Avouris et al.

[27] V. Perebeinos, J. Tersoff, P. Avouris: Radiative lifetime of excitons in carbon
nanotubes, Nano Lett. 5, 2495 (2005) 425, 427, 428, 430, 438, 446

[28] C. D. Spataru, S. Ismail-Beigi, R. B. Capaz, S. G. Louie: Theory and ab
initio calculation of radiative lifetime of excitons in semiconducting carbon
nanotubes, Phys. Rev. Lett. 95, 247402 (2005) 425

[29] T. Ando: Effects of valley mixing and exchange on excitons in carbon nano-
tubes with Aharonov-Bohm flux, J. Phys. Soc. Jpn. 75, 024707 (2006) 425

[30] E. Chang, D. Prezzi, A. Ruini, E. Molinari: Dark excitons in carbon nanotubes
URL: cond-matt/0603085 425

[31] Y. Z. Ma, J. Stenger, J. Zimmermann, S. M. Bachilo, R. E. Smalley, R. B. Weis-
man, G. R. Fleming: Ultrafast carrier dynamics in single-walled carbon nano-
tubes probed by femtosecond spectroscopy, J. Chem. Phys. 120, 3368 (2004)
427

[32] F. Wang, G. Dukovic, L. E. Brus, T. F. Heinz: Time-resolved fluorescence of
carbon nanotubes and its implication for radiative lifetimes, Phys. Rev. Lett.
92, 177401 (2004) 427

[33] A. Hagen, G. Moos, V. Talalaev, J. W. Tomm, T. Hertel: Electronic structure
and dynamics of optically excited single-wall carbon nanotubes, Appl. Phys.
A 78, 1137 (2004) 427

[34] J. Lefebvre, D. G. Austing, J. Bond, P. Finnie: Photoluminescence imaging of
suspended single-walled carbon nanotubes, Nano Lett. 6, 1603 (2006) 427

[35] H. Htoon, P. J. Cox, V. I. Klimov: Structure of excited-state transitions of in-
dividual semiconductor nanocrystals probed by photoluminescence excitation
spectroscopy, Phys. Rev. Lett. 93, 187402 (2004) 428

[36] J. Lefebvre, P. Finnie, Y. Homma: Temperature-dependent photoluminescence
from single-walled carbon nanotubes, Phys. Rev. B 70, 045419 (2004) 428,
430

[37] A. Hagen, M. Steiner, M. B. Raschke, C. Lienau, T. Hertel, H. Qian,
A. J. Meixner, A. Hartschuh: Exponential decay lifetimes of excitons in in-
dividual single-walled carbon nanotubes, Phys. Rev. Lett. 95, 197401 (2005)
428

[38] J. Shaver, J. Kono, O. Portugall, V. Krstic, G. L. J. A. Rikken, Y. Miyauchi,
S. Maruyama, V. Perebeinos: Magnetic brightening of carbon nanotube pho-
toluminescence through symmetry breaking, Nano Lett. 7, 1851 (2007) 428

[39] V. Perebeinos, J. Tersoff, P. Avouris: Electron–phonon interaction and trans-
port in semiconducting carbon nanotubes, Phys. Rev. Lett. 94, 086802 (2005)
429

[40] Y. Toyozawa: Prog. Theor. Phys. 25, 59 (1964) 429
[41] J. C. Tsang, M. Freitag, V. Perebeinos, J. Liu, P. Avouris: Doping and phonon

renormalization in carbon nanotubes, Nature Nano 2, 725–730 (2007) 430
[42] V. Perebeinos, P. Avouris: Impact excitation by hot carriers in carbon nano-

tubes, Phys. Rev. B 74, 121410R (2006) 431, 432, 446
[43] E. Pop, D. Mann, J. Cao, Q. Wang, K. Goodson, H. Dai: Negative differential

conductance and hot phonons in suspended nanotube molecular wires, Phys.
Rev. Lett. 95, 155505 (2005) 432, 434

[44] M. Lazzeri, S. Piscanec, F. Mauri, A. C. Ferrari, J. Robertson: Electron trans-
port and hot phonons in carbon nanotubes, Phys. Rev. Lett. 95, 236802 (2005)
432



Carbon-Nanotube Optoelectronics 451

[45] J. Chen, V. Perebeinos, M. Freitag, J. Tsang, Q. Fu, J. Liu, P. Avouris: Bright
infrared emission from electrically induced excitons in carbon nanotubes, Sci-
ence 310, 1171 (2005) 432, 444, 445

[46] F. Wang, G. Dukovic, E. Knoesel, L. E. Brus, T. F. Heinz: Observation of rapid
Auger recombination in optically excited semiconducting carbon nanotubes,
Phys. Rev. B 70, 241403(R) (2004) 432

[47] J. Kono, G. N. Ostojic, S. Zaric, M. S. Strano, V. C. Moore, J. Shaver,
R. H. Hauge, R. E. Smalley: Ultra-fast optical spectroscopy of micelle-
suspended single-walled carbon nanotubes, Appl. Phys. A 78, 1093 (2004)
432

[48] Y. Z. Ma, L. Valkunas, S. L. Dexheimer, S. M. Bachilo, G. R. Fleming: Fem-
tosecond spectroscopy of optical excitations in single-walled carbon nanotubes:
Evidence for exciton-exciton annihilation, Phys. Rev. Lett. 94, 157402 (2005)
432

[49] W. Z. Franz: Influence of an electrical field on an optical absorption edge,
Naturforsch. 13A, 484 (1958) 433

[50] L. V. Keldysh: Influence of a strong electric field on the optical characteristics
of nonconducting crystals, Zh. Eksp. Teor. Fiz. 34, 1138 (1958) 433

[51] L. V. Keldysh: Influence of a strong electric field on the optical characteristics
of nonconducting crystals, Sov. Phys. JETP 7 (1958) 433

[52] D. A. B. Miller, D. S. Chemla, T. C. Damen, A. C. Gossard, W. Wiegmann,
T. H. Wood, C. A. Burrus: Band-edge electroabsorption in quantum well struc-
tures: The quantum-confined stark effect, Phys. Rev. Lett. 53, 2173 (1984) 433

[53] D. A. B. Miller, D. S. Chemla, S. Schmitt-Rink: Relation between electroab-
sorption in bulk semiconductors and in quantum wells: The quantum-confined
Franz–Keldysh effect, Phys. Rev. B 33, 6976 (1986) 433

[54] V. Perebeinos, P. Avouris: Exciton ionization, Franz–Keldysh, and stark effects
in carbon nanotubes, Nano Lett. 7, 609 (2007) 433, 434

[55] H. Zhao, S. Mazumdar: Elucidation of the electronic structure of semiconduct-
ing single-walled carbon nanotubes by electroabsorption spectroscopy, Phys.
Rev. Lett. 98, 166805 (2007) 433

[56] H. A. Bethe, E. E. Salpeter: in Quantum Mechanics of One- and Two- Electron
Atoms (Academic, New York 1957) 434

[57] C. Manzoni, A. Gambetta, E. Menna, M. Meneghetti, G. Lanzani, G. Cerullo:
Intersubband exciton relaxation dynamics in single-walled carbon nanotubes,
Phys. Rev. Lett. 94, 207401 (2005) 434

[58] P. Avouris: Carbon nanotube electronics, Phys. World 20, 40 (2007) 435, 448
[59] S. J. Tans, A. R. M. Verschueren, C. Dekker: Room-temperature transistor

based on a single carbon nanotube, Nature 393, 49 (1998) 435
[60] R. Martel, T. Schmidt, H. R. Shea, T. Hertel, P. Avouris: Single- and multi-

wall carbon nanotube field-effect transistors, Appl. Phys. Lett. 73, 2447 (1998)
435

[61] F. Leonard, J. Tersoff: Novel length scales in nanotube devices, Phys. Rev.
Lett. 83, 5174 (1999) 435

[62] M. S. Fuhrer, J. Nyg̊ard, L. Shih, M. Forero, Y. G. Yoon, M. S. C. Mazzoni,
H. J. Choi, J. Ihm, S. G. Louie, A. Zettl, P. L. McEuen: Crossed nanotube
junctions, Science 288, 494 (2000) 435



452 Phaedon Avouris et al.

[63] M. Freitag, M. Radosavljevic, Y. Zhou, A. T. Johnson: Controlled creation of
a carbon nanotube diode by a scanned gate, Appl. Phys. Lett. 79, 3326 (2001)
435

[64] R. Martel, V. Derycke, C. Lavoie, J. Appenzeller, K. K. Chan, J. Tersoff,
P. Avouris: Ambipolar electrical transport in semiconducting single-wall car-
bon nanotubes, Phys. Rev. Lett. 87, 256805 (2001) 435

[65] S. Heinze, J. Tersoff, R. Martel, V. Derycke, J. Appenzeller, P. Avouris: Carbon
nanotubes as schottky barrier transistors, Phys. Rev. Lett. 89, 106801 (2002)
435

[66] T. Nakanishi, A. Bachtold, C. Dekker: Transport through the interface between
a semiconducting carbon nanotube and a metal electrode, Phys. Rev. B 66,
073307 (2002) 435

[67] M. Radosavljevic, S. Heinze, J. Tersoff, P. Avouris: Drain voltage scaling in
carbon nanotube transistors, Appl. Phys. Lett. 83, 2435 (2003) 435

[68] J. Appenzeller, J. Knoch, V. Derycke, R. Martel, S. Wind, P. Avouris: Field-
modulated carrier transport in carbon nanotube transistors, Phys. Rev. Lett.
89, 126801 (2002) 435

[69] S. J. Wind, J. Appenzeller, R. Martel, V. Derycke, P. Avouris: Vertical scaling
of carbon nanotube field-effect transistors using top gate electrodes, Appl.
Phys. Lett. 80, 3817 (2002) 435

[70] P. Avouis, A. Afzali, J. Appenzeller, J. Chen, M. Freitag, C. Klinke, Y.-M. Lin,
J. C. Tsang: Carbon nanotube electronics and optoelectronics, IEDM Tech.
Digest pp. 525–529 (2004) 435, 437, 439, 440

[71] J. A. Misewich, R. Martel, P. Avouris, J. C. Tsang, S. Heinze, J. Tersoff:
Electrically induced optical emission from a carbon nanotube fet, Science 300,
783 (2003) 435, 442

[72] M. Freitag, Y. Martin, J. A. Misewich, R. Martel, P. Avouris: Photoconduc-
tivity of single carbon nanotubes, Nano Lett. 3, 1067 (2003) 436, 437, 438,
439

[73] X. Cui, M. Freitag, R. Martel, L. Brus, P. Avouris: Controlling energy-level
alignments at carbon nanotube/Au contacts, Nano Lett. 3, 783 (2003) 436,
438

[74] R. J. Chen, N. R. Franklin, J. Kong, J. Cao, T. W. Tombler, Y. Zhang, H. Dai:
Molecular photodesorption from single-walled carbon nanotubes, Appl. Phys.
Lett. 79, 2258 (2001) 436

[75] M. E. Itkis, F. Borondics, A. Yu, R. C. Haddon: Bolometric infrared photore-
sponse of suspended single-walled carbon nanotube films, Science 312, 413
(2006) 436

[76] J. U. Lee: Photovoltaic effect in ideal carbon nanotube diodes, Appl. Phys.
Lett. 87, 073101 (2005) 437, 440, 441

[77] J. Guo, M. A. Alam, Y. Yoon: Theoretical investigation on photoconductivity
of single intrinsic carbon nanotubes, Appl. Phys. Lett. 88, 133111 (2006) 437

[78] J. C. Tsang, M. Freitag: Private communications 438
[79] K. Balasubramanian, Y. Fan, M. Burghard, K. Kern, M. Friedrich, U. Wan-

nek, A. Mews: Photoelectronic transport imaging of individual semiconducting
carbon nanotubes, Appl. Phys. Lett. 84, 2400 (2004) 438, 441

[80] M. F. Islam, D. E. Milkie, C. L. Kane, A. G. Yodh, J. M. Kikkawa: Direct
measurement of the polarized optical absorption cross section of single-wall
carbon nanotubes, Phys. Rev. Lett. 93, 037404 (2004) 439



Carbon-Nanotube Optoelectronics 453

[81] P. T. Araujo, S. K. Doorn, S. Kilina, S. Tretiak, E. Einarsson, S. Maruyama,
H. Chacham, M. A. Pimenta, A. Jorio: Third and fourth optical transitions in
semiconducting carbon nanotubes, Phys. Rev. Lett. 98, 067401 (2007) 439

[82] J. U. Lee, P. P. Gipp, C. M. Heller: Carbon nanotube p-n junction diodes,
Appl. Phys. Lett. 85, 145 (2004) 440, 441

[83] J. Appenzeller, Y. M. Lin, J. Knoch, P. Avouris: Band-to-band tunneling in
carbon nanotube field-effect transistors, Phys. Rev. Lett. 93, 196805 (2004)
440

[84] K. Bosnik, N. Gabor, P. McEuen: Transport in carbon nanotube p-i-n diodes,
Appl. Phys. Lett. 89, 163121 (2006) 440

[85] M. Freitag, J. C. Tsang, A. Bol, D. Yuan, J. Liu, P. Avouris: Imaging of the
schottky barriers and charge depletion in carbon nanotube transistors, Nano
Lett. 7, 2037 (2007) 441

[86] K. Balasubramanian, M. Burghard, K. Kern, M. Scolari, A. Mews: Photocur-
rent imaging of charge transport barriers in carbon nanotube devices, Nano
Lett. 5, 507 (2005) 441

[87] M. Freitag, V. Perebeinos, J. Chen, A. Stein, J. C. Tsang, J. A. Misewich,
R. Martel, P. Avouris: Hot carrier electroluminescence from a single carbon
nanotube, Nano Lett. 4, 1063 (2004) 442, 444

[88] M. Freitag, J. Chen, J. Tersoff, J. C. Tsang, Q. Fu, J. Liu, P. Avouris: Mobile
ambipolar domain in carbon-nanotube infrared emitters, Phys. Rev. Lett. 93,
076803 (2004) 442, 444

[89] J. Tersoff, M. Freitag, J. C. Tsang, P. Avouris: Device modeling of long-channel
nanotube electro-optical emitter, Appl. Phys. Lett. 86, 263108 (2005) 442,
443

[90] J. Guo, M. A. Alam: Carrier transport and light-spot movement in carbon-
nanotube infrared emitters, Appl. Phys. Lett. 86, 023105 (2005) 444

[91] M. Freitag, J. C. Tsang, J. Kirtley, A. Carlsen, J. Chen, A. Troeman,
H. Hilgenkamp, P. Avouris: Electrically excited, localized infrared emission
from single carbon nanotubes, Nano Lett. 6, 1425 (2006) 444, 445

[92] L. Marty, E. Adam, L. Albert, R. Doyon, D. Menard, R. Martel: Exciton
formation and annihilation during 1D impact excitation of carbon nanotubes,
Phys. Rev. Lett. 96, 136803 (2006) 444

[93] M. S. Fuhrer, B. M. Kim, T. Dürkop, T. Brintlinger: High-mobility nanotube
transistor memory, Nano Lett. 2, 755 (2002) 445

[94] M. Radosavljevic, M. Freitag, K. V. Thadani, A. T. Johnson: Nonvolatile
molecular memory elements based on ambipolar nanotube field effect tran-
sistors, Nano Lett. 2, 761 (2002) 445

[95] D. Mann, Y. K. Kato, A. Kinkhabwala, E. Pop, J. Cao, X. Wang, L. Zhang,
Q. Wang, J. Guo, H. Dai: Electrically driven thermal light emission from in-
dividual single-walled carbon nanotubes, Nature Nanotech. 2, 33 (2007) 446

[96] L. Novotny, B. Hecht: Principles of Nano-Optics (Cambridge University Press,
Cambridge 2006) 447

[97] P. Avouris, J. Appenzeller, R. Martel, S. J. Wind: Carbon nanotube electron-
ics, Proc. IEEE 91, 1772 (2003) 448

[98] H. Dai, A. Javey, E. Pop, D. Mann, W. Kim, Y. Lu: Electrical transport
properties and field-effect transistors of carbon nanotubes, NANO 1, 1 (2006)
448



454 Phaedon Avouris et al.

Index

ambipolar, 435, 442, 443
ambipolar mechanism, 442
Auger recombination, 430

bolometer, 436
bright exciton, 425, 427, 429, 439
bright-exciton dispersion, 430

carbon-nanotube field-effect transistor
(CNTFET), 435

CNT electronic, 435

dark exciton, 425, 427, 428, 430
dark–bright exciton splitting, 428, 430
defect, 445
dielectric screening, 424, 425, 431
dipole-active exciton, 438

efficiency of the radiative decay, 444
electroluminescence, 442
electroluminescence spectrum, 444
electron–hole recombination, 442
exciton, 423–426, 428, 432, 434, 437,

445, 447
exciton absorption, 431
exciton annihilation, 430, 432
exciton binding energy, 424, 433
exciton dispersion, 426, 429, 431
exciton ionization, 433
exciton radiative and nonradiative

lifetime, 427, 446
exciton radius, 433
exciton–phonon interaction, 428, 429,

431

fill factor, 440
Franz–Keldysh, 433

impact excitation, 430, 445, 446
ionization lifetime, 434

light-emitting diodes (LEDs), 442
localized electroluminescence, 444

movement of light emission, 443

nonradiative decay, 436

open-circuit photovoltage, 440
optoelectronic, 423
oscillator strength, 424, 427, 430, 433
oxygen defect, 436

p–i–n diode, 440
p–n junction, 440
phonon scattering, 434
phonon sideband, 424, 428, 429, 431,

438
photoconductivity, 436
photoconductor, 437
photocurrent spectroscopy, 437
photovoltage, 439
photovoltage imaging, 441
polarization, 437, 439

quantum efficiency, 437, 438

radiative lifetime, 427, 428
radiative recombination, 442, 444

Schottky-Barrier, 435, 441
Schottky-Barrier (SB) transistor, 435
Schottky-Barrier diode, 439
sensor, 436
short-circuit photocurrent, 440, 441
spot movement, 443
Stark effect, 433
stationary, 445

translatable light source, 442
trapped charge, 445

unipolar, 435, 444

workfunction, 440



Ultrafast Spectroscopy of Carbon Nanotubes

Ying-Zhong Ma1,2, Tobias Hertel3, Zeev Valy Vardeny4,
Graham R. Fleming1,2, and Leonas Valkunas5,6

1 Department of Chemistry, University of California,
Berkeley, CA 94720-1460, USA
yzma@berkeley.edu

2 Physical Biosciences Division, Lawrence Berkeley National Laboratory,
Berkeley, CA 94720-1460, USA
GRFleming@lbl.gov

3 Department of Physics and Astronomy, Vanderbilt University,
Nashville, TN 37235, USA
tobias.hertel@vanderbilt.edu

4 Department of Physics, University of Utah,
1400 East 115 South, Salt Lake City, Utah 84112, USA
val@nova.physics.utah.edu

5 Institute of Physics, Vilnius University,
Savanoriu Ave. 231, 02300 Vilnius, Lithuania
Leonas.Valkunas@ff.vu.lt

6 Theoretical Physics Department, Faculty of Physics of Vilnius University,
Sauletekio Ave. 9, build. 3, 10222 Vilnius, Lithuania

Abstract. Time-domain spectroscopic studies provide a unique perspective on the
materials properties and the microscopic processes underlying them in carbon nano-
tubes. Ultrafast spectroscopy is used to study the dynamics and kinetics of scatter-
ing and relaxation processes from the femtosecond (1 fs ≡ 10−15 s) to the picosecond
timescale. This provides crucial information on carrier and exciton dynamics that
underpin a variety of potential applications of carbon nanotubes, from their use as
current-carrying quantum wires, through light-emitting or detecting nanodevices,
to their use in light-harvesting technologies and photovoltaics. Background informa-
tion on the ultrafast spectroscopic techniques of greatest applicability to nanotubes
is also provided.

1 Introduction1

The remarkable advances in the generation and characterization of tunable,
intense, ultrashort light pulses and in optoelectronic detection have made ul-
trafast spectroscopy a powerful tool for studies of electronic and vibrational
excitations in complex systems. By exciting a given system perturbatively
it is now possible to follow various dynamical processes by means of diverse
techniques with high spectral and temporal resolution. Studies of the exci-
tation dynamics in carbon nanotubes began only a few years ago and have
been almost entirely focused on the population relaxation of electronic excited
1 Ying-Zhong Ma and Tobias Hertel have contributed equally to this contribution.
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states. Despite its infancy, this rapidly developing field has been particularly
fruitful for the identification of several fundamental properties and has seen a
continuous emergence of fascinating discoveries. In this contribution, we will
review the major advances in this field.

This review begins in Sect. 2 with an introduction to the experimental
and theoretical background for nonlinear optical spectroscopy. We will first
in Sect. 2.1 introduce typical instrumentation for ultrafast spectroscopy. Sub-
sequently, we will describe briefly in Sect. 2.2 some of the fundamentals of
nonlinear optics and spectroscopy with an emphasis on connecting the phys-
ical quantities of interest to the experimental observables. In Sect. 3, we will
discuss pioneering work on metallic nanotubes, which represents the historic
origins of this exciting field. This is followed by an overview of exciton dy-
namics in semiconducting nanotubes in Sect. 4. Following a general discussion
of exciton dynamics, we will review separately studies conducted under low
and high excitation intensities. In Sect. 5, we will discuss some similarities
between semiconducting nanotubes and π-conjugated polymers. The review
concludes in Sect. 6 with a summary and an outlook for future directions. In
addition to the contributions to this book cited above, the authors also note
a discussion of measurements of the dynamics of radial breathing and the
G-band Raman-active modes in the contribution by Kono et al. as measured
by impulsive excitation techniques.

2 Background

2.1 Instrumentation for Ultrafast Spectroscopy

The key component of any ultrafast spectroscopic setup is a light source that
can deliver femtosecond pulses at desired wavelengths. Today’s Ti:sapphire
mode-locked laser technology has become a standard for such applications
and is commercially available, allowing routine generation of sub-100 fs pulses
near 800 nm with pulse energies from a few nJ to over 1mJ [1] at repetition
rates from 80MHz to 1 kHz, respectively. Frequency-conversion technology
allows extension of the Ti:sapphire output from the near-ultraviolet (UV),
through the visible to the near- and mid-infrared regions [1, 2] (see Fig. 1).
This provides unique opportunities for experimental studies of ultrafast dy-
namics in single-walled carbon nanotubes (SWNTs) and other systems.

The techniques used for ultrafast optical studies can coarsely be divided
into directly time-resolved schemes that employ fast detectors and into gated-
or pump-probe detection schemes that can be performed with slow detectors.

Transient or synchronized differential absorption spectroscopy is one spe-
cific type of a variety of femtosecond time-resolved pump-probe spectro-
scopies, wherein an initial pump pulse excites a sample, and the resulting
change of sample absorbance at the frequency ω is measured by a probe
pulse at a specific time delay Δt [3–5]. The resulting differential absorbance
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Fig. 1. Block diagram of the components of a generic time-resolved experiment.
One or more components from each stage may be combined in a specific setup.
Numbers for frequencies and pulse energies reflect approximate values

Δα(ω,Δt) is then recorded as a function of the time delay between the pump
and probe pulses, which is controlled by an optical delay line. The intensity
of the probe and/or reference beams may be detected spectrally integrated
or frequency resolved by a single-channel photodiode or by multichannel de-
tection using CCD cameras or diode arrays. Phase-sensitive amplification is
frequently used in conjunction with single-channel detection schemes to en-
hance the sensitivity down to 10−6. Different variants of this technique are
distinguished from one another based on the specific choice of the frequencies
of the pump and probe beams (ωp and ωpr), their propagation direction (kp

and kpr, which can be collinear or skewed), and their respective polarizations
(εp and εpr). The resulting schemes are referred to as nondegenerate or degen-
erate, interferometric or polarization anisotropy pump-probe spectroscopy, to
name only the most commonly used pump-probe varieties.

Another pump-probe detection scheme is time-resolved photoemission
(TRPE) where a visible pump pulse creates a nonequilibrium electron dis-
tribution and a UV probe pulse monitors the state of the electronic system
by photoemission of electrons from the sample. Energy-selective detection
of photoemitted electrons can be realized using hemispherical analyzers or
by the time-of-flight technique. The photoelectron intensity within a certain
energy interval is then recorded as a function of Δt, allowing the extraction
of dynamical information on changes of the nonequilibrium electron distribu-
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tion fne [6–11]. Due to the small mean free path of low-energy photoelectrons,
this technique is mostly limited to the exploration of carrier dynamics in the
vicinity of vacuum/solid interfaces.

Time-integrating detectors can also be used to measure the ultrafast dy-
namics of photoluminescence (PL) decay by means of optical gating tech-
niques, such as Kerr gating or fluorescence upconversion [4, 12–15]. The lat-
ter technique involves mixing of the fluorescence signal with an intense gate
pulse in a nonlinear crystal. The resulting sum-frequency signal is measured
as a function of the time delay between an ultrafast pump pulse used for the
excitation and the gate pulse. The emission wavelength to be probed is se-
lected simply by means of the angle at which the nonlinear crystal is aligned
with respect to the fluorescence and gate beams. The upconverted signal is
usually detected by a photomultiplier connected to a photon counter.

The pump-probe and gating techniques described above typically allow
one to achieve sub-100 fs time resolution but they can occasionally also reach
10 fs or less. Direct measurements of time-resolved fluorescence with a time
resolution of up to about 10 ps, on the other hand, are routinely achiev-
able with fast detectors, e.g., photomultipliers (PMs), avalanche photodi-
odes (APDs) or streak cameras. Time-correlated single photon counting (TC-
SPC) for example, refers to the measurement of fluorescence signals using
single photon detectors, such as APDs or PMs in combination with fast time-
to-amplitude converters that can achieve an overall time resolution of a few
tens of picoseconds [12, 16]. The high detection sensitivity of TCSPC, more-
over, allows the study of individual SWNTs [17]. A time resolution of 1 ps can
be achieved by some streak cameras, which enable simultaneous detection of
both spectral and temporal information [12, 18].

2.2 Basics of Nonlinear Optics

The basis of practically all time-resolved pump-probe techniques is the nonlin-
ear response of a medium to excitation with light. Light–matter interactions
result in frequency-dependent changes of the radiation field as a consequence
of elastic or inelastic scattering and/or absorption by the illuminated sys-
tem. The resulting polarization P of the dielectric medium is coupled to
the external transverse electromagnetic field E(r, t) according to the wave
equation [19]:

ΔE(r, t) − 1
c2

∂2

∂t2
E(r, t) = −4π

c2

∂2

∂t2
P (r, t) , (1)

where c is the speed of light. Generally, internal electric fields between and
within atoms are on the order of 1010 V/cm and are strong in comparison with
even the most intense laser fields used for spectroscopic applications [20, 21].
To distinguish between linear (P (1)) and nonlinear (PNL) effects in the re-
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sponse of the polarization, one commonly expands P in powers of the electric
field strength E(r, t):

P (r, t) = P (1)(r, t) + P (2)(r, t) + P (3)(r, t) + · · ·
≡ P (1)(r, t) + PNL(r, t) . (2)

The nonlinear polarization PNL carries the complete information needed
for the description of any nonlinear optical process. To calculate PNL, one
needs to solve equations that describe the microscopic light–matter inter-
actions. A semiclassical procedure is usually employed: the external field is
treated classically, whereas the polarization of the system is calculated quan-
tum mechanically. Thus, the system is characterized by the Hamiltonian H0

and its interaction with the external electromagnetic field is described by the
term [22]:

Vint = −μE(t) , (3)

where μ is the dipole moment of the system and E(t) is the time-dependent
electric-field component of the incident light. The evolution of the system
perturbed by an external electromagnetic field can be determined by solving
the Liouville–von Neumann equation [23]:

∂ρ

∂t
=

1
i�

[H0 + Vint, ρ] + ρ̇diss , (4)

where ρ is the density matrix of the system, [H0 + Vint, ρ] designates the
commutator between the Hamiltonian of the unperturbed system plus the
interaction with the electromagnetic field Vint and the density matrix ρ, and
ρ̇diss refers to dissipative processes, such as radiative and nonradiative decay.
If the electric field is small compared to the internal fields of the system, we
can expand the density matrix operator ρ(t) in powers of the electric field:

ρ(t) = ρ(0)(t) + ρ(1)(t) + ρ(2)(t) + · · · , (5)

where ρ(n)(t) is the nth-order contribution. The corresponding polariza-
tion P (n) is given by the expectation value of the dipole-moment opera-
tor P (n)(t) = 〈μ|ρ(n)(t)〉. Introducing the nonlinear response function S(n)

the nth-order polarization P (n) can be written as:

P (n)(t) =
∫ ∞

0

dtn

∫ ∞

0

dtn−1· · ·
∫ ∞

0

dt1S
(n)(tn, tn−1, . . . , t1)

× E(t − tn)E(t − tn − tn−1) · · ·E(t − tn − tn−1 − · · · − t1) . (6)

The derivation of this equation and the functional forms of the first,
second- and third-order response functions can be found in the literature
(see, for instance, [22]). For centrosymmetric systems or isotropic media,
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all even-order polarization terms vanish, and therefore the lowest term in
PNL is P (3). The third-order polarization dominates most nonlinear spectro-
scopies, such as photon-echo, transient grating, pump-probe, Raman scatter-
ing, two-dimensional (2D) electronic spectroscopy, etc. [22, 24]. The pump-
probe signal, for example, is given by [25]:

IPP(ωpr,Δt) = 2ωprIm
∫ +∞

−∞
dt′Epr(t′)P (3)∗(0,Δt, t′) , (7)

where ωpr and Epr are the carrier frequency and the electric-field envelope
of the probe pulse, respectively, and Δt denotes the time delay between the
pump and probe pulses. Here, Epr also acts as a local oscillator, and a sig-
nificantly amplified signal is achieved through intrinsic optical heterodyne
detection (OHD) by coherently mixing it with a weak signal field along the
same direction. An advantage of OHD is that the signal is linear with the
third-order polarization P (3). Since P (3) is proportional to the third power
of the electric field, the pump-probe signal should be linearly dependent on
the intensity of the pump and probe pulses.

If the timescales on which the charge- and energy-transfer processes occur
are large with respect to the dephasing times of the system, however, the opti-
cal transients can be described semiclassically using the frequency-dependent
absorption coefficient α(ω):

α(ω) =
ωε2(ω)
n(ω)c

. (8)

Changes of α in transient spectra can thus be traced to changes of ε2, the
imaginary part of the dielectric function, which can be written as:

ε2(ω) =
2πe

meω

∑
i,f

∑
k

|Mfi|2ρii(1 − ρff)δ(Ef(k) − Ei(k) − �ω) , (9)

in which the summation runs over all initial i and final f states with mo-
mentum k, and over the corresponding state populations ρii and ρff that
are coupled to the electromagnetic field by the transition dipole matrix ele-
ment Mfi. For transitions between two specific states |1〉 and |2〉 the change
of the absorption coefficient measured in the transient spectra can then be
related to:

Δε2(ω) =
2πe

meω
|M21|2[(1 − ρ22)Δρ11 − ρ11Δρ22] , (10)

where Δρ11 and Δρ22 denote the population changes. Combining (8) and (10)
for small excitation densities ρ22 � ρ11, we finally obtain the semiclassical
expression for the transient absorption signal in the incoherent limit:

Δα(ω) =
2πe

men(ω)c
|M21|2[Δρ11 − Δρ22] . (11)

This incoherent limit is frequently used as a basis for the interpretation of
optical transients.
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3 Metallic Tubes

The electron–phonon (el–ph) interaction in metallic carbon nanotubes (see
also the contribution by Saito et al.) plays a key role for several critical ma-
terials properties such as the temperature dependence of the electrical con-
ductivity [26], their thermoelectric power [27], and possibly superconductiv-
ity [28]. Electron–phonon interactions can also induce subtle changes in the
electronic band structure and open a small bandgap at the Fermi level of
metallic SWNTs [29, 30]. Metallic SWNTs have, furthermore, been found to
carry exceedingly large current densities of 107–108 Acm−2 at room temper-
ature without suffering current-induced damage [31, 32]. This is indicative of
weak el–ph interactions that facilitate ballistic electron transport over long
distances. We discuss here the first experiment studying carrier dynamics in
metallic SWNTs using TRPE spectroscopy [33], which allows study of the
carrier dynamics in the vicinity of the Fermi level in real time. For a brief
description of the TRPE technique see Sect. 2.1.

Differential photoelectron spectra are recorded as a function of pump-
probe delay. The kinetic energy of the photoemitted electrons here allows
the observed transient spectra to be identified with the carrier dynamics in
metallic tubes because semiconducting tubes do not contribute to the density
of states near the Fermi level. The initial electron-gas thermalization is found
to proceed on a 200 fs timescale. The evolution of the effective electron gas
temperature from the moment of excitation up to time delays of 6 ps is shown
in Fig. 2. The observed electron-gas cooling can here solely be attributed
to the coupling of electronic and lattice degrees of freedom. The coupling
of a thermalized electron distribution with temperature Te to a lattice at
temperature Tl is generally described by the so-called two-temperature model
of Anisimov et al. [34]:

Ce
dTe

dt
= ∇(κ∇Te) − H(Te, Tl) + S(t) , (12)

Cl
dTl

dt
= H(Te, Tl) , (13)

where Ce and Cl refer to the electron and lattice specific heat capacities,
respectively, κ is the electronic heat diffusion coefficient, S(t) is the source
term describing the energy deposited in the electronic system by the pump
pulse and H(Te, Tl) is the coupling term that describes the coupling strength
between electronic and lattice degrees of freedom. In the low-temperature
limit with electronic temperatures similar to or smaller than the Debye tem-
perature ΘD, the coupling term can be written as [35]:

H(Te, Tl) =
144ζ(5)kBγ

π�

λ

Θ2
D

(T 5
e − T 5

l ) , (14)

where ζ(5) = 1.0369 . . . is the Riemann zeta function, γ is the electronic
heat capacity coefficient and λ is the el–ph mass enhancement factor [36]. By
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Fig. 2. Kinetic energy of the photoemitted electrons vs. time delay shows the laser
heating and successive cooling back to the lattice temperature as driven by the
electron–phonon coupling. (From [7])

assuming Tl fixed, a fit of (12) to experimental data yields an extraordinarily
low el–ph mass enhancement factor on the order of (4 ±1) × 10−4 that can
be used to estimate a room-temperature el–ph scattering time of 15 ps [33,
35]. TRPE experiments thereby provide a direct time-domain view of the
extraordinary current-carrying capacity and long ballistic electron mean-free
paths found in metallic or semiconducting SWNTs [31, 37].

4 Semiconducting Tubes

As discussed in the contributions by Spataru et al., Ando, Saito et al., and
Lefebvre et al., the optical properties of semiconducting SWNTs are governed
by excitons, with exciton binding energies being substantial fractions of the
bandgap energies. Measurements on a range of structurally distinct nano-
tube species using two-photon excitation spectroscopy (see the contribution
by Lefebvre et al.) further showed that both the exciton binding energy and
the corresponding bandgap energy scale inversely with the tube diameter [38].
A detailed understanding of the photophysics including spectral properties,
exciton dynamics and their potential correlation with the geometrical struc-
ture of SWNTs are of interest from both a fundamental perspective and novel
applications, in particular, in optoelectronics [39] (see also the contribution
by Avouris et al.). For instance, the diameter-tunable PL emission from semi-
conducting SWNTs is particularly attractive for developing nanometer-sized
near-infrared light emitters, and the realization would be greatly facilitated
if the quantum efficiencies could be significantly enhanced. A detailed study
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of various competing relaxation pathways with ultrafast spectroscopy should
enable the elucidation of the physical reason for the extremely low quantum
efficiency (see the contribution by Lefebvre et al.). Similarly, the application
of ultrafast spectroscopy will also allow the quantification of the response
time of semiconducting nanotube-based photodetectors and solar cells [39].

4.1 Exciton Dynamics

The dynamics of excitons is governed by their interactions with phonons, sur-
face defects and impurities, charged carriers, as well as other excitons [12].
These interactions cause a variety of generally competing dynamical pro-
cesses including intra- and intersubband relaxation, exciton dephasing and
migration, trapping at defect and impurity states, as well as nonlinear exci-
ton–exciton annihilation. A detailed study of exciton dynamics will thus pro-
vide fundamental insights into the microscopic aspects of these interactions
and their influences on macroscopic properties, such as spectral lineshape,
relaxation timescale and PL quantum yield, etc.

Resonant excitation of a semiconducting nanotube with femtosecond op-
tical pulses creates a delocalized exciton whose length scale is determined by
the extent of the wavefunction spread over the system under consideration.
Ideally, the coherence size of the exciton is determined by the wavelength
of the excitation field, but a reduction of the size is found in practice due
to the scattering by phonons. Direct excitation of a higher-lying excitonic
state of semiconducting SWNTs such as ES

22 with pulses that are either in
electronic resonance or non-resonance will undergo rapid intersubband relax-
ation to the energetically lowest excitonic state, the ES

11 state, as a result
of exciton–phonon interaction [5, 40, 41]. As recent calculations showed that
each of the exciton states, such as ES

11, ES
22 and so on, corresponds to an

exciton manifold [42], this will further lead to intrasubband relaxation.
Exciton recombination, one of the possible interband relaxation processes,

can be either radiative or nonradiative. If one denotes the corresponding
rate constants as kr and knr, respectively, the PL quantum yield can be
written as Φ = kr/(kr + knr). Given the typical Φ value of 10−3–10−4 found
for semiconducting SWNTs dispersed individually with different surfactants
at room temperature [15, 40, 43], it is immediately clear that the exciton
dynamics probed by ultrafast optical spectroscopy must be dominated by
nonradiative relaxation processes. This inference is fully consistent with the
long radiative lifetime, with a timescale of the order of tens of nanoseconds [15,
44–46]. While it remains to be explored what kind of processes are involved
in the nonradiative relaxation and whether they are intrinsic or extrinsic, the
observation of a significantly increased PL yield from free-standing, individual
nanotubes suggests that some extrinsic factors may play a substantial role [47]
(see also the contribution by Lefebvre et al.).

When the intensity of the excitation pulse reaches a level such that the
probability of creating two or more excitons per nanotube is no longer neg-
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Fig. 3. Power dependence of the photolumi-
nescence from a single confocally imaged (6,4)
tube. The tube is excited off-resonantly at 800 nm
and emission is detected in the 1110-nm range
(from [17])

ligible, the interaction between excitons comes into play. This interaction is
usually termed exciton–exciton annihilation in the language of molecular sys-
tems, and opens up an additional nonradiative decay channel. As a result, an
accelerated kinetic decay and a decreased Φ value will be observed. The study
of this nonlinear phenomenon provides information on the exciton motion in
this one-dimensional (1D) system [48–53].

The discussion in the following will be divided into two subsections accord-
ing to the excitation intensities employed in the experiments. The excitation
density, i.e., the number of initial electron–hole (el–h) pair excitations per
tube length, can be estimated, for example, using experimental or calculated
photoabsorption cross sections of polyaromatic hydrocarbons [54, 55] as well
as some recent experimental data from ropey and polydisperse SWNTs [54].
Due to the enhancement of exciton oscillator strengths in 1D systems both
data sets probably underestimate the resonant photoabsorption cross sec-
tions σ and suggest that σ is in the 10−18 cm2 atom−1 range. For SWNTs
with about 1 nm diameter, this implies an on-resonance photoabsorption cross
section per nm of tube length well in excess of 10−16 cm2. Experimentally,
one finds that the power dependence of the PL signal from an individual
(6,4) tube saturates around 5×1015 photons cm−2 if excited off-resonantly at
800 nm (see Fig. 3) [17]. This intensity corresponds to the excitation of 100 to
500 excitons per micrometer of tube length. In the following, low excitation
densities are thus defined as the fluence range below 2 × 1014 photons cm−2

where the magnitude of optical transients as well as PL intensities scale lin-
early and the dynamics do not depend on excitation power.

4.2 Low Excitation Densities

As mentioned above, exciton dynamics in S-SWNTs depend on the excita-
tion density, i.e., on the number of excitons generated on the tube per unit
length [50, 53]. However, even low excitation densities – as identified by the
linear dependence of transients and PL intensities on laser power – often cor-
respond to the promotion of several excitons per tube. In fact, pump fluences
at which only one exciton is excited per tube are experimentally difficult to
realize simply because of the large number of atoms within a single tube
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and due to the resulting large photoabsorption cross sections. Hence, our fol-
lowing discussion will be focused on the results obtained under the lowest
excitation possible, in particular, on the data collected using streak cameras
and TCSPC techniques. The high sensitivity of these techniques permits mea-
surements at substantially lower excitation intensities than generally needed
for other time-resolved experiments.

4.2.1 Intersubband Relaxation

Availability of tunable pulses with durations of < 50 fs allows one to resolve
directly the intersubband exciton relaxation processes such as from the ES

22

to the ES
11 states. Manzoni et al. [56] reported so far the only study based

on two-color pump-probe measurements on the SWNTs embedded in a poly-
methylmethacrylate matrix. The authors employed sub-10 fs visible pulses to
excite the ES

22 states of S-SWNTs resonantly, and the subsequent relaxation
was probed at the corresponding ES

11 states at 0.92 eV. The detected kinet-
ics of induced transmission initiates with an instantaneous rise owing to the
ground-state photobleaching, followed by a slower rise with a timescale of
40 fs corresponding to the relaxation from the ES

22 to ES
11 states. Similarly, a

time constant of 65 fs was determined for the relaxation from the ES
33 to the

ES
11 states.

As currently available samples are mostly polydisperse, usually with over-
lapping absorption spectra for at least some of the tube species, separate
determination of the intersubband relaxation times for structurally distinct
S-SWNTs remains to be explored. Future ensemble studies require either
time-resolved PL measurements with an exceptionally high sensitivity and
a time resolution better than sub-50 fs, or, perhaps more straightforwardly,
transient absorption experiments with tunable sub-10 fs pulses provided that
samples containing single tube types are available. The information gained
from these studies will further enable verification of the predicted dependence
of the intersubband relaxation times on nanotube chiralities [41].

4.2.2 Radiative Lifetime

Experimental determination of the radiative lifetime of S-SWNTs was first
reported by Hagen et al. [46] and Wang et al. [15] based on time-resolved PL
measurements on aqueous suspensions of SWNTs wrapped with surfactants.
The experiments were performed by exciting the samples with ∼ 100 fs pulses
around 800 nm and by detecting the PL emission from various tube types with
either a streak camera or by means of Kerr gating. These studies showed
that the initial PL decay occurs on the 10-ps timescale with some variations
from one study to the next. Given the low measured PL quantum yields of
10−3 or less [15, 40, 46, 57], it was concluded that nonradiative relaxation
dominates the decay of the lowest optically active exciton. The radiative
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lifetime was further estimated to be on the order of 10 and 110 ns, respec-
tively. Even longer lifetimes of 260 ns [43] and 3.2μs [58] were reported later
by other groups based on time-resolved PL and transient absorption mea-
surements. In comparison, theoretical calculations of Spataru et al. [44] and
Perebeinos et al. [45] predicted, at room temperature, a radiative lifetime of
the order of ∼ 10 ns or ∼ 50 ns, depending on whether only singlet excitonic
states or both singlet and triplet states are assumed in the thermalization
(see also the contributions by Spataru et al. and Avouris et al.).

It should be pointed out that a significantly increased PL yield up to
∼ 0.07 was reported recently based on measurements on free-standing, indi-
vidual tubes [47] (see also the contribution by Lefebvre et al.). Whether or
not this will remarkably alter the radiative lifetime still needs to be tested
by determining the PL lifetime.

4.2.3 Correlation of the PL Decay Timescales
with the Tube Diameter

Selective detection of structurally distinct S-SWNTs, one at a time, with
time-resolved PL spectroscopy at low excitation densities have allowed one
to establish correlation of the PL decay time with the nanotube diameter (dt).
Hertel et al. [59] first reported a weak correlation based on the measurements
on 6 small-diameter SWNTs and DWNT cores. In this experiment, several
tube types were excited non-resonantly with sub-100 fs pulses at 795 nm and
the emission from each tube type was spectrally selected and detected with
a streak camera. The authors found that the decay time varies from ∼ 10 ps
for the tubes with dt = 0.76 nm to 30 ps for those with dt = 0.88 nm. Very
recently, Jones et al. [60] reported a detailed time-resolved PL study of 15
different S-SWNT types with dt ranging from 0.76 to 1.04 nm. In this ex-
periment, each desired tube type was separately measured using TCSPC by
exciting resonantly its ES

22 excitonic state and detecting the emission from
the corresponding ES

11 state. The electronic resonance in both the excita-
tion and detection permits the exclusive probing of the tube type of interest.
The authors found that in a 10-ns detection window, the PL decays can be
accurately fitted to a biexponential function with two characteristic time con-
stants. The dominant decay component τ1 increases from 60 to 200 ps with
increasing dt, while the lesser component τ2 increases from 200 ps to 4.8 ns. As
shown in Fig. 4, strong linear correlations with dt are clearly evident for both
time constants. The authors further proposed an extrinsic and an intrinsic
model to explain the observed biexponential decay behavior.

One of the major discrepancies among the results reported so far is the
dramatic differences in the time constant determined by different groups, even
for the same type of tube coated with the same surfactant. For instance, the
lifetime obtained for the (7,5) tube using SDS-solubilized samples varies from
below 10 ps [59] to 29 ps [61] and further to 140 ps [43]. Another discrepancy is
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Fig. 4. Plot of decay times for (a) τ1 and (b) τ2 against nanotube diameter dt for
15 SWNT species, with dotted lines provided as a guide to the eye. The solid line
in (b) corresponds to the theoretical prediction of the natural radiative lifetime, τR

vs. dt, for these SWNTs according to [45] (from [60])

the functional form needed to adequately describe the PL decay, either mono-
[61], bi- [43, 60] or nonexponential [62], which further connects to a general
lack of understanding of the underlying relaxation processes and relevant
physical mechanisms. The discrepancies may arise from differences in time
resolution, detection window, excitation intensity and sample preparation.
Future experimental studies with better time resolution and sensitivity are
highly desirable. Systematic measurements of PL decays at low temperatures
and using samples dispersed with different surfactants are likely to be crucial
for understanding the physical mechanism underlying the linear correlation
of the PL decay times with dt.

4.2.4 Environmental and Temperature Effects
on Exciton Population Dynamics

As objects with large surface area, SWNTs are expected to be highly sensitive
to their environment, which may strongly affect their electronic properties
and excited-state dynamics. Ensemble and single-tube time-resolved studies
at low excitation densities have enabled study of environmental effects on
the dynamics underlying radiative and nonradiative decay from S-SWNTs.
Hertel et al. [59] found that the PL decay time is highly sensitive to the
surfactants used to suspend the nanotubes. Figure 5 shows the dependence
of the PL decay of a (7,5) tube in different environments as measured using a
streak camera. Here, the PL lifetime is found to increase from below 10 ps (i.e.,
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Fig. 5. ES
11 photoluminescence decay in a (7,5) tube at room temperature

for SWNTs in different environments. The longest lifetimes are here found for
core tubes of the semiconducting (7,5) tube within double-wall carbon nano-
tubes (DWNTs) suspended by sodium cholate (SC), while the shortest lifetimes
are observed in sodium-dodecyl sulfate (SDS)-suspended SWNTs (from [59])

the instrument response function) to 17 ps when the tube is suspended in SDS,
sodium cholate, and 22 ps if it is the core of another larger tube in a DWNT.
Such a sensitivity of the dynamics to the tube environments was also reported
by Ostojic et al. [63] in an earlier pump-probe study. The authors found that
the dynamics is strongly dependent on the pH of the aqueous solution of
the SWNTs suspension. The detailed mechanisms that cause these effects
still await future work, and possibilities may include variation of the exciton
mobility and binding energy induced by environmental changes.

The aforementioned sensitivity of the dynamics to environmental factors
observed from ensemble measurements was also found in single-tube TCSPC
studies at cryogenic temperatures. Hagen et al. [17] found that there are
considerable heterogeneities of the PL decay time that was found to vary
by almost one order of magnitude from 20 ps to about 200 ps at 87K (see
Fig. 6). The heterogeneities in this study were attributed to the sensitivity to
environmental effects or on-tube defects. Specifically, local variations of the
dielectric environment, arising from inhomogeneities in the surfactant coat-
ing, for example, may be linked to changes in the alignment of exciton states.
In the same study the authors also reported on the temperature dependence
of single-tube PL lifetimes, which increase with decreasing temperature until
a constant value is reached at around 60K. In line with the large variation
of the PL decay time found in the single-tube experiment, the kinetics ob-
tained from recent ensemble measurements using time-resolved PL [62] and
pump-probe measurements [64] at different temperatures exhibit more com-
plex decay behavior. For instance, Berger et al. [62] found that the PL decay
measured for the (9,4) tube type contains an initial fast component, which is
temperature independent and is attributed to the presence of small residual
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Fig. 6. Photoluminescence transients (a–c) and corresponding spectra (d–f) of
three different single (6,4) SWNTs observed for excitation at 800 nm. Excited-state
lifetimes at a sample temperature of 87 K for (a) and (b) and 67 K for (c) vary
strongly from one tube to the next. (g) Bar graph of the distribution of all measured
lifetimes at 87K. The gray area on the left is the region not accessible due to the
limited time resolution of the instrument (from [17])

bundles, and a slow component that is strongly dependent on temperature
and is dominated by nonradiative processes down to 40K. The observations
from the ensemble and single-tube studies can either be attributed to the tem-
perature dependence of the nonradiative decay rate or – as proposed recently
– to the different emission strengths and temperature-dependent population
distributions between the bright and slightly lower-lying dark excitons [65].
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Fig. 7. Absorption spectrum (upper panel) and optical transient for ES
22 excitation

at 572 nm of an isopycnically (6,5)-enriched SWNT suspension (adapted from [66])

4.2.5 Transient Absorption
of a Chirality-Enriched SWNT Preparation

Pump-probe spectroscopy provides a complementary means to explore the
dynamics of optically excited states. Optical transients in the absorption
spectra, however, are generally more difficult to assign to specific electronic
processes if compared to PL studies, which in effect simply probe the excited-
state population as given by ρex, the diagonal elements of the density matrix.
If the dephasing times, however, are short with respect to the timescale of
the energy and charge transfer or relaxation processes, we can use (11) for
the analysis of transient spectra of optically active excitons in SWNT sus-
pensions.

Figure 7 shows the absorption spectrum and transient spectrum of a chi-
rality-enriched DNA-stabilized SWNT suspension in the visible and near-
infrared regions [66]. The absorption spectrum is dominated by the optically
active ES

11 and ES
22 states of the (6,5) tube at 993 nm and 572 nm, respec-

tively. Analysis of absorption spectra suggests that roughly 35% of the semi-
conducting tubes in this sample are of the (6,5) type. The high content of one
specific species ensures that the dynamics observed in transient spectra are
likewise dominated by the optical response of this particular species and to a
much lesser extent by other tubes whose spectral features may overlap with
the (6,5) tube. Resonant excitation of either the optically active ES

11 or ES
22

excitons, furthermore, allows mitigation of the influence of transients from
other tubes by at least a factor of 5 due to resonantly increased absorption
at the ES

11 or ES
22 energies [66].

The wavelength dependence of Δα(ω) is shown in Fig. 8, from which it
becomes evident that the spectral overlap of distinct photobleach (PB) and
photoabsorption (PA) transients can be used to account for the seemingly
complex wavelength dependence of optical transients. The same decomposi-
tion of the transient spectra into two similarly intense PB and PA components
suggests that the PA component is due to a slightly blue-shifted (7.5meV)
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Fig. 8. (A) Optical transients as a function of probe wavelength and pump-probe
delay for a DNA-stabilized (6,5)-enriched SWNT suspension. (B) Photobleach and
(E) photoabsorption crosscorrelation traces at 993 nm and at 954 nm, respectively.
The appropriately weighted sum of these two traces is shown to be able to ac-
count for the complex wavelength dependence of optical transients in (C) and (D).
This illustrates that PB and PA represent two distinct but spectrally overlapping
processes (adapted from [66])

transition [66]. The nature of this transition is currently still subject to de-
bate [67, 68].

The nonexponential optical transients at longer pump-probe time delays
(see Fig. 8) are found to exhibit power-law scaling in time with Δα(ω) ≈
tγ , where γ is found to be −0.45 ±0.03 [66]. The power-law scaling can be
interpreted as being due to some diffusion-limited relaxation process such as
trapping in a disordered system [66] that is possibly associated with some type
of exciton trapping mechanism. Pump-probe spectra from metallic carbon
nanotubes, on the other hand, do not exhibit the power-law scaling type decay
and return to the ground state significantly faster than their semiconducting
counterparts [69].
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4.3 High Excitation Densities

4.3.1 Spectroscopic and Dynamic Signatures
of High-Intensity Excitation

When the intensity of an excitation pulse reaches a level where the probabil-
ity of creating two or more excitons per nanotube is no longer negligible, one
has to consider the effects induced by this high excitation intensity. In such
an intensity regime, the interaction between two excitons results in a nonlin-
ear exciton–exciton annihilation process, which involves rapid relaxation of
one exciton by releasing its energy to the second exciton, and consequently
promoting the latter to a higher-energy excited state [70,71]. The occurrence
of this nonlinear process opens up an additional relaxation channel, which
in turn strongly affects the exciton population dynamics detected using fem-
tosecond fluorescence upconversion and pump-probe techniques.

Exciton–exciton annihilation in semiconducting nanotubes was first re-
ported by Fleming and coworkers [50]. By employing a femtosecond fluores-
cence upconversion technique and an aqueous solution of micelle-dispersed
HiPco nanotubes, the authors succeeded in measuring time-resolved fluores-
cence kinetics with sub-100 fs resolution. The measurements were performed
on five structurally distinct nanotube species, namely, (8,3), (6,5), (7,5), (7,6)
and (9,5) nanotubes. As an example, Fig. 9a shows the fluorescence kinetics
detected at 1244 nm upon excitation at 660 nm for five different excitation
densities. This combination of the excitation and emission wavelength se-
lects exclusively the (9,5) tube type. As is clearly evident from Fig. 9a, the
fluorescence decays show a strong intensity dependence, with faster decays
as the excitation intensity increases. At the highest excitation intensity, the
majority of excited population disappears within the first 500 fs. In addition,
a nonlinear dependence of the maximum amplitude of the fluorescence sig-
nal on the excitation intensity is observed (Fig. 9b). A plot of the maximum
amplitude versus the square root of excitation intensity shows a clear linear
dependence (see inset in Fig. 9b). A similar decay behavior was observed
for all other selected tube species, i.e., (8,3), (6,5), (7,5) and (7,6) (data not
shown), which emit at 950, 975, 1024 and 1119 nm, respectively.

The strong excitation intensity dependence of the fluorescence decay in
conjunction with the nonlinear correlation between the maximum fluores-
cence amplitude and the excitation intensity are indicative of the occurrence
of exciton–exciton annihilation processes. Quantitative analysis of the fluo-
rescence decays obtained at different excitation intensities further confirms
this consideration. Ma et al. [50] found that the fluorescence decays can be
satisfactorily described by the solution of a simple rate equation:

dnex(t)
dt

= −1
2
γn2

ex(t) , (15)

where nex(t) denotes the population of excitons, and γ represents a time-
independent rate constant.
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Fig. 9. (a) Normalized time-resolved fluorescence intensity vs. delay time for the
(9,5) tube structure at different excitation intensities (in photons pulse−1 cm−2)
detected at 1244 nm upon excitation at 660 nm. The solid lines represent global fits
according to the solution of (15). (b) Plot of the maximum fluorescence intensity
Im and the fitted parameter nex(0) vs. the excitation intensities. The dotted line
is drawn to guide the eye. The inset shows Im plotted vs. the square root of the
excitation intensity, and the solid line represents a linear fit to the data points.
After [49]

The occurrence of exciton–exciton annihilation in semiconducting nano-
tubes was subsequently observed by Wang et al. [51]. In this study, the au-
thors employed 150-fs laser pulses centered at a wavelength of 810 nm to ex-
cite an aqueous-solution sample of HiPco tubes dispersed individually with
poly(acrylic acid). The fluorescence emission from various nanotube species
was time resolved by an optical Kerr gating technique. Although the detec-
tion was not tube-type selective, the observed fluorescence kinetics shows a
clear dependence on excitation intensity. Under high excitation intensity, a
fast decay component emerges and its amplitude increases linearly with in-
tensity. The annihilation rate, or the coefficient for the Auger recombination
of two el–h pairs as termed by these authors, was estimated to be 0.8 ps−1.

A similar intensity dependence of the kinetics was also observed using
femtosecond pump-probe spectroscopy at wavelengths corresponding to the
ES

11 transitions of selective nanotube species [50, 51]. Evidently, frequency-
resolved transient absorption spectroscopy appears particularly useful for
elucidating the exciton–exciton annihilation phenomenon, and its applica-
tion has led to identification of unique spectroscopic and dynamic signatures.
As demonstrated by Ma et al. [48], electronically resonant excitation of the
ES

11 state of the (8,3) tube at 953 nm induces an instantaneous spectral re-
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sponse at 660 nm, the location of the corresponding ES
22 transition. The as-

signment of this response to the ES
22 transition was confirmed by the similarity

between the kinetics probed at 660 nm for excitation of the ES
11 state and by

direct ES
22 excitation. On the other hand, the dependence of the amplitude

of the transient absorption signal on the intensity of pump pulses at 953 nm
differs for the kinetics probed at 660 and 953 nm. The former exhibits a lin-
ear dependence on pump fluence, whereas a saturating behavior is seen for
the data obtained with a 953-nm probe pulse (Fig. 10a). Furthermore, the
kinetics probed at 660 and 953 nm upon resonant excitation of the ES

11 tran-
sition (Fig. 10b) are strongly correlated with each other. This correlation is
manifested by an excellent match between the squared profile of the kinetics
recorded at 953 nm and the kinetics measured at 660 nm (Fig. 10c).

The pump-intensity dependence of transient absorption spectra and of
kinetics have been also observed by others [68, 72–74]. Chou et al. [72] re-
ported two-color pump-probe experiments on an aqueous-solution sample
of DNA-wrapped nanotubes synthesized by the CoMoCAT process, which is
abundant in the (6,5) tube type. Upon excitation at 791 nm where an abun-
dance of a large density of D-band phonons were excited, the kinetics probed
at 990 nm, which is resonant with the ES

11 state of the (6,5) tube type, can
be satisfactorily described by a model function consisting of three exponen-
tial components. The corresponding timescales were determined to be ∼ 0.7,
2–3 and 50 ps for the fast, intermediate and slow decay components, respec-
tively, and the intermediate decay component was identified with the decay
of these phonons. The authors further found that the timescales associated
with the intermediate and slow decay components decrease substantially with
increasing pump intensity. Two-color pump-probe measurements were also
performed by Huang and Krauss [73] on a D2O solution of sodium dodecyl-
benzene sulfonate (SDBS) micelle-dispersed HiPco nanotubes under different
pump fluences ranging from 2× 1013 to 5× 1015 photons/pulse cm2. Follow-
ing a procedure described in [75], the authors extracted time constants of 3.2
and 1.9 ps for the two and three el–h pairs states, respectively (see Fig. 11).
Very recently, Russo et al. [74] reported a two-color pump-probe study on
an aqueous solution of SDBS micelle-dispersed HiPco nanotubes at quite
high excitation fluences corresponding to hundreds of excitons per microme-
ter length of a tube. Analysis of the kinetics obtained for the (8,6) and (7,6)
tube types showed a power-law 1/

√
Δt dependence, where Δt denotes the

time delay between the pump and probe pulses. The authors ascribed this
behavior to an exciton population relaxation via 1D diffusion-limited two-
body recombination. However, such a time dependence was not observed in
any previous studies, and the reason for the clear discrepancy between this
result and others is currently unknown.
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Fig. 10. (a) Plot of the maximum amplitude of the transient absorption kinetics
probed at 660 nm (filled circles) and 953 nm (open squares) versus the intensity of
the pump pulses at 953 nm. The dashed line is the linear fit of the data obtained
with a 660-nm probe, and the dotted line is drawn to guide the eye for the data
obtained with a 953-nm probe. The inset shows the 953-nm data, plotted vs. the
scale of the square root of the pump intensity. The solid line represents the linear
fit. (b) Kinetics probed at 660 (open circles) and 953 nm upon resonant excitation
of the ES

11 transition of the (8,3) tube at 953 nm. (c) Comparison of the squared
profile at 953 nm (solid line) and the kinetics at 660 nm, both data being recorded
with the 953-nm excitation. All kinetics shown in (b) and (c) are normalized at the
signal maxima, after [49]
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Fig. 11. The 1 el–h pair state dynamics (inset) and 2 (solid circles) and 3 (open
circles) el–h pair dynamics extracted from transient absorption data probed at
1323 nm and fitted to a single exponential decay (solid line) (after [73])

4.3.2 Theoretical Advances

The need for describing and understanding the dynamics under high excita-
tion intensities further stimulated theoretical interests. Wang et al. [51] first
introduced a stochastic model of carrier dynamics for analyzing their experi-
mental data obtained by time-resolved fluorescence measurements under dif-
ferent excitation intensities. The model explicitly includes Auger interactions
and discrete occupancy of nanotubes by carriers, and numerical calculations
showed good quantitative agreement with the experimental data. An analyt-
ical solution of this model was obtained later by Barzykin and Tachiya [52].
Very recently, Wang et al. [53], by attributing the process of the nonlinear
exciton relaxation to exciton–exciton scattering, further derived an approx-
imate expression for the Auger recombination (exciton annihilation) rate in
terms of the exciton binding energy, optical matrix element and reduced car-
rier mass.

One major problem concerning the applicability of (15) to 1D systems was
solved by Valkunas et al. [49] by considering explicitly the origin of the relax-
ation channels and exciton motion. This problem arises from the fact that (15)
or its generalized form, with one or more linear terms in the right-hand side,
is applicable to exciton–exciton annihilation in an extended system whose
size is comparable with or larger than the exciton diffusion radius [70, 71].
For such systems, it is generally assumed that exciton–exciton annihilation
is diffusion limited, and the corresponding annihilation rate depends on the
dimensionality of the system. Use of a time-independent annihilation rate is
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appropriate only for a system with a dimensionality (d) that is equal to or
greater than 2. For systems with reduced dimension such as a SWNT, the
annihilation rate limited by exciton diffusion becomes time dependent, given
by γ = γ0/t1−(d/2). However, it has been shown that an equation based on
such an annihilation rate does not provide an appropriate description of the
kinetics measured using fluorescence upconversion and transient absorption
methods (with the exception of recent work by Russo et al. [74]). Thus, 1D dif-
fusion as a limiting step for exciton–exciton annihilation does not provide the
basis for a theoretical description of this process. Valkunas et al. [49] solved
this problem by assuming that the nonlinear annihilation process predomi-
nantly proceeds between the coherent excitons within the SWNTs. Within
this concept the results of Russo et al. may be considered as an indication
of exciton–exciton annihilation defined by exciton migration from remote re-
gions of the tube.

4.3.3 Exciton Dissociation

The annihilation of two ES
11 excitons and the subsequent rapid relaxation

from the high-lying excited state back to the ES
11 state creates an exciton

with a large excess energy. If this excess energy is greater than the exciton
binding energy, exciton dissociation may occur. Such a dissociation was in-
deed identified previously in conjugated polymers [76]. Using the femtosecond
transient absorption technique, Ma et al. [77] demonstrated the occurrence
of exciton dissociation in semiconducting SWNTs. Employing pump pulses
centered at 660 and 953 nm, the authors observed a new bleaching band in
the transient absorption spectra, which peaks at 730 nm. This band cannot
be assigned to the exciton transitions of the (8,3) tube type that was inten-
tionally selected by the wavelength of the pump pulses, nor to those species
that were unintentionally excited. Most importantly, the dependence of the
kinetics detected at 730 nm on the intensity of 953-nm pump pulses indi-
cates the occurrence of nonlinear relaxation, and a satisfactory description of
the 730-nm kinetics probed under the highest pump intensity was obtained
with a model involving Auger recombination of charge carriers. This strongly
suggests that the 730-nm band does not originate from an exciton but in-
stead from an el–h continuum [75, 78, 79]. Knowing the nature of this new
band, it is straightforward to calculate an exciton binding energy of 0.41 eV
for the (8,3) nanotube. This value is very close to the experimental results
obtained using two-photon fluorescence excitation spectroscopy [80, 81], and
this determination does not require any assumption for the model for the
el–h interaction.

Since observation of this phenomenon was reported so far only for the
(8,3) tube type, further studies on different semiconducting SWNT species
under similar experimental conditions are highly desirable. Use of chirality-
enriched SWNT samples will be particularly helpful in avoiding ambiguity.
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5 Comparison of S-SWNTs
with π-Conjugated Polymers

The π-conjugated polymers are the first quasi-1D systems that have been
studied extensively over the last 25 years. π-conjugated polymers possess
quasi-1D electronic states and consequently also a 1D density of states. The
lateral quantization may result in structured conduction and valence bands
with subbands and van Hove singularities. The properties of such electronic
systems are determined by the ratio of two characteristic energies, namely
the electron–electron Coulomb interaction, (ECoul) and the confinement en-
ergy, ΔE of lateral quantization (energy separation, ΔE between the van
Hove singularities). In many π-conjugated systems ECoul > ΔE. Under these
conditions it is not possible to consider electrons and holes as independent,
noninteracting particles, as in semiconductor quantum dots or nanorods.

Unsubstituted π-conjugated polymers usually possess inversion symme-
try, and thus their eigenstates are classified as having either even-parity nAg

or odd-parity n′Bu, where both the n and n′ are integers that denote the
order within an exciton band. Two important singlet exciton levels (11Bu

and m1Ag) and a double-excitation-type singlet level (k1Ag) are shown in
Fig. 12 [82]; their electron configurations are also shown for clarity. The m1Ag

is a specific excited state above the 11Bu level, whereas the k1Ag excited state
may be due to a biexciton state, i.e., a bound state of two 11Bu excitons.
The m1Ag level is known to have strong dipole moment coupling to 1Bu, as
deduced from the various optical nonlinear spectra of π-conjugated polymers
analyzed in terms of the “four essential states” model [83]. It is therefore
expected that two strong optical transitions form following the 11Bu photo-
generation: PA1 and PA2, as shown in Fig. 12a, where PA denotes photoin-
duced absorption. As the m1Ag state is below the continuum band threshold
state n1Bu, the energy of the PA1 band gives the lower limit of exciton binding
energy. A similarly calculated electronic structure of an S-SWNT is shown in
Fig. 12b, which exhibits multiple energy manifolds n = 1, 2, . . . , etc. Within
each n, there occur optically dark excitons Dn a few kBT below the optically
allowed exciton Exn. The occurrence of these dark excitons represents one of
the differences between S-SWNTs and π-conjugated polymers.

Vardeny and coworkers [84] found that the transient absorption spectra
obtained using films of S-SWNTs and two π-conjugated semiconducting poly-
mers, poly(dioctyloxy)para-phenylene vinylene (DOO-PPV) and poly(9,9-
dioctylfluorene) (PFO), are quite similar. As an example, Fig. 13 shows the
spectra collected at Δt = 0, and it is clear that all the spectra contain both
negative PA and positive photobleaching (PB) or stimulated emission (SE)
bands. In neither sample do the authors obtain a PA spectrum that increases
at low energy in the shape of free-carrier absorption, viz., Δα ∼ ω2. In-
stead, the PA spectra are in the form of distinct photoinduced bands PA1

and PA2 associated with specific optical transitions of the primary photoex-
citations in the samples, which are therefore not free carriers. The authors
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Fig. 12. Schematics of the excitonic electronic structures of (a) a light-emissive
π-conjugated polymer and (b) an S-SWNT. In (a) the lowest triplet exciton 13Bu

occurs below the lowest singlet exciton 11Bu. The lowest two-photon state 21Ag

is composed of two triplets and plays a weak role in nonlinear absorption. Tran-
sient PA (photoabsorption) is from the 11Bu to the m1Ag two-photon exciton that
occurs below the continuum band threshold state n1Bu, and to a high-energy k1Ag

state that occurs deep inside the continuum band. In (b), Exn and Dn are dipole-
allowed and dipole-forbidden excitons, respectively (after [84])

further found, through measurements of the kinetics at selected probe wave-
lengths, that the PA and their respective PB (or SE) bands in both polymers
and S-SWNTs are correlated to each other. This correlation is manifested
by very similar dynamics and therefore they should share a common origin,
namely, the same primary excitation, which is the photogenerated exciton.
A similar correlation was also observed by Hertel and coworkers [66] on a
chirality-enriched DNA-stabilized SWNT suspension.

Based on the analysis of the similarities between the transient absorption
spectra and kinetics measured on the films of S-SWNTs and π-conjugated
polymers, Vardeny and coworkers [84] concluded that the origin of the low-
energy PA1 in S-SWNTs is the excited-state absorption from Ex1 and D1
to higher-energy two-photon excitons. The broad nature of the PA1 band
in the S-SWNTs arises from the inhomogeneity of the experimental sample,
with SWNT bundles that contain a distribution of S-SWNTs with different
diameters and exciton binding energies. The authors also speculated that the
n =1 continuum band lies between the peaks of the PA1 and PA2 bands.
This analysis further enabled the authors to construct the vertical dashed
line in Fig. 13c, which identifies the threshold of the continuum band for the
S-SWNTs with the largest diameter in the film. Exciton binding energies of
ca. 0.4 eV are then predicted for those S-SWNTs in the film that dominate
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Fig. 13. Transient absorption spec-
tra at t = 0 of films of DOO-PPV
(a), PFO (b), and isolated SWNT
in polyvinyl alcohol matrix (c). Var-
ious PA, PB, and SE bands are as-
signed. The vertical dashed lines at
EC between PA1 and PA2 denote the
estimated continuum band onset. In
(a) and (b), the vertical dashed lines
were drawn based on the informa-
tion obtained from two-photon ab-
sorption and electroabsorption exper-
iments [84]. The corresponding line in
(c) was drawn by scaling the result
shown in (b) according to the ratio
of their PA1 peak energies (after [84])

the nonlinear absorption, which is similar to the results of two-photon PL
excitation [80, 81] and femtosecond transient absorption [77] spectroscopy.
The successful transferability of the parameters from PPV to S-SWNTs then
suggests that the Coulomb interaction parameters as well as the background
dielectric constants in these two classes of materials are close in magnitude.
This in turn justifies the use of π-electron models for the S-SWNTs, at least
for the S-SWNTs with the largest diameter, which dominate the nonlinear
absorption.

6 Summary

Even though this field of carbon-nanotube research has been in existence
for only a few years, progress in studies of carrier and exciton dynamics
with ultrafast spectroscopy has been both rapid and fascinating. Application
of TRPE, time-resolved fluorescence and femtosecond transient absorption
spectroscopy has enabled elucidation in real time of the el–ph interactions
in metallic tubes, and exciton relaxation processes and the underlying phys-
ical mechanisms in semiconducting SWNTs. It is now clear that excitation
of semiconducting SWNTs with intense ∼100 fs laser pulses leads to dynam-
ics dominated by a remarkable exciton–exciton annihilation process. Studies
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employing low excitation intensity allow the timescales of the intersubband
and radiative relaxation processes to be determined, along with the intrinsic
spectral and dynamical properties, and the profound extrinsic effects of tube
environment and temperature.

On the other hand, there are still significant inconsistencies and/or dis-
crepancies between the results and their interpretations reported by differ-
ent laboratories, which require further experimental and theoretical studies.
Besides implementation of more sophisticated spectroscopic techniques, we
believe that it is crucial to have samples with well-characterized purities
and distribution of tube lengths. This will enable more precise quantification
of the level of excitation intensity used for experiments. Another, perhaps
equally important, area to explore via controlled studies concerns the poten-
tial effects arising from defects and/or unintentional doping during synthesis
or post-growth processing.

We envision the emergence of several new research directions in the near
future. These will include direct assessment of exciton coherence and rele-
vant dephasing timescales, elucidation of the role of phonon and dark ex-
citonic states in the exciton relaxation processes, quantification of exciton
dissociation and discrimination of intrinsic dynamical processes from those
induced by external factors. These new studies will involve time-resolved
mid-infrared, terahertz, two-photon and 2D electronic spectroscopies. Besides
these ensemble studies, time-resolved single-tube spectroscopy with various
time-resolution and detection sensitivities will be also increasingly exploited.
It is likely that the level of research activity in this field will continue to
increase.
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Abstract. Single-wall carbon nanotubes can be probed optically by elastic light
scattering. This effect forms the basis of a technique, termed Rayleigh scattering
spectroscopy, for the study of individual nanotubes. Spectroscopic information on
the electronic transitions of both semiconducting and metallic nanotubes is ob-
tained by measuring the elastic scattering cross section as a function of photon en-
ergy. In this contribution, we describe the basic principles of the Rayleigh scattering
method and its experimental implementation for the rapid and precise measurement
of nanotube electronic spectra. The capabilities of the technique are illustrated with
several examples of its application. The method offers a natural approach to investi-
gate polarization effects and the persistence of the chiral structure of an individual
nanotube, as well as a means to probe nanotube–nanotube interactions. Rayleigh
scattering spectroscopy is also well suited for combination with other experimen-
tal techniques for the characterization of individual nanotubes. This possibility is
illustrated by measurements of the Rayleigh spectra of individual nanotubes with
chiral indices independently determined by electron-diffraction measurements.

1 Introduction

The ability to probe the properties of an individual single-wall carbon nano-
tube (SWNT) using optical spectroscopy is attractive for many investigations.
Measurement at the individual nanotube level yields great simplification of
the optical spectra. Unlike the situation for ensemble measurements, one
is then dealing with just a single, defined nanotube structure. Further, the
sensitivity of carbon nanotubes to their local environment can be examined
with increased precision when probing individual carbon nanotubes. As dis-
cussed elsewhere in this volume (see the contribution by Hartschuh), the use
of near-field optical techniques can further enhance this sensitivity to the lo-
cal conditions by providing improvement in spatial resolution compared with
that of conventional far-field techniques. Optical characterization of individ-
ual nanotubes is also of great value in connecting spectroscopic data with
information obtained by complementary characterization techniques, such as
electron diffraction and transport measurements, that must necessarily be
carried out on individual structures.

These compelling motivations for optical spectroscopy at the level of single
nanotubes have stimulated researchers to develop several experimental ap-

A. Jorio, G. Dresselhaus, M. S. Dresselhaus (Eds.): Carbon Nanotubes,
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proaches that provide the required sensitivity. Two purely optical techniques
are based on inelastic scattering of photons: photoluminescence spectroscopy
(see the contribution by Lefebvre et al. and [1]) and Raman spectroscopy (see
the contribution by Saito et al. and [2, 3]). In the former, light is emitted by
the lowest-lying excitonic state and the method is limited to semiconducting
nanotubes. Using photoluminescence excitation (PLE) spectroscopy, we can
also determine the energies of excited states. The Raman technique provides
information on the phonon structure of nanotubes. With the aid of enhance-
ment by electronic resonances, resonance Raman scattering (RRS) can be
applied to probe both individual semiconducting and metallic nanotubes.
For fixed excitation photon energy, the spectral shifts between the incident
and scattered photons provide a map of the accessible vibrational energies.
By tuning the incident energy, Raman excitation spectroscopy can provide
information about the location of electronic resonances. Both of these meth-
ods are extensively discussed elsewhere in the volume. In addition to these
purely optical techniques, researchers have recently demonstrated the possi-
bility of obtaining information about the electronic transitions in semicon-
ducting nanotubes by means of the photocurrent spectroscopy for an optically
excited nanotube under an electrical bias [4, 5].

In this contribution, we describe an additional experimental approach
that has recently been introduced for the spectroscopy of individual single-
wall carbon nanotubes [6–9]. The method consists of measurement of the
spectral dependence of the cross section for elastic light scattering. Since
the nanotube is an object much smaller than the wavelength of light, this
method has been termed Rayleigh scattering spectroscopy. The advantages
of the approach include its applicability to both semiconducting and metal-
lic nanotubes, the simple interpretation of the information that the method
yields, and the high data collection rate that it can provide at the individual
nanotube level. The principal limitation of the method concerns the influence
of background scattering and the associated restrictions on the experimental
geometry. Through the use of freely suspended nanotubes, this complication
can be eliminated.

2 Elastic Light Scattering

From a fundamental perspective, Rayleigh scattering relies on the same basic
optical response as the absorption process, i.e., the linear optical susceptibil-
ity χ or the dielectric function ε of the nanotube. However, since the optical
absorption of an individual nanotube is very weak (< 10−4 for a tightly
focused laser beam), it is more convenient to measure the response in a scat-
tering or dark-field geometry. We can consider the interaction of the nanotube
with the incident laser beam as giving rise to an induced dipole moment oscil-
lating at the optical frequency. The radiation emitted in the forward direction
interferes with the transmitted optical beam. This corresponds to the absorp-
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Fig. 1. Simulated lineshapes in a Rayleigh scattering measurement, described by
|ε(ω)− 1|2, for a Lorentzian absorption feature. The curves correspond to differing
levels of a frequency-independent nonresonant contribution to �(ε). Here (ω−ω0)/γ
represents the detuning from the resonance at ω0 in units of the Lorentzian half-
width γ. The absorption lineshape follows the Rayleigh spectrum for ε∞ = 1

tion process. The strength of the absorption is determined by the imaginary
part of the dielectric function ε, since only this phase of the emitted radiation
interferes with the transmitted beam.

For Rayleigh scattering, we detect this same dipole emission from the
nanotube, but in a background-free direction. Consequently, the scattering
signal, which varies as the square of the radiated electric field, scales quadrat-
ically with the magnitude of the induced dipole moment, i.e., as |ε − 1|2,
where ε is the effective dielectric function of the nanotube. By recording the
strength of Rayleigh scattering as a function of the frequency of the optical
radiation, we obtain a spectrum that reflects the behavior of ε as a function
of the photon energy. Since electronic transitions in the nanotubes give rise
to strong peaks in the dielectric function ε, Rayleigh scattering permits ready
identification of the electronic transitions in the system.

Before turning to issues involving the signal strength and radiation be-
havior, we wish to make a brief note about the expected lineshape of fea-
tures in Rayleigh scattering spectroscopy. Unlike absorption measurements,
in the scattering configuration the real part of the dielectric function also
contributes to the signal strength. While this distinction is of no particular
fundamental significance, it is important to bear in mind in considering ex-
perimental lineshapes. The influence of the real part of the dielectric function
can lead to differences in the shape and center of resonances in the Rayleigh
spectrum compared with those in an absorption measurement (or any other
measurement that scales with absorption, such as photoluminescence excita-
tion spectroscopy). We illustrate this effect in Fig. 1. The figure shows a series
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of simulated Rayleigh spectra for a Lorentzian absorption line, but with the
inclusion of differing nonresonant (spectrally flat) contributions to the real
part of dielectric function ε. Such a contribution is present because of the
off-resonance electronic transitions. As can be seen from the figure, despite a
fixed behavior for the resonant transitions, there can be significant changes in
the observed lineshape, as well as a modest shift in the frequency of the peak
of the feature. This effect can easily be incorporated into modeling of the
spectral line shapes, which is necessary for the most precise determination of
the line center of a given transition.

To be more quantitative about the radiation process, we describe the
elastic light scattering in terms of the interaction of a plane electromagnetic
wave with a nanotube. The nanotube is modeled as a long cylinder of diameter
d and a relative dielectric function ε(ω), where ω is the angular frequency of
the light. The elastic scattering cross section per unit length is then given
by [10]

σel(ω) = (π2/64)(ωd/c)3|ε(ω) − 1|2d , (1)

where c denotes the speed of light. We assume here that the polarization of
the pump radiation is parallel to the axis of the nanotube and that we are
detecting radiation also polarized parallel to the axis. Under these conditions,
the emission is isotropic with respect to the azimuthal direction and the cross
section includes emission at all angles.

From the expression above, we see that only a relatively low laser power
is needed to obtain an adequate elastic scattering rate from an individual
nanotube. If we assume, for example, an effective dielectric function of ε = 6
for the response of a nanotube of diameter d = 2nm, we find for Rayleigh
scattering of light of wavelength of 500 nm a value of σel = 1.2×10−7 μm. For
a source with a power of, say, 100μW focused to a width of 1μm, we then
produce scattered photons at a rate of 3 × 107 s−1. Allowing for an overall
collection and detector quantum efficiency of 10−2, this yields a count rate of
∼ 105–106 s−1. Such a signal level clearly permits rapid data-acquisition for
scattering by an individual SWNT.

3 Experimental Technique

Figure 2 shows a schematic representation of the dark-field configuration ap-
propriate for Rayleigh scattering spectroscopy. To optimize the signal, one
naturally wishes to achieve both tight focusing of the pump laser beam and
collection of a large solid angle of the elastically scattered light. This can be
accomplished with a pair of matched microscope objectives, with the detec-
tion direction arranged to exclude any transmitted laser radiation.

Two distinctive features were incorporated into the initial experimental
demonstration of the Rayleigh technique that allowed it to provide high-
quality spectra with very short data-acquisition times [6]. The first was
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Fig. 2. Schematic diagram for a
Rayleigh scattering measurement.
Microscope objectives focus the in-
cident light on a suspended nano-
tube and collect the radiation scat-
tered light. Using a supercontin-
uum source, we can detect dif-
ferent wavelengths simultaneously
with a spectrometer and multichan-
nel (CCD) camera

Fig. 3. Electron micrograph of an
individual suspended SWNT. The
sample is prepared by CVD using
a substrate with a slit etched in it.
Typical slit widths are tens of mi-
crometers and slit lengths are up to
1mm (after [6])

probing freely suspended nanotubes, an arrangement for which there was
no background scattering of light; the second was the use of a laser-based su-
percontinuum source that permitted spectra to be collected in parallel over
a wide range of wavelengths.

Samples of freely suspended nanotubes for the Rayleigh scattering mea-
surements are prepared by means of chemical vapor deposition (CVD) on
a silicon substrate into which a completely open slit has been etched by
standard microfabrication techniques. Figure 3 shows an electron microscope
image of an individual suspended SWNT crossing such a slit. The width of
the slit can be varied depending on experimental requirements, but is typi-
cally chosen in the range of tens of micrometers to ensure that there is no
appreciable scattering from accidental illumination of the substrate by stray
pump light. The length of the slit (perpendicular to the nanotubes) can be as
great as 1mm, so that a single substrate can provide many individual SWNTs
for study. By scanning the position of the sample relative to the probe beam,
one can access different nanotubes or a given nanotube at different positions
along its axis.
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The preparation of the samples does not require any delicate manipulation
of the nanotubes to make them bridge the slit. In the CVD growth, one simply
places an appropriate metal catalyst for nanotube growth on the substrate
at a distance from the slit. The nanotubes are then grown with the reactor
gas flow directed from the catalyst towards the slit. As the nanotubes grow,
they follow the reactor gas stream, remaining above the substrate. When
the gas flow ceases, the nanotubes fall onto the substrate and, if sufficiently
long, spontaneously cross the slit. Samples have been prepared using several
distinct catalysts, such as Fe and Co thin films, and various feedstock gases,
such as ethanol and methane [11, 12]. Adjustments of the feedstock gases
and catalyst are made to ensure that the nanotubes are sufficiently sparse
in the region of the slit so that only one SWNT will normally fall within
the spot size (∼ 1μm) of the focused optical pump radiation. That this
condition is met can be verified by the characteristics of the observed Rayleigh
spectrum. One can thus perform single-nanotube spectroscopy without the
complexity of near-field optical techniques. Of course, the spatial resolution
along the nanotube is limited to the size of the focused pump beam. As
discussed elsewhere in this volume (see the contribution by Hartschuh), near-
field methods can significantly improve upon this longitudinal resolution.

The second experimental feature that facilitates collection of Rayleigh
scattering spectra is the use of an optimized light source for the measure-
ment. To obtain spectroscopic information from Rayleigh scattering, we must
scan the wavelength of the light undergoing scattering. This can certainly be
accomplished by means of a tunable laser source, as is done for photolumi-
nescence excitation spectroscopy or Raman excitation spectroscopy at the
single-nanotube level. This process is, however, relatively slow and somewhat
tedious when one wishes to cover a broad spectral range. Since the power
needed to observe the elastically scattered light is low, researchers have shown
the possibility of making use of a broadband laser-based source for the si-
multaneous measurement of Rayleigh scattering over a range of wavelengths.
With an appropriate high-brightness broadband source, one can use parallel,
multichannel detection to obtain the entire (excitation) spectrum at once.
It should be noted that this method implicitly assumes that the strength of
elastically scattered light dominates all inelastic contributions. This is a very
good approximation for the concurrent Raman scattering process, since the
vibrational coupling is weak and Raman scattering is inefficient compared
with elastic light scattering. The only condition under which one must exer-
cise some care would be for detection in the vicinity of the E11 transition in
semiconducting nanotubes where fluorescent emission may be strong enough
to compete with elastic scattering.

Bright continuum radiation with a spectrum extending from photon ener-
gies below 1 eV to approximately 3 eV can be obtained by passing femtosec-
ond mode-locked laser pulses through an optimized nonlinear fiber [13]. Such
sources may either be constructed in the laboratory from standard mode-
locked oscillators or purchased as integrated commercial units. In either case,
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Fig. 4. Experimental Rayleigh scattering spectra for individual SWNTs of the spec-
ified chiral indices. The nanotubes (a–c) are different semiconducting structures;
those of (d) and (e) are metallic nanotubes. The two sets of data for the (10,10)
structure (displaced for clarity) correspond to completely independent measure-
ments of different nanotubes. The chiral indices of all the nanotubes were deter-
mined independently by electron diffraction (after [7])

the radiation emerges from an optical fiber, which facilities its efficient fo-
cusing by a microscope objective. A suitable level of optical radiation for the
Rayleigh spectroscopy measurements is typically a fraction of a mW of opti-
cal power. Such focused continuum radiation provides a reasonable level for
the Rayleigh scattering signal without significant heating of the nanotube.
As for the precision of the measured spectra, this is controlled entirely by
the arrangement of the multichannel-detection scheme, i.e., by the dispersion
of the spectrometer and the number of channels of the detector. For a suit-
able choice of grating dispersion, a spectral resolution of a few meV can be
achieved over a broad energy range using a standard CCD camera. This level
of performance fully resolves the features of electronic transitions of SWNTs,
particularly for the higher Enn transitions, which exhibit increased widths
compared with the E11 transition.

Figure 4 displays results of Rayleigh scattering from several individual
semiconducting and metallic SWNTs. The observed transitions are the ES

33

and ES
44 for the semiconducting nanotubes and the EM

11 for the metallic nano-
tubes. Note that there are two separate traces in Fig. 4d for (10,10) nano-
tubes. These are data from measurements of different individual SWNTs.
The high level of reproducibility is apparent.
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Fig. 5. Comparison of Rayleigh scattering spectra of similar semiconducting nano-
tubes from the data in Figs. 4a–c. The peaks correspond to the ES

33 and ES
44

transitions. The comparison in (a) corresponds to two nanotubes of the same
(2n + m) mod 3 type, but different diameter; the comparison in (b) involves two
nanotubes of different type, but similar diameter (after [7])

4 Application of the Technique

Despite the relatively recent introduction of the method of Rayleigh scat-
tering spectroscopy, the approach has already provided several interesting
results about the optical properties and interactions of SWNTs [6–9]. Here,
we review some representative studies to illustrate the possibilities provided
by this method for single nanotube spectroscopy.

4.1 Electronic Transitions of Nanotubes
of Independently Determined Structure

Figure 4 illustrates the capability of Rayleigh spectroscopy to provide high-
quality spectra of individual SWNTs. The spectra are taken under favorable
conditions in terms of having nanotubes unaffected by their environment,
since the nanotubes are well isolated from one another and suspended in air.
The spectra of the electronic transitions thus provide an attractive point for
a rigorous comparison with theory. To do so, however, we have to overcome
a fundamental limitation in a purely optical measurement, namely, that we
do not have direct and independent knowledge of the structure of the ma-
terial under study. Once appropriate assignments of spectroscopic features
have been made, optical measurements can, of course, yield such structural
information. Such careful assignments have been made of the optical tran-
sitions in ensemble samples containing nanotubes of various chiral indices
using predicted theoretical trends and a wealth of experimental data [14].

Since accurate calculations of the transition energies, particularly for
large-diameter or low-symmetry nanotubes, remain difficult, there is a mo-
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tivation to obtain transition energies of individual nanotubes whose struc-
ture has been determined independently of any spectroscopic analysis. This
goal can be met by combining the Rayleigh scattering data with direct struc-
tural analysis by electron diffraction at the individual nanotube level [7]. The
diffraction data provide an unambiguous structural assignment of individual
nanotubes with optical spectra previously measured by Rayleigh scattering
spectroscopy. In Fig. 4, the indicated chiral indices have been obtained from
such analysis by electron diffraction. We note that an analogous study was re-
cently performed in which electron diffraction of individual carbon nanotubes
was combined with single-nanotube Raman spectroscopy to obtain informa-
tion on the frequencies of Raman features for nanotubes of independently
defined structure [15].

A detailed comparison of the Rayleigh spectra for semiconducting nano-
tubes in Figs. 4a–c is instructive. In Fig. 5, we show the Rayleigh spectrum
of the (15,10) nanotube in comparison with the (16,11) nanotube in the left
panel and with the (13,12) nanotube in the right panel.

For the case of the (16,11) nanotube, we have a structure with the same
(2n+m) mod 3 = 1 value (type I) as the (15,10) reference nanotube. The di-
ameter of the (16,11) nanotube of 1.83 nm is 0.12 nm greater than the 1.71 nm
diameter of the (15,10) nanotube. We consequently see a significant shift (of
about 150meV) towards lower energies in the transitions of the larger (16,11)
nanotube. The ratio of the ES

44 to ES
33 transition energies is, however, quite

similar – 1.150 for the larger (16,11) nanotube versus 1.135 for the smaller
(15,10) nanotube – for these two nanotubes of the same type.

A comparison of the (13,12) nanotube with the (15,10) reference nanotube
shows a different behavior. In this case, the average energies of the two tran-
sitions of the (15,10) and (13,12) nanotubes are very similar, differing only
by ∼ 10meV. This might be anticipated given the nearly identical respective
diameters of 1.71 nm and 1.70 nm for the two nanotubes. For this pair of
nanotubes, however, the (13,12) nanotube is a type II ((2n + m) mod 3 = 2)
structure, while the reference (15,10) nanotube is type I. This difference is
manifested in dissimilar ratios of the ES

44 to ES
33 transition energies: 1.206

versus 1.135 for the (13,12) and (15,10) chiral indices, respectively. While the
numerical values differ from those predicted by simple tight-binding mod-
els [16], the trend is exactly as predicted for nanotubes of type I and type II
structure. Detailed examination of the Rayleigh data also permitted confir-
mation of the predicted trends for different chiral angles [7].

4.2 Polarization Dependence of Nanotube Electronic Transitions

In any ensemble optical measurement of nanotubes, the measurement neces-
sarily averages over a variety of angular orientations of the nanotube. This
severely complicates the study of the polarization properties of the optical
transitions, which can be addressed only through achieving partial orienta-
tion of the nanotubes [17] or through measurements involving two distinct
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Fig. 6. Polarization effects observed in the Rayleigh spectrum of an individ-
ual SWNT. The polar plot (b) shows the nearly dipolar variation of the Rayleigh
scattering with the polarization of the probe beam. The spectrum (a) displays the
response parallel (large) and perpendicular (small) to the nanotube axis. The par-
allel spectrum is comprised of two traces, obtained at a separation of 30 μm from
one another along the nanotube axis, a result indicating that no structural change
occurs (after [6])

electronic transitions [18]. At the single-nanotube level, these complications
disappear. Figure 6 presents an example of the strong polarization effects for
the optical transitions in SWNTs manifested in Rayleigh scattering spectra.
The local-field or “antenna” effect strongly reduces the response when the
electric-field vector of the optical radiation lies perpendicular to the nano-
tube axis [19]. Indeed, the response is essentially that of a dipole (cos2 θ)
intensity pattern, as shown in Fig. 6b. Close inspection of the spectra for ex-
citation along and perpendicular to the nanotube axis reveals, however, the
existence of a weak, but measurable response from the perpendicular configu-
ration. This response arises from electronic transitions of the type En,n−1 and
En−1,n that contribute to the optical response perpendicular to the nanotube
axis (see the contribution by Ando and [18]). The electromagnetic screening
mentioned above, however, sharply reduces the observed strength of these
transitions, particularly when an electronic resonance is approached.

4.3 Structural Stability Along the Nanotube Axis

The ability to grow long nanotubes by chemical vapor deposition combined
with the possibility of rapid characterization of the electronic transitions
(and, hence, physical structure) of the nanotubes permits study of the struc-
tural stability of the nanotube. Analysis of many CVD-grown nanotubes has
shown that changes in chiral index are infrequent, with most nanotubes of
lengths of tens of micrometers exhibiting no change in structure along the
length of the tube. A representative set of data is displayed in Fig. 6a. Here,
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Fig. 7. Rayleigh spectra of an isolated nanotube A and of a bundle consisting
of nanotube A and a second nanotube (A+B). The peaks of nanotube A can be
seen in the bundle, together with additional peaks from nanotube B. The peaks of
nanotube A are shifted to the red by tens of meV when they appear in the bundle
(after [8])

precisely the same Rayleigh spectrum (and, hence, the same nanotube struc-
ture) is observed at a displacement of 30μm along an individual SWNT.

Because of its rapid data-collection rate, Rayleigh spectroscopy allows
convenient characterization of large numbers of nanotubes. This has permit-
ted the infrequent spontaneous changes of the chiral index of a nanotube
along its axis to be identified and the site of this structural transformation to
be determined to optical resolution. A method has also been introduced that
permits suspended nanotubes to be transferred onto a solid substrate at a
desired location [20]. With the aid of this technique, one can first character-
ize the nanotube by Rayleigh spectroscopy and then place it in a convenient
location for complementary analysis by other experimental methods. Initial
experiments of this type have been performed in which the electrical transport
properties of optically characterized nanotubes have been determined [9].

4.4 Nanotube–Nanotube Interactions

The ability to probe individual nanotubes provides a controlled approach for
the investigation of the effect of the environment on nanotube properties.
Since SWNTs are only one monolayer in thickness, one expects that the
effect of the external environment can be significant. Such interactions are,
of course, quite diverse in character, ranging from chemical modification to
physical deformation.

Figure 7 illustrates the use of Rayleigh scattering spectroscopy to probe
one class of change induced by the local environment [8]. In this case, we are
able to probe an individual SWNT in its isolated form and as a part of a
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bundle with a second SWNT. This structure was formed spontaneously in
the CVD growth process. One nanotube extended fully across the slit, while a
second nanotube formed a bundle over half the width of the slit. The Rayleigh
spectra of the isolated nanotube A and of the bundled structure (A+B) are
shown. In the bundle, one can clearly identify the peaks associated with
nanotube A, in addition to new features arising from electronic transitions
in nanotube B. The noteworthy feature in the spectra is that the transitions
in nanotube A (the ES

33 and ES
44 transitions in a semiconducting nanotube)

are clearly shifted in energy when they appear in the two-nanotube bundle.
The peaks are displaced to lower energy by tens of meV when an adjacent
nanotube is present in a bundle. In other data sets for similar configurations,
the shifts are consistently to lower energy upon bundling. In addition, in
some cases the nanotubes spontaneously form Y-junctions. It is then pos-
sible to measure the spectra of each of the two isolated constituents of the
bundle separately and to determine the shifts undergone by each component
in forming the bundle [8]. Again, we see redshifts for all transition energies.
This observation suggests that possible strain effects are not significant, since
the influence of strain would generally push some transition energies up and
some down.

We can understand a redshift induced by bundling as a consequence of
dielectric screening of the strong carrier–carrier interactions in a nanotube.
The presence of an adjacent dielectric medium (nanotube B in Fig. 7) reduces
the carrier–carrier interactions within the nanotube being probed (nanotube
A in Fig. 7). The importance of such carrier–carrier interactions has been
predicted theoretically by several researchers [21–26] and established exper-
imentally by the observation of strong excitonic effects in semiconducting
nanotubes [27–29]. Screening of this carrier–carrier interaction leads to a
reduced quasiparticle bandgap (because of decreased electron–electron repul-
sion). Although this effect is partially offset by a reduced exciton binding
energy, the net shift in the transition energy of the exciton caused by the di-
electric screening is still expected to be towards lower energy. Spectral shifts
of nanotube transitions from bundling and other environmental effects have
been widely reported in previous ensemble measurements [30, 31]. As shown
here, access to optical measurements at the single-nanotube level permits
these interesting phenomena to be examined with a degree of control difficult
to match in an ensemble measurement.

5 Outlook

Elastic light scattering from individual nanotubes is strong enough to be
readily observed in the absence of background signals. Spectroscopy of the
electronic transitions in nanotubes can thus be obtained by measuring the
cross section for elastic scattering as a function of the photon energy, which
provides direct information on the linear optical properties of the nanotube
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under study. The resulting technique of Rayleigh scattering spectroscopy,
when applied with a continuum light source, allows for rapid and precise
measurement of the optical transitions in individual SWNTs of both semi-
conducting and metallic character.

The principal limitation in application of the method of Rayleigh scat-
tering spectroscopy is, in some sense, the counterpoint of its strength. All
types of nanotubes provide an elastic light-scattering response, making the
method applicable to metallic, as well as semiconducting nanotubes, small
bundles, and nanotubes with high defect densities, and so on. By the same
token, however, any material other than the nanotube that is illuminated
by the probe beam can also yield elastically scattered light, radiation that
may be difficult to separate from the nanotube signal. By probing nanotubes
suspended in air, this complication is eliminated. However, for a more gen-
eral sample geometry, the role of background scattering must be considered,
since such background signals can be far stronger than the nanotube response.
While the distinctive spectral and polarization characteristics of the nano-
tube response can be identified in the presence of a spectrally unstructured
background, this becomes difficult if the relative strength of the background
signal is too great compared with the signal of interest. It should be noted,
however, that an ideal planar surface does not give rise to diffuse scattering
and would thus be compatible with Rayleigh scattering measurements from
individual SWNTs. Understanding the practical limitations of the method in
such cases and perhaps developing suitable spatial, spectral, or polarization
modulation techniques to discriminate against undesired background signals
is an interesting area for future development.

Rayleigh scattering spectroscopy provides a useful addition to the estab-
lished techniques of Raman and photoluminescence spectroscopy that are
based on inelastic light scattering. While all three methods permit access to
spectroscopy of individual SWNTs, the methods are largely complementary
to one another. Rayleigh spectroscopy extends photoluminescence measure-
ments in its applicability to all nanotubes, including metallic species and
semiconducting nanotubes for which fluorescence emission is weak (high level
of defects) or difficult to detect (at long wavelengths). Rayleigh spectroscopy
is also complementary to Raman and photoluminescence measurements in its
ability to provide broadband excitation spectra rapidly at the single-nanotube
level. This attribute makes it particularly convenient to combine Rayleigh
and Raman spectroscopy for the study of individual SWNTs. By performing
the Rayleigh spectroscopy first, one obtains information to ensure a choice
of laser photon energy that benefits from the desired resonant enhancement
of the Raman process. Further, the usual instrumentation for Rayleigh scat-
tering serves for Raman (or photoluminescence) measurements simply by
replacing the continuum source with the appropriate monochromatic laser
excitation. Beyond the experimental convenience of performing Rayleigh and
Raman spectroscopy jointly, the information from the two measurements,
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electronic and vibrational spectra, are complementary and together provide
a very complete characterization of any nanotube under study.

In addition to combining Rayleigh scattering with other single nanotube
optical spectroscopies, Rayleigh spectroscopy can be fruitfully used, as illus-
trated in our earlier discussion of electron diffraction, in conjunction with
entirely different experimental methods. This direction, while not unique to
the Rayleigh scattering technique, will certainly become increasingly impor-
tant in the future. From this perspective, Rayleigh scattering is attractive
because of its short measurement time and its applicability to all types of
nanotubes. A further frontier for measurements of individual nanotubes is
accessing dynamics directly in the time domain. Impressive results have been
demonstrated in time-resolved photoluminescence at the individual nanotube
level [32]. To expand these measurements to a range of pump-probe tech-
niques with the full femtosecond time resolution of current laser techniques
requires a sensitive probe of the response of individual SWNTs. Rayleigh
scattering, with its high signal strength, appears to be a promising optical
probe for such measurements.
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Abstract. We review recent progress in the measurement and understanding of
the electrical properties of individual metal and semiconducting single-wall carbon
nanotubes. The fundamental scattering mechanisms governing the electrical trans-
port in nanotubes are discussed, along with the properties of p–n and Schottky-
barrier junctions in semiconductor tubes. The use of advanced nanotube devices
for electronic, high-frequency, and electromechanical applications is discussed. We
then examine quantum transport in carbon nanotubes, including the observation
of quantized conductance, proximity-induced supercurrents, and spin-dependent
ballistic transport. We move on to explore the properties of single and coupled
carbon-nanotube quantum dots. Spin and orbital (isospin) magnetic moments lead
to fourfold shell structure and unusual Kondo phenomena. We conclude with a
discussion of unanswered questions and a look to future research directions.

1 Introduction and Basic Properties

Since the discovery of single-wall carbon nanotubes (SWNTs) fifteen years
ago [1], electrical measurements of individual SWNTs have proven to be one of
the most powerful probes of this novel 1D system. Figure 1 shows a schematic
of a standard device geometry. A SWNT is directly connected to two metallic
contacts (labeled source and drain), and is capacitively coupled to a third gate
terminal that can change the charge density on the tube (or equivalently, shift
the energy bands in the conducting channel). Measurements are performed
by applying ac or dc voltages to the various terminals and measuring the
resulting currents between source and drain.

The first transport measurements in nanotube devices were reported in
1997–1998 [2–5], and since then there have been thousands of papers pub-
lished on the subject. Scientists and engineers have built upon the simple
three-terminal device geometry presented above to produce increasingly com-

A. Jorio, G. Dresselhaus, M. S. Dresselhaus (Eds.): Carbon Nanotubes,
Topics Appl. Physics 111, 455–493 (2008)

Springer-Verlag Berlin Heidelberg 2008



456 Michael J. Biercuk et al.

Fig. 1. (a) Schematic view a nanotube field-effect transistor (b) The Dirac energy
dispersion cone of graphene near the K point in reciprocal space showing cutting
lines for a semiconducting tube. (c) The dispersion relation of the semiconducting
nanotube 1D subbands derived by slicing the cone at quantized values of the mo-
mentum along the circumference of the tube, k⊥. (d) The corresponding 1D density
of states. (e) Measured conductance of a semiconducting tube, G, as a function of
gate voltage, Vg. (f) Same for small-bandgap metallic nanotube. Reference: McEuen
group, unpublished

plex devices and to address questions of both device performance and funda-
mental physics. A decade later, a remarkably complete and consistent picture
of transport in this novel 1D system has emerged. The power of transport
measurements in elucidating the basic electronic properties of this material
system has been truly remarkable. In this review, we summarize many of
the major accomplishments, focusing on topics where a broad consensus has
emerged and ones that were not covered in the previous book [6, 7]. We start
with a discussion of the basic band structure and transport properties of
nanotubes. In Sect. 2, we address the properties of nanotubes operating in
the “classical”, or incoherent, transport regime, and in Sect. 3 we discuss
devices operating in this regime. In Sect. 4, we address the quantum proper-
ties of nanotube electrical transport and turn to nanotube quantum dots in
Sect. 5. We end in Sect. 6 with a discussion of future research directions.

1.1 Band Structure

The transport properties of nanotubes are intimately related to their elec-
tronic band structure (see the contribution by Spataru et al.). The band
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structure is composed of multiple 1D subbands sliced from the Dirac disper-
sion cone of graphene (Fig. 1b). These subbands have relativistic dispersion
relations, which for the ith electron–hole subband are given by:

Ei(k) = ±
[
(�vFk)2 + (Ei

g/2)2
]1/2

. (1)

Here, E and k are measured from the center of the Dirac cone of graphene,
vF ≈ 8 × 105 m/s is the Fermi velocity, and Ei

g are the individual energy
gaps determined by the distance of the quantized k states to the center of
the Dirac cone. The corresponding density of states, g(E), has distinctive 1D
van Hove singularities (Fig. 1d), and is given by:

g(E) =
∑

i

gi(E) , gi(E) =
4

π�vF

[
1 − (Ei

g/2E)2
]−1/2

. (2)

The factor 4 in (2) comes from the fourfold degeneracy of each of these sub-
bands at zero magnetic field, due to both the spin degeneracy and the orbital
or “isospin” degeneracy associated with the band structure of graphene which
is further discussed in the contribution by Charlier et al. This latter effect can
be pictured as the separate left- and right-handed electron states spiraling
down the tube. This fourfold degeneracy is lifted in a magnetic field by the
orbital and spin Zeeman effects:

ΔEi
g = −(μ0 + μs) B = ±

dtevFB‖
4

± 1
2 gμbBtot , (3)

where B‖ is the field parallel to the tube axis, dt is the tube diameter, g is
the electrons’ g-factor and Btot is the total field. Nanotubes fall into three
distinct electronic classes according to their fundamental bandgap, E0

g , or
simply Eg:

Semiconducting nanotubes, with a bandgap predicted by band theory to
be Eg ≈ 0.7 eV/dt(nm).
Small-bandgap nanotubes, which are nominally metallic tubes with a
small bandgap (typically less than 100mV) due to perturbations, such as
curvature, strain, twist, etc.
True metallic nanotubes, where Eg = 0. This class is rare, since nearly
all tubes possess some small bandgap due to curvature, strain, or twist.
These are often lumped together with small bandgap tubes, with the
combined set called “metallic.”

Three-terminal conductance measurements provide a direct means for
identifying members of the different classes outlined above. The lower panels
of Fig. 1 show the conductance measured at room temperature as a function
of applied gate voltage for a semiconducting and a small-bandgap tube. When
the Fermi level is tuned into the bandgap, the semiconducting tube shows
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a broad region of near-zero conductance since Eg � kBT , while the small-
bandgap tube shows only a moderate dip since its bandgap is comparable to
the thermal energy, Eg ∼ kBT .

Measurement of the nanotube capacitance to the gate can directly probe
the subband structure [8] as shown in Fig. 2. The inverse capacitance C−1

tot

is the proportionality constant between the change in the electrochemical
potential and the amount of charge added to the nanotube, and consists of
both an electrostatic term, Celec, and a “quantum” or density-of-states term:

C−1
tot = C−1

elec + [e2g(E)]−1 . (4)

The observed gate-voltage dependence of the capacitance in Fig. 2a results
from the density-of-states given in (2) manifesting itself in the capacitance
via (4). In the figure, the bandgap is clearly visible as a large dip in the
measured capacitance, followed by features that correspond to the first and
second 1D electron and hole subbands. Fitting (2) and (4) to the experimental
data gives the electrostatic capacitance and bandgap of the nanotube, which
are in good agreement with calculated values based on the device geometry
and the tube diameter.

While the capacitance shows clear electron–hole symmetry around the
bandgap, the conductance measured on the same device (Fig. 2b) does not.
This reflects the fact that the capacitance depends only on the thermody-
namic density of states while the conductance depends also on the carriers’
scattering rates and the contact resistances. Thus, the capacitance gives us a
clear picture of the nanotube band structure and the amount of charge car-
riers present at a given gate voltage. Transport, on the other hand, measures
the transmission of electrons through the device, as discussed below.

1.2 1D Transport in Nanotubes

To fully understand the transport characteristics of carbon nanotubes, we
start with the Landauer formula, which states that the conductance of a
quasi-1D system is given by:

G =
4e2

h

∑

i

∫ ∞

−∞

df [(E − EF)/kBT ]
dE

�i(E) dE , (5)

where �i(EF) is the transmission of the ith 1D subband state at the Fermi
energy and df/dE is the energy derivative of the Fermi function. Conduc-
tance is thus a measure of the transmission of electrons through the entire
device at the Fermi energy, broadened by the finite thermal width of the
Fermi function.

When the Fermi energy is in the bandgap, �i(EF) = 0 and the conduc-
tance is governed by thermal activation from the tails of the Fermi function.
When EF lies within an electron or hole subband, the transmission properties
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Fig. 2. Density dependence of the capacitance of a single SWNT. (a) Measured
capacitance between an individual semiconducting SWNT and a metallic top-gate
separated by 10 nm of SiOx (scheme is shown in the inset). The top trace shows
the dependence of the capacitance on the top-gate voltage. The bottom trace is the
reference capacitance measured with the nanotube disconnected. The dashed line
is a fit to a theory that includes elctrostatic and density-of-states contributions to
the capacitance (2) and (4). (b) The conductance, G, measured on the same device.
Adapted from [8]

of the entire device – tube plus contacts – determine the conductance. If the
transport is ballistic and the tube has perfect contacts, this equation predicts
a quantized conductance of 4e2/h associated with each 4-fold degenerate 1D
subband. Metallic nanotubes very often approach this quantized conductance
value even at room temperature [9, 10]. Semiconducting nanotube devices
have come within 25% of this theoretical limit at room temperature [10, 11]
and to within a few per cent at low temperatures [10–12], as discussed further
in Sect. 4.

Conductance less than the quantized value can arise from additional re-
sistance due to either the contacts or the tube. At or near room temperature,
these two resistive contributions add incoherently, and are discussed sepa-
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rately in Sect. 2 below. At lower temperatures, coherence effects and the
Coulomb blockade become important. This quantum regime is discussed in
Sect. 4.

2 Classical (Incoherent) Transport in Nanotubes

If we neglect coherence effects, the total resistance R = G−1 of a nanotube
device with a uniform channel can be written as:

R = Rcontacts + Rtube , (6)

where the contact resistance obeys Rcontacts ≥ h/4e2, and for a uniform tube
with diffusive scattering:

Rtube = (h/4e2)(L/�) , (7)

where L is the tube length, � is the electron mean-free path for momentum re-
laxation, and we assume L � �. The measured device properties thus reflect
the incoherent addition of the resistance of the tube and the contacts. A va-
riety of measurements have been used to sort out the relative importance of
these contributions in a given device. For example, electric force microscopy
can measure the potential drop along the tube under current bias [13–15],
directly probing the relative contributions. Devices where the contacts dom-
inate [16] and ones where the tube properties dominate [11, 15] have been
studied, as discussed below.

2.1 Contacts to Nanotubes: Schottky Barriers

Two types of barriers can form at the metal/tube interface and increase the
contact resistance beyond the ideal h/4e2 value. The first is a barrier created
by an imperfect interface between the contact metal and the nanotube. Its
resistance is a function of the cleanliness of the interface and the overlap
of the metal–nanotube electronic states. Au and Pd have proven to make
the best contacts to nanotubes, with near-perfect transmission frequently
obtained [11].

More fundamental is the Schottky barrier that can form at the interface
of a metal and a semiconducting nanotube. The properties of the Schottky
barrier will depend on the band alignment at the interface (Fig. 3a). In
the absence of interface states believed to be a good approximation for the
metal/tube interface [17], the heights of the Schottky barriers for hole and
electron injection are given by the work function of the metal contacts, φM,
the work function of the nanotube, φNT, and its energy gap, Eg (see Fig. 3a):

φp
SB = φNT + Eg/2 − φM , φn

SB = φM − φNT + Eg/2 . (8)
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Fig. 3. Schottky-barrier height at the metal/nanotube interface. (a) A schematic
of the nonaligned metal and nanotube energy levels depicting the relation between
the Schottky-barrier heights for hole (/electron) injection, φp

SB (φn
SB) and the work-

function of the metal, φM, the work function of the tube, φNT, and its energy gap Eg.
When both are put in contact, band bending at the interface occurs to compensate
for the work-function difference. (b) The case for contacts with the work function at
the nanotube midgap. (c) p-type contacts. (d) Tuning the Schottky barrier from n-
to p-type contacts using O2. The red curve is the measured I–V with no exposure
to oxygen. The remaining curves in order of increasing exposure to O2 are colored
orange, light and dark green, light and dark blue. Adapted from [16]

When the Fermi level of the metal lies at the midgap of the nanotube (Fig. 3b)
there will be a Schottky barrier for both n and p carrier injection, whereas
when it aligns with the hole band (Fig. 3c) there would be no barrier to hole
injection but a large barrier to electron injection. This case corresponds to the
semiconductor device in Fig. 2, where the on-state resistance in the n-regime
far exceeds that of the p-regime. Thus, while the nanotube bands are electron–
hole symmetric near the Dirac point, the contact properties generally are not.

A series of experiments, primarily by the IBM and Stanford groups, clar-
ified the importance of Schottky barriers in SWNT transistors. Figure 3d
shows measurements where the work function of the contact metal was ad-
justed for the same device by the adsorption of oxygen [16]. The device started
out with predominantly n-type conduction, but as adsorbed oxygen increased
the work function, the contacts changed to ambipolar, and finally to p-type.
Other experiments on many different contact metals [11, 16, 18, 19] support
this basic picture: high work function metals like Pd or Rh make good p-type
contacts to tubes, while low work function metals like Al yield better n-type
contacts. In all cases, adsorbed dipoles can strongly shift the metal work
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Fig. 4. On-state current and Schottky-barrier height as a function of SWNT di-
ameter and contact metal. Curves from top to bottom correspond to Pd, Ti and
Al. The right axis is the Schottky barrier, extracted from Ion using a self-consistent
Poisson–Schrödinger model of the band bending near the contacts. Inset includes
data points for Pd-contacted nanotube FETs from other publications. Adapted
from [19]

functions, thus making the contact properties very sensitive to the ambient
environment and device history. It was also noted [11] that a high work func-
tion by itself is not sufficient to assure ohmic contacts. For example, Pt has
a larger work function than Pd but forms more resistive contacts, probably
due to additional tunneling barriers formed as a result of poor wetting of the
tube by the contact metal.

Since the energy gap grows with decreasing diameter (Eg ∼ 1/dt) it is
clear from (8) that for every metal there exists a critical nanotube diameter
below which a Schottky barrier with finite height will form and the height
of this barrier will increase with decreasing diameter. Figure 4 shows the
measured on-state current in the p-regime for nanotube transistors of different
diameters and contact metals, along with the inferred Schottky barrier height.
This height is seen to systematically grow with decreasing diameter. Ohmic
p-type contacts are obtained only with Pd contacts to tubes of diameters
> 1.5 nm.

These measurements provide a consistent picture of contact properties
of semiconducting nanotubes. A major remaining challenge is to make good
ohmic contacts to tubes with diameters 1.5 nm and smaller. Surprisingly, even
small-bandgap/metallic tubes show significant barriers in this range [20]. The
origin of this behavior is still not understood.
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2.2 The Effect of Disorder

With an understanding of the role of contacts on nanotube conductance, we
turn to examine the scattering properties of the nanotube channel itself and
start by considering the effect of disorder. The major sources of disorder in
nanotubes are:

Localized lattice defects, such as vacancies, substitutions, pentagon-heptagon
defects and heterojunctions between nanotubes of different chiralities.
Such defects are typically formed during nanotube growth, by volatile
processing, or by intentional damage [21]. The atomically sharp nature
of these defects leads to large momentum scattering.

Electrostatic potential fluctuations, created by a random distribution of
charges in the substrate, by molecules adsorbed on the nanotube or by
processing residues. These can induce both short- and long-range disor-
der.

Mechanical deformations, these include local strains and twists, which af-
fect the local bandgap [22] as well as kinks that act as conductance bar-
riers [23].

The coexistence of multiple sources of disorder in nanotube devices as
well as the large variability in their properties makes it hard to make wide
generalizations on the effects of disorder. Nevertheless, some understanding
has emerged.

Experimentally, the effect of disorder is determined by extracting the
nanotube corresponding mean-free paths from the conductivity (7) or by di-
rect spatial imaging. Nanotubes with strong disorder show marked effects al-
ready at room temperature, whereas in cleaner nanotubes, disorder becomes
the dominant scattering mechanism only at low temperatures. Low-temper-
ature measurements of metallic tubes routinely show mean-free paths that
are many micrometers long, as determined from their conductance [3, 24],
from measured sizes of quantum dots [2, 3] and from scanned probe mea-
surements [13, 25]. Semiconducting tubes, often show stronger sensitivity to
disorder and shorter mean-free paths [4, 5]. However, they have also clearly
demonstrated μm-long mean-free paths at low temperatures [26–30].

Disorder affects the transport in nanotubes in two distinct ways depending
on its spatial scale, owing to two distinct backscattering processes – nano-
tubes have two degenerate dispersion branches originating from the K and
K ′ points, each has left- and right-moving electrons. Backscattering can be
either between the two branches or within the same branch. The first in-
volves large momentum transfer, comparable to the inverse lattice constant
and therefore occurs only from atomically sharp disorder. The latter requires
small momentum transfer and is therefore caused by long-range disorder. It
was further shown [31,32], that due to the symmetries of the electronic wave-
functions, metallic tubes are affected only by short-range disorder, whereas
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semiconducting tubes are affected by both short- and long-range disorder (see
also contributions by Ando and by Spataru et al. in this book).

Scattering off atomic defects has been extensively studied theoretically [33–
41], but the experimental situation is less clear. While localized scattering
centers have certainly been observed in experiments [42–44], to date it has
not been possible to probe the atomic-scale nature of the defect and to cor-
relate it unambiguously with the observed transport properties.

Long-range disorder, e.g., from the electrostatic/mechanical interaction
of a nanotube with the substrate is also known to be important, especially at
low carrier densities in semiconducting nanotubes. The potential fluctuations
break up the tube into a series of electronic puddles, with transport domi-
nated by hopping between the puddles [45], as determined by a number of
scanned probe measurements [13,14,25,46]. One manifestation of this is seen
in the data of Fig. 2: The experimentally measured conductance and capac-
itance drop to zero well before the theoretical band edge is reached. At low
carrier densities, the nanotube stops conducting before it runs out of carriers,
as they become localized by a disorder potential along the nanotube length.
We note that suspended nanotubes have shown dramatically improved trans-
port characteristics, confirming this viewpoint, and allowing one to observe
the first few electrons/holes added to a single-nanotube quantum dot. These
will be discussed in Sect. 4.

2.3 Electron–Phonon Scattering in Nanotubes

In clean, high-quality metallic SWNTs at room temperature, the dominant
scattering mechanism is well known to be electron–phonon scattering. Scat-
tering by acoustic phonons dominates the resistances at small source–drain
biases [47–49], whereas scattering by optical and zone-boundary phonons
sets a limit on the maximal current carried by individual SWNT at large
bias [49–51]. The latter is shown in Fig. 5 for a metallic nanotube. The
slope of the current–voltage characteristic decreases for increasing bias, and,
if the tube is suspended, can even become negative. This dramatic in-
crease in resistance and saturation of the current at high electron energies
was first explained by Yao et al. [50]: the electron rapidly emits a pho-
non as soon as it has an excess energy equal to the optical-phonon energy,
�ω0 ∼ 160meV. Recent experiments [49,51] have measured the phonon emis-
sion rate directly and confirm it to be very fast (< 0.1 ps). This emission
process limits the current in all but the shortest nanotubes to currents less
than Imax ∼ (4e2/h)(�ω0/e) ∼ 25μA. Metallic devices with short channels
(L ∼ 10–15 nm) comparable to the optical-phonon mean-free path [49, 51]
(lop ≈ 10 nm) have demonstrated sustained currents up to 110μA in the
high-field regime (VSD ∼ 1.5V) at room temperature [52].

The excess energy created by this phonon emission can be substantial,
heating the tube significantly, particularly for suspended tubes. The phonons
created can scatter additional electrons increasing the resistance even further.
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Fig. 5. Suspended tube I–V s demonstrating the effect of optical-phonon scattering.
(a) SEM image, taken at a 45◦ angle, of the nonsuspended (on nitride) and sus-
pended (over a ∼ 0.5 μm deep trench) segments of the tube. (b) A schematic of the
device cross section. (c) Current–voltage (I–V ) characteristics of the same-length
(L ∼ 3 μm) suspended and nonsuspended portions of a SWNT (dt ∼ 2.4 nm) at
room temperature measured in vacuum. The symbols represent experimental data;
the lines are calculations based on average tube temperature (similar within ∼ 5%
to that based on actual tube-temperature profile and resistance integrated over the
∼ 3 μm tube length). Adapted from [53]

For suspended tubes, this effect is so strong as to lead to negative differential
resistance [53] (Fig. 5), and the observed characteristics are in good agree-
ment with a model [53] that accounts for the heat flow along the nanotube.
The temperature can rise up to ∼ 1000K, even creating significant light
emission [54].

Recent measurements have shown that phonon scattering also limits the
ultimate performance of semiconducting nanotube devices. Figure 6 shows
the temperature dependence of the linear conductance of a clean nanotube
device with good contacts [30]. The on-state resistance grows linearly with
temperature, indicative of scattering by acoustic phonons, whose occupation
also grows linearly with temperature; the mobility μ = (L2/CG) dG/dVG

behaves in a similar way. Measurements on many semiconducting devices
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Fig. 6. Conductance and mobility of a p-type semiconducting nanotube transistor
vs. temperature. Main figure: The conductance vs. gate voltage at different tem-
peratures for a device with diameter dt = 4nm and length L = 4 μm. Upper inset:
Ron as a function of T . Lower inset: measured peak mobility as a function of T−1.
Both are shown with linear fitting. Adapted from [30]

yield the following approximate expression for the on-state mean-free path
and the mobility:

lap(on) ≈ 0.3μm dt(nm)
300K

T
,

μap(max) ≈ 1000
cm2

Vs
(dt(nm))2

300K
T

. (9)

The peak mobility depends quadratically on the diameter of the nanotube, in
agreement with theoretical predictions [55–57]. This dependence results from
a decrease of both the effective mass and the scattering rate with increasing
diameter.

The mobilities of clean semiconducting tubes are very high [26–30]. For
the device in Fig. 6 μpeak ∼ 15 000 cm2/Vs at room temperature, growing
to > 100 000 cm2/Vs at T = 50K. These mobilities far surpass those found
in silicon MOSFETs, fueling interest in nanotube transistor devices. This is
discussed in the following section.

3 Nanotube Devices and Advanced Geometries

The high mobilities, long mean-free paths, and large current-carrying capac-
ities of nanotubes have inspired many groups to explore a broad spectrum of
electronic, high-frequency, optoelectronic, and nanomechanical applications
of nanotubes as discussed also in the contribution by Endo et al. In this
section we describe representative examples.
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3.1 High-Performance Transistors

Since the first nanotube transistors were reported [4, 5], researchers have
worked steadily to improve device performance through innovations such
as improved contacts, shorter channels, and high-κ/thin dielectrics for im-
proved gating, where κ refers to the dielectric constant. Figure 7 shows the
I–VSD characteristics of a nanotube transistor created using the high-κ di-
electric, ZrO2, and a top-gate electrode [58]. The I–V curves resemble those
of a standard MOSFET, but show dramatically improved performance rela-
tive to Si or to previous backgated nanotube devices. The transconductance
dI/dVG in the saturation regime of the transistor is ∼ 10μS at VSD = 1.2V,
and experiments on 50-nm channel length devices have achieved 30μS [59].
Normalized to the width of the tube, these transconductances are signifi-
cantly larger than those obtained in Si MOSFETs. Furthermore, there is still
room to improve: the theoretical limit, when the capacitance is governed by
the quantum capacitance and the tube is in the ballistic-transport regime, is:
dI/dVG = 4e2/h ∼ 155μS.

Top-gated devices have also shown dramatic improvements in device sub-
threshold swing, S = ln(10)[dVG/dln(ISD)], a key parameter in evaluat-
ing transistor performance that indicates how effectively the device turns off
with gate voltage. Backgated nanotube transistors exhibited values of S ∼ 1–
2V/decade indicating a slow turn-off with VG. This value should be compared
with the theoretical limit of kBT ln(10) = 60mV/decade at room tempera-
ture, arising from thermal smearing of the Fermi distribution of carriers in
the device. In contrast, top-gated nanotube transistors with thin or high-κ
dielectrics routinely yield [58–61] S ∼ 70–130mV/decade.

A final key device property is the ratio between the current through
the transistor in its “on” state and the leakage current in the “off” state
(the on/off ratio). Values in the range ∼ 106–103 are common. Since,
for an ambipolar device, this ratio depends exponentially on the bandgap
[∼ exp(−Eg/2kBT )] smaller-diameter tubes give larger on/off ratios. How-
ever, smaller-diameter tubes have lower mobilities and are more prone to
Schottky barrier effects, as discussed above. There is therefore a tradeoff
between on/off ratio and the on-state current of the transistor.

The integration of multiple nanotube transistors into simple circuits has
also begun. Perhaps the most sophisticated device yet created is shown in
Fig. 8, where multiple transistors were created on the same long nanotube
and connected into a ring-oscillator circuit, where transistors connected in
a ring topology turn each other on/off sequentially in a looping domino ef-
fect [62]. The circuit oscillated at 50MHz, limited not by the intrinsic perfor-
mance of the nanotube transistors, but rather by the interconnect parasitics.
The ultimate limits on frequency, device performance and circuit complexity
remain to be explored, and are an active area of research, as discussed in the
next section.
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Fig. 7. High-κ nanotube transistor. (a) Sideview schematics of a SWNT-FET
with ALD-ZrO2 as the gate dielectrics (S and D represent the source and drain
electrodes). The nominal thickness of ZrO2 used is 8 nm. (b) TEM image of the
cross section of a SWNT on SiO2 with conformal coating of 4-nm thick ZrO2. The
circular region at the ZrO2/SiO2 interface is the cross section of a nanotube that
exhibits light contrast in the TEM. (c) I–V curves of the FET recorded for various
top-gate voltages. Adapted from [58]
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Fig. 8. An SEM image of a SWNT ring oscillator consisting of five CMOS inverter
stages. Adapted from [62]

3.2 Radio-Frequency and Microwave Devices

In principle, nanotube transistors may operate up to the terahertz regime,
but measurements of the high-frequency properties are difficult. The rela-
tively high input impedance of a nanotube device (R > h/4e2 = 6.5 kΩ)
limits device coupling efficiency into 50Ω transmission lines, and this has
served as a major impediment to device testing at RF/microwave frequen-
cies. Nevertheless, a number of approaches have met with success. The most
straightforward are measurements of the S-matrix, which characterizes the
high-frequency transmission and reflection of a nanotube device. Changes
in the nanotube impedance result in very small but measurable changes in
the transmission/reflection coefficients. Both the resistive [63] and kinetic in-
ductive portions [64] of a metallic nanotube impedance have been inferred.
A measurement of a semiconducting tube in an FET geometry demonstrated
a differential conductance at 1GHz nearly identical to that at dc, indicating
the potential for efficient operation at microwave frequencies [65].

Another approach is to use standard RF impedance-matching techniques
to couple effectively to the nanotube. Several nanotube experiments have re-
cently used the parasitic capacitance of the nanotube device itself in series
or parallel with an external inductance in order to form a resonant circuit
at ω0 = 1/

√
LC with characteristic impedance matched to a 50-Ω transmis-

sion line [66, 67]. Variations in device resistance are mapped to modulation
of the resonant circuit Q-factor, and hence to changes in the reflection or
transmission of radiation at an applied carrier frequency (tuned to the cir-
cuit resonance). These techniques have been used to examine both transistor
behavior and single-charge dynamics on microsecond timescales.
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A third approach uses the nanotube transistor itself as the high-frequency
signal detector. A transistor is a nonlinear device element since the conduc-
tance is a function of the applied gate or source drain voltage. Accordingly,
it will rectify high-frequency signals to produce a dc response, or “mix” two
high-frequency signals to produce sum and difference frequencies. Rectifica-
tion and mixing using nanotube transistors at frequencies up to 50GHz have
been demonstrated by a number of groups [68–71]. Similarly, microwave de-
tection and heterodyne detection exploiting nonlinearity in the I–V response
of metallic nanotubes have recently been reported [72].

An interesting application of nanotube mixing has been to detect the mo-
tion of a vibrating nanotube in an electromechanical resonator device [68, 73,
74], as shown in Fig. 9. Nanotubes have among the highest Young’s modulus
known (see the contribution by Yamamoto et al. in this book), and can easily
be prepared in suspended geometries, thus making them ideal candidates for
use as electromechanical resonators and switches. In this device, the nano-
tube transistor was used as an electromechanical mixer. The vibration of the
nanotube with respect to the gate changes the conductance at the vibration
frequency f0. An ac voltage is applied to the source-drain at a nearby fre-
quency f = f0 +Δf , resulting in a low-frequency output at Δf proportional
to the amplitude of the mechanical vibration. Furthermore, the vibration fre-
quency f0 could be broadly tuned by the application of a dc gate voltage VG,
as shown in the figure.

While these initial results indicate the promise of nanotubes for high-
frequency electronics, this field is only just beginning. For traditional appli-
cations requiring matching to 50Ω, reducing the impedance of the device
is critical. Devices incorporating multiple nanotubes in oriented arrays [75]
or randomly oriented mats [76] have been shown to provide many parallel
conductance channels, and hence reduce the device impedance. Single-tube
devices, on the other hand, are naturally matched to the high impedances
of the nanoscale electronic world and may prove useful as local detectors to
read out the high-frequency behavior of other nanoscale devices.

3.3 P–N Junction Devices

Bipolar nanotube devices, where both electron- and hole-doped regions
are present in the same device, are garnering increasing attention both
for electronic and optoelectronic applications (see also the contribution by
Avouris et al.). An example of a p–n junction device [77] is shown in Fig. 10.
Separate gates are used to dope adjacent sections of the tube p- and n-type,
coupled by an intrinsic region. The I–VSD curves for this device show excel-
lent rectification characteristics, with an exponential turn-on in forward bias
and a reverse-bias breakdown voltage in excess of 10V. Thermal measure-
ments [78] show that the on-state conductance is thermally activated, and
the parameters of the junction, from the bandgap to the transmission prob-



Electrical Transport in Single-Wall Carbon Nanotubes 471

Fig. 9. Nanotube electromechanical resonantor. (a) An SEM image of a suspended
device (top) and a schematic of device geometry (bottom). Scale bar, 300 nm. The
sides of the trench, typically 1.2–1.5 μm wide and 500 nm deep, are marked with
dashed lines. A suspended nanotube can be seen bridging the trench. (b) Detected
current as a function of driving frequency. The solid black line is a Lorentzian fit
to the data with an appropriate phase shift between the driving voltage and the
oscillation of the tube. The fit yields the resonance frequency f0 = 55MHz, and
quality factor Q = 80. (c) Detected current as a function of gate voltage VG and
frequency. The resonances in this figure are plotted as a function of gate voltage in
the inset. Adapted from [68]
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Fig. 10. Split-gate p–n junction device. (a) Schematic cross section of the device.
The split gates VG1 and VG2 are used to electrostatically dope a SWNT. For
example, a p–n junction with respect to the S contact can be formed by biasing
Vg1 < 0 and Vg2 > 0. (b) SEM of a SWNT over a 1-μm split gate. (c) I–V
curve plotted in absolute magnitude of the current. The band diagram illustrates
the band structures during forward and reverse bias near the vicinity of the p–n
junction. The fit is to the diode equation given with an ideality factor of n = 1.2
and I0 = 3 × 10−11 A. Adapted from [77]

ability, can be inferred. Similar devices are proving to be ideal for studies of
the photoconductivity in nanotubes.

p–n–p and n–p–n geometries are also easily created by separately gat-
ing different portions of the nanotube. To date, no one has demonstrated
three-terminal bipolar transistor operation due to the difficulty of properly
contacting the central or “base” region of the nanotube. Nevertheless, these
devices have proven useful for a number of fundamental studies. One exam-
ple [79] is shown in Fig. 11a, where a nanotube is partially suspended over a
substrate. While the oxide-bound segments are p-doped by the substrate, the
suspended section is intrinsic and thus forms a barrier for transport. A back-
gate can offset the energy bands of the suspended section and as a result
change the height of the transport barrier. Just before an n-type region is
formed in the suspended segment (Fig. 11b), the height of the barrier is equal
to the energy gap. Figure 11c shows thermal activation measurements across
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Fig. 11. p–n–p geometry for measuring bandgaps. (a) Schematics of a SWNT
device partially suspended over a Si/SiO2 substrate and contacted by source and
drain electrodes (only one is shown). Charges on the substrate dope the oxide-bound
segments p-type and a buried backgate is used to electrostatically dope the tube. For
small positive gate voltages the suspended segment of the tube become n-type, while
the oxide-bound segments remain p-type. (b) Energy-band diagram corresponding
to a gate voltage just before an n-type region is formed in the suspended segment.
At this gate voltage the number of thermally activated carriers is minimized, there
is no n-type region to facilitate tunneling processes and the tube shows its highest
resistance, Rmax. (c) Plot of the maximum resistance after subtracting the contact
resistance ΔR = Rmax − Rcontacts as a function of the inverse temperature for the
nanotube in a magnetic field of 10 T and in zero magnetic field. Adapted from [79]

this barrier from which the bandgap can be directly deduced. These measure-
ments demonstrate that the bandgap decreases linearly with magnetic field
at a rate predicted by (3) above. The size of the inferred orbital magnetic
moment is an order of magnitude larger than in atoms due to the large radius
of the nanotube. Both the orbital and (smaller) spin magnetic moments will
play important roles in the nanotube quantum dot measurements presented
in the following sections.
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4 Quantum Transport

At low temperature, a variety of quantum effects appear in transport in
nanotubes. Because the energy scales for these quantum effects typically in-
crease with decreasing system size, the “low-temperature” regime is often
more readily reached in nanotubes than in other mesoscopic electronic de-
vices, making nanotubes an attractive system to investigate basic quantum
transport effects.

Quantum transport effects include the Coulomb blockade of conduction
associated with charge quantization, interference effects associated with co-
herent wave properties of the charge carriers, periodic shell-filling signatures
associated with resonant tunneling through orbital energy levels, Kondo ef-
fects associated with a spin degree of freedom on a confined nanotube hy-
bridizing with the continuum of states in the metallic leads, and effects of
ferromagnetism and superconductivity in the leads.

Effects of confinement and electron–electron interaction unique to one di-
mension, and associated with the separation of spin and charge degrees of
freedom in excitations, can be identified in transport as power-law depen-
dences of conduction on temperature and source–drain voltage.

Figure 12, showing differential conductance as a function of gate voltage
and source–drain bias, provides an overview of various quantum transport
regimes for a single tube connected to metallic leads, depending on the cou-
pling of the tube to metallic leads. Evident are the crossovers from Coulomb-
blockaded transport, to a fourfold shell-filling structure, to standing-wave
(Fabry–Perot) resonances as the conduction between the nanotube and its
metallic leads is altered by gross changes in backgate voltage [80].

4.1 Quantum Transport in One Dimension

4.1.1 Luttinger Liquid

In two and three spatial dimensions, the metallic state of interacting electrons
is a Fermi liquid, with elementary excitations carrying charge e and spin 1/2,
and behaving as weakly interaction fermions. In one dimension, interacting
electrons cannot be described as Fermi liquids; spin and charge excitations
are described as bosonic modes, are separable, and propagate at different
velocities. The Fermi surface is not abrupt, even at zero temperature, and
various power-law dependencies are expected in transport. This state is re-
ferred to as a Luttinger liquid [81,82]. Nanotubes are a nearly ideal realization
of interacting electrons or holes in one dimension, and so provide an excellent
testing ground for theoretical predictions of the behavior of Luttinger liquids,
particularly in transport.

Power-law scaling of the conductance G = dI/dVSd with temperature T
and source–drain bias VSd, distinctive features of transport through a Lut-
tinger liquid, has been observed in nanotubes in several experiments [8, 42,
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Fig. 12. As the tunnel barrier between nanotube and metallic leads goes from being
highly reflecting (top panels) to being highly transmitting (bottom), the pattern of
conductance (gray scale) as a function of gate voltage Vg and source–drain voltage V
transforms from Coulomb-blockade diamonds, marking the addition of one charge
to the nanotube dot per diamond (stripes in the conducting region reflect excited
states of the dot) to a fourfold-degenerate pattern, marking the filling of degener-
ate manifolds (two spin states, two orbital states), to a one-dimensional standing-
wave (Fabry–Perot) interference pattern in the nearly open (conductance ∼ 4e2/h)
regime. Upper right inside shows device schematic. Adapted from [80]

83, 84]. For instance, Bockrath et al. [83] measured SWNTs contacted ei-
ther from the top (effectively ending the tube at the contact) or from be-
low (contacting the tube along its bulk), and in both cases find a power
law G(T ) ∝ Tα for the zero-bias conductance, with α depending on the
fabrication details (αend ∼ 0.6, αbulk ∼ 0.3) and a similar power law for
the differential conductivity at finite bias, dI/dVSD ∝ V α

SD yielding com-
parable values for α. The Luttinger parameter, g, which characterizes the
strength and sign of the electron interaction, can be related to readily mea-
sured nanotube parameters EC, the charging energy, and Δ the mean orbital
level spacing by g = (1 + 2EC/Δ)−1/2. Estimates and previous measure-
ments give EC/Δ ∼ 6 yielding a theoretical value g ∼ 0.28, independent of
tube length. For a SWNT with four conducting modes, theory also relates
α to g: αend(theory) ∼ (g−1 − 1)/4, αbulk(theory) ∼ (g−1 + g − 2)/8, giv-
ing αend(theory) ∼ 0.65 and αbulk(theory) ∼ 0.24, in good agreement with
experiment.
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4.1.2 Ballistic Transport

Several experiments [11, 13, 51, 85–87] have demonstrated ballistic 1D trans-
port in nanotubes, where the mean-free path of charge excitations exceeds
the tube length. The four modes of a SWNT (two for spin, two for orbital
degeneracy) give an expected intrinsic conductance of 4e2/h ∼ 6.5 kΩ−1 for
a ballistic nanotube, not including any additional extrinsic resistance at the
contacts. Recent measurements on SWNTs with nearly ideal Pd contacts
and local, gate-controlled depletion regions, show that the four 1D modes
can be depleted one at a time, yielding quantized conductance plateaus [12]
as a function of a gate voltage, as shown in Fig. 13. Surprisingly, even in
zero applied magnetic field, the plateaus are spaced by e2/h rather than the
expected 2e2/h for spin-degenerate states. The number and spacing of the
plateaus, their energy spacing, and their evolution under applied source–drain
bias [88] suggest that both orbital and spin degeneracy are lifted during the
gate-depletion process. Similar effects have recently been observed in various
semiconductor nanowire [89] and bulk heterostructure devices [90–92], and
may also be related to the unexpected (but ubiquitious) appearance of an
extra conductance plateau as a function of gate voltage, appearing much like
a spin-split feature, though at zero magnetic field, at a conductance around
0.7(2e2/h) in semiconductor quantum point contacts [93].

In ballistic nanotubes, conductance oscillations arising from 1D standing-
wave-like quantum interference [9] of charge carriers are seen, comparable to
Fabry–Perot oscillations in an optical cavity as a function of wavelength or
cavity length. These are shown, as an example, in the bottom two panels of
Fig. 12.

4.2 Superconducting Proximity Effect

When nanotubes are contacted with superconducting electrodes, signatures
of proximity-effect superconductivity can appear [24, 94]. In a recent experi-
ment [95], metallic carbon nanotubes were contacted with multilayer Ti/Al
electrodes in a four-probe geometry in order to mitigate the effect of series
contact resistance. Below a critical temperature, zero-resistance supercur-
rents are observed as long as the normal-state conductance is sufficiently
high (∼ 2e2/h), indicating highly transparent contacts.

Imperfect transmission at the interfaces produces broadened zero-dimen-
sional (standing-wave) states in the energy-level structure. In normal-state
devices, this leads to Fabry–Perot oscillations [9] as a function of gate volt-
age VG as seen in the bottom panels of Fig. 12. In the case of the super-
conducting proximity effect, the broadened zero-dimensional states lead to
periodic modulation of the critical current, IC , as a function of VG, as seen
in Fig. 14. Finite-length Fabry–Perot effects, however, were not able to ex-
plain the magnitude of the fluctuations in IC. Rather, Josephson dynam-
ics indicating multiple reflections were demonstrated by correlating IC with
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Fig. 13. Evidence of four-step conductance quantization in a single-wall nanotube
with highly transparent Pd contacts, in units of the spin-resolved quantum of con-
ductance, e2/h, at the high-bias half-plateaus. No external magnetic field is applied:
B = 0. Valley degeneracy can be broken by deformation of the tube, but where is
spin degeneracy? Lower inset shows the device, with top gates passing over the
tube. Upper inset shows conductance as a function of two top gates, demonstrating
independent gating (square gray scale pattern) and a plateau structure for each
gate. Rs is the extracted series resistance. Adapted from [12]

the normal-state conductance [95]. Additionally, the differential resistance,
dVsd/dI, measured for current biases in excess of the gate-voltage-depen-
dent IC(VG) shows modulation on the same voltage scale as that for IC.
Multiple Andreev reflections appear as peaks in dVsd/dI as a function of
applied current bias.

Following this work, more complex device geometries using the gate-
tunable supercurrents in nanotubes have been realized. Nanotubes embedded
in superconducting devices have been used as tunable Josephson junctions,
displaying many of the dc and RF characteristics of standard junctions [96].
A recent experiment demonstrated the formation of a nanotube-based su-
perconducting quantum interference device (SQUID) containing two carbon-
nanotube sections connected to an Al loop [97].
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Fig. 14. (a) Dependence of critical current IC on gate voltage, Vg. (b) Grayscale
of dV/ dI, with black representing zero. (c) High-resolution plot of dV/ dI vs Vg,
emphasizing multiple Andreev ridges. (d) Cuts through (c) at dashed vertical lines.
(e) schematic energy-space diagram showing strongly coupled dot between super-
conducing leads. Solid curve in the central dot region shows “on” state; dashed
curve shows off state. Adapted from [95]

4.3 Quantum Transport with Ferromagnetic Contacts

Experiments on multiwall carbon nanotubes with ferromagnetic contacts
demonstrate the capability of nanotubes to sustain coherent spin trans-
port [98–100]. This was observed through a modification of the device current
dependent upon reversing the relative contact magnetizations, with antiparal-
lel (AP) alignment typically producing higher device resistance than parallel
(P), and hence a positive magnetoresistance, defined as [(RAP − RP)/RP].

Single-wall nanotubes contacted with highly transparent ferromagnetic
PdNi leads display Fabry–Perot interference at 4.2K [101, 102]. It was found
that the magnetoresistance oscillated with the conductance, as shown in
Fig. 15. These observations are well explained by a spin-dependent Landauer–
Büttiker model [103] that independently accounts for the transmission prob-
abilities of majority and minority carriers.



Electrical Transport in Single-Wall Carbon Nanotubes 479

Fig. 15. (a) Atomic force micrograph of SWNT with asymmetric PdNi ferromag-
netic leads, with the size scale indicated. (b) Two-terminal resistance traces as a
function of applied magnetic field μ0H. Usually, oppositely oriented magnetization
leads to higher resistance. In some cases, it leads to a decrease in resistance (e.g.,
Vg = 6.30 V). (c) Comparison with experiment of theoretical predictions based on
a spin-dependent Laudauer–Büttiker approach for calculating the gate-voltage-de-
pendent conductance, and amplitude of spin-induced magnetoresistance (SIMR).
Adapted from [101]

5 Nanotube Quantum Dots

A small conducting island – termed a quantum dot or a single-electron
transistor – coupled via tunneling to the rest of a circuit, can show sig-
natures of single-electron charging in transport at moderately low tempera-
tures [104]. The requirement of tunneling implies contact resistances in excess
of h/e2 ∼ 26 kΩ. In addition, the energy required to add a single electron to
the island, e2/2C, where C is the island capacitance, must exceed the thermal
energy kBT . Quantum confinement effects may also be observed as a discrete-
level structure with orbital spacing Δ. Given the total capacitance values of
the order of attofarads (10−18 F) and energy scales EC, Δ up to the meV
range, single-electron charging effects are most commonly manifested at cryo-
genic temperatures < 4K. Transport measurements are typically performed
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as a function of source–drain bias VSD across the island and gate voltage
VG, which shifts the energy levels of the dot. Such measurements permit a
full mapping of discrete charge states (manifested as the Coulomb blockade),
the excited-state energy spectrum, and exotic multibody interactions, since
transport is allowed only when a single-particle energy level is aligned with
the chemical potential of the leads [105].

5.1 Single Dots

Highly resistive contacts to carbon nanotubes have proved to be effective
tunnel barriers for defining quantum dots. In such a geometry, the bulk of
the nanotube forms the zero-dimensional island that is tunnel-coupled to
metal leads. In a standard backgated configuration, the Si wafer serves as a
gate electrode, which is capacitively coupled to the island [3].

In nanotube quantum dots, EC is generally of the order of a few meV,
and is set by the capacitance of the device. Approximating the capacitance
per unit length from the formula for a coaxial cable C/L = 2πκε0 ln(2h/r),
where κ ∼ 2.5 is the average of the dielectric constants of SiO2 and vacuum,
h the tube to backgate distance, and r ∼ 1 nm the tube radius, we find
a capacitance per unit length, C/L ∼ 19 aF/μm, and a charging energy,
EC ∼ 8meV/μm, for a 1-μm gate oxide (a fairly standard value for thermally
oxidized wafers).

The zero-dimensional energy-level spacing, Δ, may also be calculated for
a carbon nanotube quantum dot of length L. In addition to the quantization
of transverse momentum along the circumferential direction, the finite extent
of a carbon-nanotube quantum dot leads to the quantization of momentum
along the tube axis as Δk = π/L. Linearity of the bands near the Fermi level
suggests that one may write

Δ =
hvFΔk

2 × 2
(10)

with Fermi velocity vF = 8.1 × 105 m/s, which gives Δ ∼ 0.4meV/μm. The
factors of two account for the band and spin degeneracy of the 1D subbands,
and should be included when these degeneracies are lifted.

5.2 Band and Spin Effects in Single Quantum Dots

5.2.1 Shell Filling in Nanotube Dots

Transport in nanotube quantum dots shows the familiar characteristics of
Coulomb blockade and bias spectroscopy down to individual electrons and
holes. A number of experiments have demonstrated even–odd spin filling,
where electrons are added to a single orbital level in pairs, occupying states
of opposite spin. Experimentally [106] this filling scheme appears as an alter-
nating large–small spacing between the narrow peaks of the conductance that
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separate regions of Coulomb-blockaded transport, reflecting a corresponding
alternation of addition energy between EC and EC + Δ.

The interplay of spin and orbital degeneracies and the energetics of filling
a 1D dot with interacting, spatially correlated electrons can lead to interesting
filling patterns [107,108], as seen in the middle panels of Fig. 12. Experiments
on clean isolated quantum dots, in both suspended and standard carbon
nanotubes, show a fourfold periodicity in the addition energy spectrum [109],
corresponding to the fourfold degeneracy of the nanotube levels [108, 110–
112].

5.2.2 Nanotube Dots with Ferromagnetic Contacts

For experiments on nanotube quantum dots coupled to ferromagnetic leads,
the relevant quantity to characterize coherent spin transport is the tunneling
magnetoresistance (TMR), defined as TMR = (RAP − RP)/RP with sub-
scripts AP and P denoting antiparallel and parallel contact magnetic mo-
ments, respectively. If spin transport can be modified in situ, it is possible
to reverse the sign of the measured TMR. In transport experiments this is
accomplished under the influence of an applied gate potential, producing a
voltage-controlled spin valve.

Using single- and multiwall nanotube quantum dots contacted with
NiPd [100] the Basel group demonstrated sign reversal of the TMR as a func-
tion of VG [102, 113], comparable to the open-transport data [95] in Fig. 15.
For SWNT devices the TMR signal oscillates with the same period as the
Coulomb-blockade features in transport. The oscillation period, lineshape,
and inversion magnitude of the TMR signal are consistent with a model of
spin-dependent transmission through localized states on the nanotube dot.

5.3 Kondo Effects in Nanotube Dots

The Kondo effect arises from the hybridization of a localized spin (or any
degeneracy within a localized system that can serve as a two-level system)
with a continuum of conduction electrons below a characteristic tempera-
ture, TK [114]. When the leads of a two-terminal device are the continua
with which the localized spin hybridizes, characteristic transport features ap-
pear [115]. These can be readily understood as reflecting a density of states
(for the hybridized state) within the dot at the Fermi energy of the lead
participating in the hybridization. The Kondo effect in nanotubes was first
investigated in 2000 by Nygard et al. [116] and shows all of the familiar
Kondo-transport features, along with some unique to nanotubes, such as
fourfold shell filling [116]. Novel Kondo-related phenomena have appeared in
carbon nanotubes owing to both their unique band structure and the abil-
ity to produce nanotube quantum dots with non-Fermi liquid leads (e.g.,
superconducting leads). We highlight a few recent results in the following
subsections.



482 Michael J. Biercuk et al.

5.3.1 Nonequilibrium Singlet–Triplet Kondo Effect

The Kondo effect is generally observed as a conductance peak at zero bias
that appears for T < TK when the dot is occupied by an odd number of
electrons. It was recently shown [117] that the lifted degeneracy between the
singlet (spin = 0) and triplet (spin = 1) configurations of a nanotube dot
occupied by an even number of electrons – somewhat similar to a spin 1/2
system in a magnetic field, though at zero field the triplet is threefold degener-
ate – also is described by a Kondo effect that appears at a finite source–drain
bias V , corresponding to an energy splitting of singlet and triplet energies.
In this case, applying an external magnetic field lifts the degeneracy of the
triplet state, splitting the single peak in the differential conductance at fi-
nite bias into three distinct finite-bias peaks, separated in bias voltage by
ΔV = gμBB/e. The splitting provides a straightforward measurement of the
electron g factor, which is found to be g ∼ 2. It was also found that the
narrow conduction peaks at finite bias could only be modeled theoretically
using a full Kondo treatment.

5.3.2 Orbital and SU(4) Kondo

Kondo correlations can also arise when an orbital degree of freedom serves
as the localized two-level system. Since carbon nanotubes possess both band
and spin degeneracies, it becomes possible to realize a higher-order Kondo
system comprising both spin and orbital degrees of freedom. This system is
described by a four-component vector and accordingly an SU(4) symmetry
group.

The orbital Kondo effect was realized experimentally [110] in a nanotube
quantum dot with an applied field parallel to the tube axis. This field couples
to the magnetic moments of the clockwise and counterclockwise circulating
electrons (the two isospin states) and tunes the degeneracy between isospin
levels. Kondo ridges with appropriate temperature dependences appear at
finite values of parallel field in the Coulomb valleys.

The full SU(4) Kondo symmetry appears at zero magnetic field in a regime
of gate voltage that displays fourfold symmetry [110]. In Coulomb valleys
with unpaired spins, an unusually strong Kondo enhancement is apparent at
zero bias, consistent with theory (Fig. 16). As a function of applied magnetic
field and source–drain voltage, the Kondo SU(4) resonance splits into four
components.

An interesting interplay [118] between the Kondo effect and multiple An-
dreev reflections (MAR) was investigated in nanotube quantum dots with
strong tunnel coupling to superconducting Au/Al leads [119]. This device
satisfies the criterion for observing MAR: EC ≤ Γ ∼ ΔG ≤ Δ, where EC

is the charging energy, Γ the level broadening due to coupling to the leads,
ΔG is half the superconducting gap of the leads and Δ the mean level spac-
ing of the dot. These processes appear as transport resonances when the
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Fig. 16. (a) Conductance G as a function of backgate voltage Vg at 8 K and
0.34 K. Signature of the Kondo effect in valleys I and III is the rising conductance
at decreased temperature. (b) Conductance (grayscale) as a function of Vg and
source–drain voltage V at 0.24 K and B = 0. (c) Same as (b) except at 1.5 T.
Circle marks fourfold splitting region. (d) Fourfold splitting of the Kondo peak as
a function of field. Adapted from [110]

source–drain bias satisfies Vsd = 2ΔG/ne, with n an integer. Subsequent ex-
periments demonstrating asymmetric device structures with one normal and
one superconducting lead have also been performed in the presence of Kondo
correlations [120].

5.4 Multiple Quantum Dots

The standard nanotube quantum dot device geometry, with two contacting
leads and a single backgate, is ideal for making single quantum dots, but is not
well suited for multidot structures since each dot usually requires independent
control of tunneling and electrostatics in order to make interesting devices.

Experimental demonstrations of electrostatic depletion regions [12,121] in
a nanotube formed by the application of a voltage to a narrow topgate elec-
trode were reported in [12, 121]. Based on this method, multidot structures
were defined by several depletion gates on a single nanotube with transparent
Pd electrodes [122]. A series of barrier gates produced local depletion regions
in the tube, which served as tunable tunnel barriers, while plunger gates were
used to shift the energy levels of the dots formed between the barrier gates
(Fig. 17a). Double quantum dots produced in this way are fully tunable,
as shown in Fig. 17. Several groups produced devices in similar configura-
tions with comparable behavior [123–125]. Transport measurements on these
tunable double quantum dots have now demonstrated signatures of fourfold
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Fig. 17. (a) Electron micrograph of top-gated double quantum dot device. Barrier
gates define the dots, plunger gates tune the electrostatics of the dots. (b) Square ar-
ray pattern of Coulomb-blockade peaks in the conductance (grayscale) as a function
of two plunger-gate voltages in the regime of small tunnel coupling and capacitive
coupling of the two dots. Each peak marks a transition in the electron number of
both of the dots. (c) As the middle gate separating the dots becomes less positive,
tunneling of holes between the two dots as well as dot–dot crosscapacitance is in-
creased, resulting in a hexagonal pattern of Coulomb-blockade conductance peaks.
(d) At still lower gate voltage, the two dots merge, and the Coulomb-blockade pat-
tern appears as a series of diagonal bands, where one plunger gate compensates the
other, acting on the same large single dot. Adapted from [122]

shell filling in both the honeycomb charge-stability diagram and finite-bias
triangles [123].

6 Future Directions

This chapter has presented an overview of the most significant advances in
nanotube transport measurements over the past several years. We expect
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that transport measurements on nanotubes will continue to produce fruitful
experimental studies of basic physical phenomena.

We anticipate that hybrid devices [67], incorporating nanotubes and other
nanoelectronics elements will become more common. We also anticipate that
the weak hyperfine coupling [126] in carbon will make nanotubes a material
system of choice for spin-based quantum information systems.

We anticipate high-frequency phenomena [70, 127] such as quantized vi-
brational modes or plasmons to become more widely investigated as tech-
niques to measure nanotubes in the terahertz–far-infrared frequency regime
are developed. We also expect that optoelectronic devices – structures where
electrons and holes are converted to photons (or vice versa) – will open up
new vistas for fundamental physics and device applications. While many of
the basic transport phenomena in nanotubes are now understood, endless op-
portunities await the utilization of this unique system to explore the science
of the nanoscale world.
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Abstract. The 21 contributions of this book cover advanced topics on the applica-
tion, synthesis, structure and properties of carbon nanotubes and related materials.
These topics are linked to one another in this introductory contribution. By describ-
ing the book structure and highlighting advances in the field since the publication
of the first volume (Carbon Nanotubes: Synthesis, Structure, Properties and Appli-
cations, edited by M. S. Dresselhaus. G. Dresselhaus and P. Avouris, Vol. 80, Topics
in Applied Physics Series, Springer, Berlin, 2000), it seems clear that the carbon
nanotube field is on the verge of approaching a “phase-transition critical point”.
Carbon nanotubes have been a model system for studying physics and for devel-
oping new measurement tools. The field is now mature for making the transition
from nanoscience to nanotechnology, as we show here.

1 Introduction

Over the past 15 years, carbon nanotubes have evolved into one of the most
intensively studied materials of this decade. The field has changed substan-
tially since the publication of the first edition [Carbon Nanotubes: Synthesis,
Structure, Properties and Applications, edited by M. S. Dresselhaus. G. Dres-
selhaus and P. Avouris, Vol. 80, Topics in Applied Physics Series, Springer,
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Berlin, 2000]. The present volume focuses on advanced topics and applica-
tions, built on the generic aspects of the first volume that stresses some of
the fundamentals of carbon-nanotube science. It is important to recognize
that while the last contribution of the first volume was devoted to appli-
cations, in the present volume applications come in the first contribution,
as well as being spread over many other contributions. The development of
nanometrology, important for achieving reliability and industrial quality for
the new generation of nanomaterials as they enter into nanotechnology, is
the second topic in this book. The other 19 contributions in this volume were
selected to reflect areas that have grown most rapidly since the first volume,
and many of these chapters devote a section for specific applications of the
science featured in the contribution. Areas like graphene, other carbon-like
and other tube-like materials, not so much discussed in the 2000 volume, are
now more prominently featured because these fields are likely to affect and
influence developments in nanotubes in the next 5 years. The role of car-
bon nanotubes as a model system for studying low dimensional physics and
for developing new measurement tools is likely to increase in concert with
developments in graphene.

Due to their unique structural, chemical, mechanical, thermal, optical, op-
toelectronic and electronic properties, the interest in the fundamental prop-
erties of carbon nanotubes and their exploitation through a wide range of
applications continues to increase. Regarding the synthesis of single-wall car-
bon nanotubes (SWNTs), the growth of a single tube at a specific location
and in a given direction, and the growth of a huge amount of millimeter-long
tubes with nearly 100 % purity have been achieved. Regarding nanotube pro-
cessing, substantial success with the separation of nanotubes by metallicity
and length has been achieved and advances have been made with doping
nanotubes for the modification of their properties. Studies on nanotube op-
tics, transport and electrochemistry have exploded, revealing many rich and
complex fundamental excitonic phenomena. The magnetic properties have
now been accessed experimentally, revealing many novel effects including
symmetry-breaking phenomena leading to the investigation of dark states.
Quantum transport phenomena, including quantum information, spintronics
and superconducting effects have also been explored. Major advances have
been achieved in the study of double-wall carbon-nanotube physics, greatly
advancing our understanding of multiwall carbon nanotubes and intertube
interactions. Finally, a comparison between recent findings related to carbon
nanotubes, graphene, other carbon-like or tube-like materials have strongly
enriched all of these fields, thereby opening up many new routes for exciting
and unexpected developments.

This is an important time to review what we have learned in the past
decade and, most important, to look into the future of the carbon nano-
tube and related fields. Carbon nanotubes are often held responsible for co-
triggering the nanotechnology revolution. To gain a deeper understanding of
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the meaning of this nanotechnology revolution, each section of this chapter
presents a preview of the exciting things you will find in this book.

2 Applications and Metrology

After a decade and a half of intense activity in carbon-nanotube research,
more and more attention is now focusing on the practical applications of the
many unique and special properties of carbon nanotubes. The overwhelm-
ing interest in applications of carbon nanotubes has motivated the editors to
feature applications in the chapter of the book by Endo et al. In develop-
ing this topic, we consider, on the one hand, applications for which carbon
nanotubes have already entered the commercial market place. Some of these
applications are growing rapidly. Following closely behind are a host of appli-
cations with promise for commercialization in the coming decade now under
development in laboratories worldwide, some in a university setting, others
in national research laboratories where many special facilities are available.
Much activity is occurring as expected in industrial research laboratories,
including startup companies, large established corporations, and everything
in between. Finally, there are many longer-term applications-oriented efforts
emanating from fundamental discoveries at one end of the spectrum or from
needs-driven R&D at the other end. Besides the chapter by Endo et al., inter-
esting applications are found in many other chapters of the book, especially
in the contribution by Terrones et al. on doping nanotubes, in the contribu-
tion on carbon nanohorns and nanocones by Yudasaka et al. add comma here
and on inorganic nanotubes and fullerene-like structures by Tenne et al.

For applications to have broad impact on society they have to be based on
metrology, standardization and industrial quality control. Metrology is impor-
tant for nanomaterials in general, and single-wall carbon nanotubes (SWNTs)
are of special importance for nanometrology science. A review on nanotube
metrology in support of these applications is presented in the chapter by Jo-
rio et al. and is a new review article feature for this volume. Although various
tools and approaches towards advancing nanotube metrology will be found in
many of the chapters of this book, the chapter by Jorio et al. is the keynote
metrology chapter, especially devoted to the research aspects of metrology.
The special challenges of nanotube metrology arise from many factors: 1. the
very small diameter of nanotubes, 2. the paucity of instruments with suffi-
cient resolution to measure accurately and reproducibly specific properties
of objects on such a small length scale, 3. the diverse properties of different
(n,m) tubes differing from one another by only small differences in diameter
or chiral angle (where (n,m) denotes the tube chiral indices), 4. the difficulty
in controlling the nanotube (n,m) chirality at the synthesis stage, 5. the
importance of environmental effects on the detailed properties of nanostruc-
tured materials. On one hand, research in the metrology of carbon nanotubes
promises to be a challenging intellectual endeavor, which is expected to im-
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pact the overall nanoscience and nanotechnology revolution. Such research
is also vital to provide a basis for establishing standards, metrics, and the
industrial quality control that will be necessary for large-scale production
of products conforming to controlled specifications. Safety and public-health
issues are also important concerns for large-scale commercialization of nano-
structures such as carbon nanotubes.

3 Synthesis

Synthesis remains a central focus, since we are still far from gaining a re-
liable control over synthesis methods to produce the desired (n,m) carbon
nanotube at a given location, growing in a desired direction over a controlled
length. The chapter by Joselevich et al. on nanotube synthesis is the sec-
ond longest chapter in the book (after applications), reflecting the fact that
nanotube synthesis is the most popular and most challenging research area of
nanotube research, and results in the largest relative number of publications.
The coverage includes topics such as synthesis methods and mechanisms,
scaleup, purification, sorting by metallicity, diameter and length, nanotube
alignment and epitaxy organization into fibers, films, and other structures.
Scientific advances and practical applications are both critically dependent
on the success in advancing the broad front of challenges now being addressed
by this large research community, now being joined by an even larger user
community seeking the utilization of nanotubes for their own applications,
both scientifically and commercially.

All common methods to synthesize carbon nanotubes involve high tem-
peratures, including the carbon arc (CA) discharge, pulsed-laser vaporiza-
tion (PLV) of graphite, thermal or plasma-assisted chemical vapor deposi-
tion (CVD), high-pressure CO (HipCO) decomposition. The treatment of
a system out of equilibrium is always a challenge for physics. These high-
temperature processes are rather efficient and robust, but yield a mixture of
metallic and semiconducting tubes, and a mixture of (n,m) nanotube chiral
indices. Although amazing advances in the placement of nanotubes in spe-
cific positions and in shaping nanotube ensembles into fancy arrangements
have been achieved, the (n,m) polymorphism in carbon nanotubes remains
a largely unresolved problem that currently limits molecular electronics ap-
plications of nanotubes. Structural defects and their control are also an is-
sue. Other interesting nanotube-like structures, such as the nanohorns and
nanocones, and inorganic nanotubes (discussed elsewhere in the book) also
present challenging synthesis problems. The synthesis on n-layer graphene
samples has become a new major synthesis challenge.
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4 Defect Control

The important topic of defects in carbon nanotubes has started to receive
more and more attention. Defects in nanomaterials not only drastically influ-
ence their optical, mechanical and thermal properties, but defects are likely
to play an essential role in nanomaterials-based devices. As in other nano-
structures, the conductance and other properties of nanotubes are strongly
influenced by defects. The presence of defects brings benefits, including the
introduction of anchor points for chemical functionalization, charge injection,
and symmetry-breaking effects, thus facilitating spectroscopic characteriza-
tion. On the other hand, the suitability of nanotubes for future large-scale
applications depends on developing successful strategies to control the de-
fects needed for specific applications, while limiting their negative influence
on other nanotube properties. Since the lifetime of electronic excitations,
which significantly change the force field in nanotubes, extends over several
phonon periods, photochemical processes offer a unique possibility to selec-
tively reconnect broken bonds, or selectively desorb impurities. Nanotubes
thus appear as promising candidates for the nanomanipulation of atomic-
scale defects using monochromatic light or electrons, with no adverse effects
on the defect-free nanotube regions, and leaving no chemical residue. Chal-
lenging opportunities are being pursued in the detailed characterization of
specific defects in nanotubes. The utilization of these specific interactions
to better control nanotube properties is expected to have a major impact on
the future applications of carbon nanotubes. Therefore, structural defects are
an issue that is important to all the articles in this book, and defects will
have to be deeply explored before we can understand and utilize the ultimate
properties of carbon nanotubes.

5 Mechanical and Thermal Properties

Vital to the applications of carbon nanotubes are their unusual mechanical
and thermal properties, which are reviewed in the chapter by Yamamoto et
al. On a per-bond basis, the graphitic sp2 bond is 33% stronger than the sp3

bond of diamond, the hardest substance in nature. The high tensile strength
of nanotubes is closely related to that of graphene. In contrast to planar
graphene, the cylindrical shape provides nanotubes with structural stability
also under compression. The Young’s modulus of nanotube bundles, when
considered as a uniform material, exceeds 1TPa. This is particularly benefi-
cial for the high-strength properties of composites based on nanotubes. Major
challenges are achieving a uniform dispersion and alignment of nanotubes in a
matrix, and matrix-to-nanotube load transfer. An intriguing way to harness
the toughness of nanotubes is to spin them into yarns and fibers. Current
emphasis is on advancing both the science and applications stemming from
these mechanical properties. Since defects strongly influence the mechanical
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properties of nanotubes, researchers come back continuously to facing the
challenges of controlling the synthesis process.

Until recently, the thermal conductivity of isotopically pure diamond was
unsurpassed in nature due to the combination of a high speed of sound,
high Debye temperature, and a long phonon mean-free path. The thermal
conductivity of nanotubes along their axis appears superior to that of all
materials, including diamond, due to the benefits derived from the strength
and toughness of the sp2 bond and from the 1D character of nanotubes that
strongly limits their allowed scattering processes. Due to their relationship
to graphene, carbon nanotubes remain stable up to very high temperatures,
close to the melting point of graphite near 4000K. Similar to other polymers
and low-dimensional structures, nanotubes maximize their configurational
and vibrational entropy at little energy cost, giving rise to thermal contraction
in length and volume up to temperatures of several hundred degrees Celsius.
Only at higher temperatures, corresponding to a significant fraction of their
high melting point, do anharmonicities start to dominate and induce thermal
expansion.

The opportunities for applications emanating from the remarkable ther-
mal and mechanical properties of carbon nanotubes are extraordinary. These
great mechanical properties have been envisaged theoretically and experimen-
tally, but some unknowns still impede achievement of the ultimate thermal
and mechanical performance expected for carbon nanotubes. While the con-
nection between the chapter by Endo et al. on applications and the chapter
by Yamamoto et al. on mechanical and thermal properties is now clear, actual
applications are likely to be based on developments in the area of metrology
and carbon nanotube synthesis.

6 Electronic Structure and Atomic Arrangement

The basis for the development of carbon-nanotube theory comes from the
fact that the electronic structure of carbon nanotubes is closely related to
that of graphene. The very special Fermi surface of graphene consists of the
corner points of the hexagonal Brillouin zone, labeled the K point (and the
K ′ point related to point K by time-reversal symmetry). Only those nano-
tubes, where a K point lies on one of the momentum quantization lines,
turn out to be conducting, for which n − m is a multiple of 3. Other car-
bon nanotubes are semiconducting at room temperature. As in other 1D
systems, the electronic density of states is dominated by van Hove singu-
larities. In metallic nanotubes, the nearly linear π-band dispersion near the
Fermi wavevector K gives rise to a constant density of states in-between the
pair of van Hove singularities closest to the Fermi level. In semiconducting
nanotubes, the chirality-dependent fundamental energy gap is on the order
of 1 eV and spans the region between the van Hove singularities for filled
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and empty states. The related field of graphene, which is now growing explo-
sively, will greatly benefit from and be beneficial to advances taking place in
the nanotube field.

The huge advance in carbon-nanotube science in the past five years is
the development of our knowledge about the nanotube structure. While the
morphology of nanotubes has been established, from the earliest times, as
intimately related to that of graphene, recent years have shown the increas-
ing importance of chirality (helicity) effects. These effects are actually inti-
mately related to the deviation of the carbon-nanotube structure from that of
graphene, i.e., to curvature effects. These curvature effects have been shown,
both theoretically and experimentally, to be chirality dependent, influencing
many carbon-nanotube properties when the nanotube diameter is small, i.e.,
below 2 nm. This diameter and chirality dependence generates an interest-
ing structural aspect of nanotubes that was demonstrated by the study of
small-diameter (large curvature) tubes, i.e., the importance of structurally de-
fined categories and families in delineating the physical properties of carbon
nanotubes. The mapping of the (n,m) physical properties of small-diameter
carbon nanotubes shows patterns that are distinguished by their three cate-
gories, defined by mod[(2n + m), 3] = 1, 2, 3 and their three kinds of families
(n − m) = constant, (2n + m) = constant and (n + 2m) = constant. The
(2n + m) = constant families define single-wall carbon nanotubes of similar
diameter but different chiral angle, or (n−m) = constant defines tubes with
similar chiral angles but having different diameters. The three categories de-
fine semiconducting tubes of type 1 and type 2 (mod [(2n+m), 3] = 1 and 2,
respectively) and metallic tubes (mod[(2n + m), 3] = 0). These three cate-
gories can alternatively be defined by mod[(n − m), 3], resulting in an ex-
change of type 1 and type 2 in the definition of the semiconducting tubes.
The importance of these structural aspects is discussed in numerous places in
this book through the different physical properties associated with the vari-
ous tube categories and families. Control of the nanotube structure serves as
a target for future development of this field.

While all these advances have pushed the experimental work on the ma-
terials science of carbon nanotubes to its limits, it is clear that theory has
often been ahead of experiment and predicted many new things that were
later discovered experimentally. The chapters on theory by Spataru et al.
and by Ando are central to achieving the objectives of this book. These two
chapters are both pedagogic with respect to advancing topics covered in the
book and predictive, offering challenges to experimentalists to test these pre-
dictions. The chapter by Spataru et al. addresses quasiparticle and excitonic
phenomena in the optical response of nanotubes and graphene nanoribbons
from an ab-initio point of view, providing a firm basis for the very active
present activity in transport and photophysics studies on both carbon nano-
tubes and graphene as well as on nanoribbons, which bridge these two cat-
egories of carbon materials. In the chapter by Ando, the Aharanov–Bohm
phase is discussed first on a tutorial basis and is then developed to predict
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and explain three different phenomena: 1. novel aspects of excitons in optical
experiments, 2. phenomena occurring in crosspolarized light, and 3. optical
phonons in metallic nanotubes.

7 Advances in Photophysics

The important role of measurements at the single-nanotube level is empha-
sized in many chapters of this book. Besides the chapters by Jorio et al. and
Yamamoto et al., already discussed above, very detailed (n,m)-dependent
experimental work has been carried out with resonance Raman spectroscopy
(described in the contribution by Saito et al.), photoluminescence (contri-
bution by Lefevre et al.), time-resolved spectroscopy (in the contribution
by Ma et al.), Rayleigh scattering (in the contribution by Heinz), and other
advanced techniques, like near-field optical microscopy, inelastic electron tun-
neling and coherent phonon generation see contribution by Hartschuh.

The importance that nanotube photophysics has achieved is reflected in
the number of chapters devoted to this topic, and is a consequence of the
high accuracy of the experimental results, clearly showing the presence of
rich (n,m)-, defect-, and environmental-dependent effects. Similar to other
sp2-bonded carbon nanostructures, the optical properties of carbon nano-
tubes are dominated by a π plasmon at hν ≈ 6 eV and a σ plasmon at
hν ≈ 15 to−20 eV. However, for energies in the visible and infrared range, the
optical properties depend sensitively on (n,m) due to quantum-confinement
effects. Optics has become a powerful practical tool to identify the distribu-
tion of nanotube chiralities in a sample. The (n,m) identification of nano-
tubes can be performed even at the single-nanotube level by using photolumi-
nescence, resonant Raman scattering and Rayleigh scattering. The measure-
ments are nondestructive, so that other in-situ experiments can be performed
on (n,m)-assigned tubes. Photophysics has offered a very accurate, massless
and chargeless probe for single-nanotube study.

The recent rapid development related to excitonic behavior has split the
photophysics field wide open, with many research opportunities now available
for studying dark excitons, phonon-assisted phenomena, decay dynamics and
many-body behavior of very small diameter tubes, together with the chal-
lenge of developing applications for the many new properties offered by these
systems. Powerful new tools are part of the expanding interest in this research
area, and they also trigger the development of the metrology for nanomate-
rials. The contribution by Saito et al. brings theory and experiment together
in a discussion of Raman scattering phenomena, advancing the fundamental
understanding of the role of excitons in one-dimensional systems, and ex-
panding our knowledge in the interpretation of the Raman spectra and in
the use of Raman techniques to characterize carbon nanotubes. Photolumi-
nescence (in the contribution by Lefebore et al.) is a new subject not covered
in the first book, along with fast optics (the contribution by Ma et al.) and
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Rayleigh scattering (the contribution by Heinz), which are also here reviewed
for the first time. The review gives insights about where we now are in the
fast optics field, which is expected to develop quickly in the future. Rayleigh
scattering has been shown to be very powerful at the single-nanotube level,
because it can access both metallic and semiconducting tubes. The chapter
on new techniques (by Hartschuh) is aimed at pointing out new frontiers for
nanoscience research in general and for nanotubes in particular. Although
the field is still very young, the examples given indicate the potential impact
of these and other to-be-discovered techniques.

Another new feature of this book is the high magnetic field chapter (by
Kono et al.), which brings together magnetotransport and magneto-optics,
and shows the power of theory and new experimental techniques to work
together in an exciting way, utilizing the Aharanov–Bohm effect. These new
approaches allow exploration of symmetry-breaking effects and dark-exciton
states at the cutting edge of the photophysics of carbon nanotubes.

8 Transport Properties

The transport effects in SWNTs are now attracting great interest, especially
from the device community who are now exploring a possible role for nano-
tubes in the next generation of information-technology devices. IBM, Intel
and NEC now have sizeable groups working in these areas, and efforts such as
these are bringing many new entrants with broader interests into the carbon-
nanotube research field. Some of the most pioneering aspects of recent devel-
opments in the optoelectronics and quantum-transport research of SWNTs
are found in the two chapters on optoelectronics and photoconductivity (by
Avouris et al.), and on quantum transport (by Biercuk et al.).

The observation of photoluminescence from carbon nanotubes in 2002
opened a huge avenue of possibilities for the characterization and applications
of nanotubes. The controlled occurrence of photoemission, induced by the
recombination of electrons injected from one end and holes injected from the
other end of an ambipolar nanotube during transport, suggests the suitability
of nanotubes for a variety of optoelectronics applications contribution by
Avouris et al.

Due to the low defect density and the absence of backscattering, metallic
SWNTs are ballistic conductors with an exceptionally long electron mean
free path. In the ballistic regime, the nanotube conductance G is quantized
in multiples of the fundamental conductance quantum G0, and G = 2G0

is observed in all metallic nanotubes at low bias voltages. The question, to
what degree are multiwall nanotubes ballistic or diffusive conductors, still
awaits a conclusive answer. Independent of the conduction type and intrinsic
to nanotubes, it is the nature of the contacts that ultimately determines their
conductance behavior in a circuit. Exciting developments in transport in the
nanotube field are now occurring through improvements in superconducting
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and magnetic contacts to nanotubes, and through recent advances in the
spintronics of carbon nanotubes add ”(see contribution by Biercuk et al.)”.

9 Double-Wall Carbon Nanotubes

Double-wall carbon nanotubes (DWNTs) are the simplest archetypical man-
ifestation of multiwall nanotubes (MWNTs) and as such combine the out-
standing properties of SWNTs with the possibility to study coaxial inter-
tube interactions with high precision. The contribution on double-wall car-
bon nanotubes (DWNTs) by Pfeiffer et al. is a new chapter in this active
area, of particular interest to both fundamental science (because it allows
investigation of intertube interactions in detail) and to applications (since
DWNTs behave somewhat like SWNTs in their physical properties, but are
more sturdy mechanically).

10 Chemical Reactivity

Doping is one technique for controlling nanotube properties, and it also re-
lates to electrochemistry, gating and intercalation. Due to their close rela-
tionship to graphite, carbon nanotubes are mostly inert chemically. Chemi-
cal reactions involving the formation of strong covalent or ionic bonds occur
preferentially near defect sites and near the nanotube ends. The intrinsic hy-
drophobicity of carbon nanotubes can be modified by surfactants, which are
frequently used to disperse nanotubes. The small dependence of nanotube re-
activity on their conductive properties has been used with some success in the
separation of metallic from semiconducting nanotubes (see the contribution
by Joselevich et al.). The functionalization of carbon nanotubes for specific
applications is a major growth area at present. Substitutional (in-plane) dop-
ing of carbon nanotubes not only changes their chemical reactivity, but also
their mechanical, thermal and transport properties. This is a promising di-
rection for applications, but presently requires further developments both
in synthesis approaches and in characterization methods. These new topics
were not discussed in the first volume and appear here in two chapters, one
on chemical doping by Terrones et al. and another on electro-chemical doping
by Kavan et al.

11 Related Structures

Chapters by Yudasaka et al. and by Tenne et al. deal with materials related
to carbon nanotubes. Single-wall carbon nanohorns and nanocones are dis-
cussed in the contribution by Yudasaka et al., and inorganic nanotubes and
fullerene-like structures in the contribution by Tenne et al. These materials
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have recently taken a big step toward bringing applications to the market-
place, and their development is likely to both influence and be influenced by
the carbon-nanotube field.

Inorganic nanotubes based on WS2 and MoS2 and a wide variety of other
materials are starting to attract a lot of attention because of their outstanding
applications potential. These materials are exceptional insofar as the speed
at which they were commercialized. Using materials other than carbon as
feedstock, many of the growth techniques yield nanotubes with a different
chemical composition, such as BN, in inorganic nanotubes like MoS2, WS2,
and a variety of other species. The interior space in open-ended or defective
nanotubes may be filled by substances ranging from small molecules, includ-
ing fullerenes, to metals and other species, which form 1D quantum wires.
These quantum wires typically order in a different way from their bulk coun-
terparts. A prominent example is a chain of fullerenes within a single-wall
nanotube, often called a “peapod” that, when appropriately heat treated, be-
comes a precursor for the synthesis of DWNTs (as described in the chapter
by Pfeiffer et al.). Synthesis and characterization of nanotubes from different
chemical species remain important research growth areas, as does the growth
of one-dimensional chains of novel materials within nanotube cores.

12 Graphene

Finally, the book ends with a chapter on graphene by Charlier et al., which
is a brief review of recent developments in the study of graphene, denot-
ing one sheet of carbon atoms with sp2 bonding (or an unfolded single-wall
nanotube). Surprisingly, this very basic system, which had been studied for
many decades, suddenly appeared with many novel properties that were not
even imagined until someone synthesized a single graphene sheet, and un-
til an anomalous quantum Hall effect was found in graphene. This is now
a very hot research field in its own right. The graphene chapter emphasizes
those developments in graphene that are strongly related to carbon nano-
tubes. Correlation between theoretical and experimental techniques, as well
as achievements in the understanding of new effects in these two fields, is
likely to help advance both carbon-nanotube and graphene science and ap-
plications.

13 Outlook

As stated above, this is an important time to review what has been learned
during the last decade and, most important, to look into the future of carbon
nanotubes and related fields. Carbon nanotubes are held responsible for co-
triggering the nanotechnology revolution. To gain a deeper understanding
of the meaning of this nanotechnology revolution, we invite you to read this
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book and learn about the exciting open path that has been forged for making
this revolution a reality.
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Abstract. The discovery of Novoselov et al. (2004) of a simple method to transfer
a single atomic layer of carbon from the c-face of graphite to a substrate suitable
for the measurement of its electrical and optical properties has led to a renewed in-
terest in what was considered to be before that time a prototypical, yet theoretical,
two-dimensional system. Indeed, recent theoretical studies of graphene reveal that
the linear electronic band dispersion near the Brillouin zone corners gives rise to
electrons and holes that propagate as if they were massless fermions and anomalous
quantum transport was experimentally observed. Recent calculations and experi-
mental determination of the optical phonons of graphene reveal Kohn anomalies
at high-symmetry points in the Brillouin zone. They also show that the Born–
Oppenheimer principle breaks down for doped graphene. Since a carbon nanotube
can be viewed as a rolled-up sheet of graphene, these recent theoretical and exper-
imental results on graphene should be important to researchers working on carbon
nanotubes. The goal of this contribution is to review the exciting news about the
electronic and phonon states of graphene and to suggest how these discoveries help
understand the properties of carbon nanotubes.

1 Introduction

The fundamental building block of both a graphite crystal and a carbon nano-
tube is the graphene layer shown schematically in Fig. 1a. Such an atomic
structure is characterized by two types of C–C bonds (σ, π) constructed from
the four valence orbitals (2s, 2px, 2py, 2pz), where the z-direction is perpen-
dicular to the sheet. Three σ-bonds join a C atom to its three neighbors.
They are quite strong, leading to optical-phonon frequencies much higher
than observed in diamond. In addition, the C–C bonding is enhanced by a
fourth bond associated with the overlap of pz (or π) orbitals. Graphite is
comprised of coherently stacked layers of graphene. Two layers (A and B)
are needed to define the unit cell in graphite. The three-dimensional (3D)
A. Jorio, G. Dresselhaus, M. S. Dresselhaus (Eds.): Carbon Nanotubes,
Topics Appl. Physics 111, 673–709 (2008)
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structure of graphite is therefore held together by a weak interlayer van der
Waals (vdW) force. A single-wall carbon nanotube (SWNT), on the other
hand, is a seamless cylinder of graphene. SWNTs are analogously bound in
a bundle by the vdW force. The electronic properties of graphene, graphite
and carbon nanotubes are determined by the bonding π- and antibonding π∗-
orbitals that form wide electronic valence and conduction bands (Fig. 1b). As
the tube diameter decreases, the bond angle between the σ and π orbitals in-
creases slightly, introducing curvature effects into the electronic and phonon
properties of SWNTs.

Theoretical calculations show that the π-band overlap in graphite disap-
pears as the layers are further separated over their equilibrium distance in
graphite. This leads to decoupled graphene layers that can be described as a
zero-gap semiconductor. The π-band electronic dispersion for graphene near
the six corners of the 2D hexagonal Brillouin zone is found to be linear. Thus,
“cones” of carriers (holes and electrons) appear in the corners of a 2D Bril-
louin zone whose points touch at the Fermi energy, as shown in Fig. 1c. The
linear electronic band dispersion leads to the term “massless Dirac fermions”
for these carriers. The six points where the cones touch are referred to as the
“Dirac” points in the graphene literature.

Graphene, because of its structural simplicity (two atoms per unit cell),
has been extensively investigated in theory for the past 60 years [1]. How-
ever, only recently has it been possible to produce ultrathin films containing
a countable number (n) of graphene layers (i.e., 1 < n < 20). The synthetic
techniques fall into two categories. The first approach exploits the weak bond-
ing between the graphene layers by pealing off an n-graphene layer (nGL) by
chemical means [2–6] or by mechanical means [7, 8]. Mechanical separation
of nGLs from the parent crystal involves rubbing the freshly cleaved quasi-
2D system against a smooth substrate. This technique has allowed graphene
and nGLs to be studied in the laboratory for the first time [7]. It is simple,
inexpensive and produces graphene and nGL flakes of very high quality. How-
ever, this approach lacks the scalability required by mass device production.
The second approach grows epitaxial graphitic films by thermal decomposi-
tion of SiC [9–12]. This technique has the potential of producing large-area
lithography-compatible films and is rapidly advancing at the moment.

In this contribution, we review the connection between the electron and
phonon states in graphene (nGLs) and SWNTs. We begin with a discussion
of the electronic states. Recent theoretical arguments and experiments are
converging on a picture of free carriers in graphene near the Fermi energy
behaving as massless Dirac fermions propagating at ∼ 1/100 the speed of
light, i.e., they do not behave as simple electrons or holes with an effec-
tive mass. Experimental observations of an anomalous integer quantum Hall
effect in graphene has been reported recently and has created a lot of atten-
tion [13, 14]. These and other interesting experimental electronic transport
results are reviewed as well [15] with further discussion provided in the con-
tributions in this volume by Ando and by Spataru et al. We then discuss
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Fig. 1. Illustration of the carbon valence orbitals. (a) The three inplane σ (s, px, py)
orbitals in graphene and the π (pz) orbital perpendicular to the sheet. The inplane
σ and the π bonds in the carbon hexagonal network strongly connect the carbon
atoms and are responsible for the large binding energy and the elastic properties
of the graphene sheet. The π orbitals are perpendicular to the surface of the sheet.
The corresponding bonding and the antibonding σ bands are separated by a large
energy gap of ∼ 12 eV (b), while the bonding and antibonding π states lie in the
vicinity of the Fermi level (EF). Consequently, the σ bonds are frequently neglected
for the prediction of the electronic properties of graphene around the Fermi energy.
Dirac cones located at the six corners of the 2D Brillouin zone are illustrated in (c)

the optical phonons in graphene that are directly accessible by Raman spec-
troscopy and give rise to the most prominent Raman peaks when graphene is
folded into nanotubes. We focus on their coupling to electrons, which is key
to understanding many phenomena in graphene and nanotubes.

For example, it was recently argued that in doped graphene, the adia-
batic Born–Oppenheimer approximation [16], valid in many solid-state sys-
tems, breaks down [17]. The electron–phonon interaction in graphene has
also been carefully re-examined and has been recently shown to give rise to
Kohn anomalies in the phonon dispersion at important points (Γ , K) in the
Brillouin zone where the phonons can be studied by Raman spectroscopy [18–
21]. Many of these new ideas proposed for graphene and nGLs carry over to
nanotubes. Kohn anomalies are responsible for the different Raman spectra of
metallic and semiconducting nanotubes, and non-Born–Oppenheimer effects
strongly shape the Raman spectra of doped and annealed nanotubes [19, 22].
These connections are also discussed in this review.

2 Electronic Properties and Transport Measurements

2.1 Graphene

2.1.1 Electronic Band Structure

Figure 2 shows the ab-initio calculations of the electronic bands of graphene
along the high-symmetry M–Γ–K directions [23]. Its space group (P3m)
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contains a mirror-plane symmetry, allowing symmetric σ and antisymmetric
π states to be distinguishable. In a 2D crystal, a parallel mirror symmetry
operation separates the eigenstates for the whole Brillouin zone, and not only
along some high-symmetry axis. The π and π∗ bands touch at the corners of
the hexagonal Brillouin zone. Such corners are labeled by their momentum
vector usually denoted by K and K ′. Consequently, graphene is a special
semimetal or zero-gap semiconductor, whose intrinsic Fermi surface is reduced
to the six points at the corners of the 2D hexagonal Brillouin zone. Close to
the Fermi energy, the π and π∗ bands are quasilinear (linear very close to
K, K ′) (Fig. 1c), in contrast with the usual quadratic energy–momentum
relation obeyed by electrons at band edges in conventional semiconductors.
When several interacting graphene planes are stacked, as in nGLs or in a
perfect graphite crystal, the former antisymmetric π bands are split (owing
to bonding or antibonding patterns), whereas the σ bands are much less
affected by the stacking.

The graphene sheet is thus highly specific for this linear energy–momentum
relation. The electronic group velocity, estimated at the Dirac points, is quite
high: ∼ 1×106 m/s. Consequently, graphene exhibits electronic properties for
a 2D gas of charged particles described by an equation of the form of the rel-
ativistic Dirac equation rather than the nonrelativistic Schrödinger equation
with an effective mass. Indeed, in graphene, charge carriers mimic particles
with zero mass and an effective “speed of light” c∗ ∼ 1 × 106 m/s. Recently,
graphene has revealed a variety of unusual transport phenomena characteris-
tic of two-dimensional Dirac fermions, such as an anomalous integer quantum
Hall effect, a “minimum” conductivity of order 4e2/h even when the carrier
concentration tends to zero, a cyclotron mass mc of massless carriers with an
energy E described by E = mcc

∗2, and Shubnikov–de Haas oscillations that
exhibit a phase shift of π due to Berry’s phase [13, 14]. These remarkable
properties will be described in the next section.

The electronic structure of graphene can be reasonably well described us-
ing a rather simple tight-binding Hamiltonian, leading to analytical solutions
for their energy dispersion and related eigenstates [23]. Since the bonding
and antibonding σ bands are well separated in energy (> 10 eV at Γ ), they
are frequently neglected in semiempirical calculations since they are too far
away from the Fermi level to play a role. Only the remaining two π bands
are thus needed to describe the electronic properties of graphene.

When the atoms are placed onto the graphene hexagonal lattice (Fig. 1a),
the electronic wavefunctions from different atoms overlap. However, such an
overlap between the pz(π) orbitals and the s or the px and py orbitals is
strictly zero by symmetry. Consequently, the pz electrons, which form the π
bands in graphene, can be treated independently from the other valence elec-
trons. Within this π-band approximation, it is easy to describe the electronic
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Fig. 2. (a) Electronic band structure of graphene from ab-initio calculations [23].
The bonding σ and the antibonding σ∗ bands are separated by a large energy gap.
The bonding π (highest valence band) and the antibonding π∗ (lowest conduction
band) bands touch at the K(K′) points of the Brillouin zone. The Fermi energy
(EF) is set to zero and φ indicates the work function (by the dashed horizontal line).
Above the vacuum level φ, the states of the continuum are difficult to describe and
merge with the σ∗ bands. The 2D hexagonal Brillouin zone is illustrated with the
high-symmetry points Γ , M , K and K′. (b,c) π state at K and (d,e) σ-state at
Γ seen, respectively, from above and from the side of the graphene plane. Note
that the π wavefunction cancels on a hexagonal sublattice due to the e(iK r) phase
factor. The π (σ) state is odd (even) with respect to the graphene plane reflection.
Courtesy of Zanolli, 2007, unpublished

spectrum of the total Hamiltonian and to obtain the dispersion relations
restricted to first-nearest-neighbor interactions only:

E±(kx, ky) = ±γ0

√
1 + 4 cos

√
3kxa

2
cos

kya

2
+ 4 cos2

kya

2
, (1)

where a =
√

3aC-C (aC-C = 1.42 Å is the carbon–carbon distance in graphene)
and γ0 is the transfer integral between first-neighbors π orbitals (typical
values for γ0 are 2.9–3.1 eV). The k = (kx, ky) vectors that belong to the first
hexagonal Brillouin zone (BZ) constitute the ensemble of available electronic
momenta.

With one pz electron per atom in the π-π∗ model (the three other s, px,
py electrons fill the low-lying σ band), the (−) band (negative energy branch)
in (1) is fully occupied, while the (+) branch is totally empty. These occupied
and unoccupied bands touch at the K and K ′ points. The Fermi level EF (or
charge-neutrality point) is chosen as the zero-energy reference in Fig. 2 and
the Fermi surface is defined by the set of K and K ′ points. Since the occupied
and unoccupied bands touch at the zone corners, the graphene sheet displays
a semimetallic, or zero-gap semiconducting character.



678 J.-C. Charlier et al.

Fig. 3. Resistivity, mobility and car-
rier density as a function of gate volt-
age Vg in a single-layer graphene field-
effect transistor device. (a) Vg-depen-
dent Rxx showing a finite value at the
Dirac point. The resistivity ρxx can be
calculated from Rxx using the geome-
try of the device. The inset is an image
of a graphene device on a Si:SiO2 sub-
strate. The Si is the bottom gate; five
top electrodes formed via e-beam lithog-
raphy are shown in the inset. Scale bar
5μm. (b) Mobility μ and carrier den-
sity ns as a function of Vg. The mobil-
ity (dotted curve) diverges artificially at
the Dirac point due to a finite resistivity.
Adapted from [14]

Expanding (1) at K(K ′) yields the linear π and π∗ bands for Dirac
fermions:

E±(κ) = ±�vF|κ| , (2)

where κ = k − K, and vF is the electronic group velocity given by:

vF =
√

3γ0a/2� . (3)

In graphene, vF ≈ 1 × 106 m/s. The resulting cone structure at the six Bril-
louin zone corners is shown in Fig. 1c.

The linear dispersion given by (2) is the solution to the following effective
Hamiltonian at the K(K ′) point [24]:

H = �vF(σ κ) , (4)

where κ = −i∇, and σ’s are the pseudospin Pauli matrices operating in the
space of the electron amplitude on the A–B sublattices of graphene.

In the next section, we briefly describe some of the unusual properties of
graphene [15] derived from the linear dispersion and the “chiral” nature of
the quasiparticles defined by (2) and (4).

2.1.2 Transport Measurements in Single-Layer Graphene

Figure 3 shows the resistivity ρxx, density ns and mobility μ of 2D carri-
ers in a single-layer graphene field-effect transistor (FET) as a function of
gate voltage [14]. Graphene FETs are fabricated with standard lithography
and etching techniques using mechanically cleaved graphene flakes [25]. A de-
generately doped silicon substrate with a thin oxide overlayer serves as an
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insulated gate electrode that can continuously tune EF, and therefore the 2D
carrier density nS across the charge-neutrality point, covers a range of roughly
±1×1013/cm2. The conduction is symmetric about the Dirac point as shown
in Fig. 3a, indicating that the electron and hole mobilities are approximately
equal. In the high carrier density regime, the mobility is found to be roughly
carrier-density independent and temperature independent. Reported mobility
values span a wide range 2000 < μ < 20 000 cm2/(Vs), with the high end rep-
resenting a long mean-free path of ∼ 0.3μm, comparable to that of SWNTs.
The weak temperature dependence found for μ indicates that impurity or
defect scattering is the dominant scattering mechanism and provides room
for future device improvement [13, 26]. Possible sources for scattering centers
include adsorbents, defects in the graphene lattice and ionized impurities in
the SiO2 substrate. The carrier-density dependence of the conductivity (not
shown) near the Dirac point is found to sensitively depend upon the range
of the scatterers [27] and varies from device to device.

Figure 3 also reveals a remarkable property of 2D carriers in graphene.
Although the carrier density approaches zero at the Dirac point, the 2D resis-
tivity ρxx or conductivity σxx remains finite. Such behavior, dubbed the “min-
imum” conductivity, has been observed experimentally in many graphene de-
vices with ρxx ranging from 2 to 7 kΩ at low temperature [13, 14]. A slightly
larger value of ρxx from 6 to 9 kΩ is also reported for bilayer graphene [28].
The origin of this finite conductivity ∼ 4e2/h remains unclear at the moment.
In a real device, ionized impurities in the SiO2 substrate or the rippling of
the graphene sheet [29] may lead to local puddles of electrons and holes with
finite densities and result in finite conduction through the device [30]. On the
other hand, calculations show that a minimum quantum conductivity (of-
ten 4e2/hπ) can also arise intrinsically from the linear excitation spectrum
of Dirac fermions and/or the chiral nature of the quasiparticles (for a more
detailed review, see [15]). However, present experiments seem to converge at
4e2/h. More experiments, particularly with cleaner substrates or suspended
devices, are needed to clarify this intriguing issue.

In a magnetic field perpendicular to the graphene plane, the linear exci-
tation spectrum of Dirac fermions evolves into discrete Landau levels (LLs)
whose energies are given [31, 32] in terms of the LL index by:

En = ±vF

√
2e�|n|B . (5)

The
√

B dependence of En, which distinguishes graphene from conventional
2D semiconductors (that have LLs linear in B), has been confirmed by re-
cent spectroscopic measurements [33–35]. The large splitting in graphene
(ΔE0,1 = 240meV at 45T) leads to the observation of the quantum Hall
effect at room temperature [36].

Including spin and sublattice degeneracy, the number of states for each LL
is 4eB/h. In graphene, because of the touching bands at the K(K ′) points, the
n = 0 LL is shared equally between electrons and holes. This counting scheme
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Fig. 4. Anomalous-integer quantum Hall effect in single-layer graphene.
(a) Magnetic-field sweeps of Hall resistance Rxy (solid) and longitudinal resis-
tance Rxx (dash-dotted) at fixed carrier density (or Vg) showing plateaus in Rxy

quantized at h/e2ν and the corresponding zero-resistance minima in Rxx. Arrows
indicate filling factor ν = nsh/eB = 4(n+1/2), where ns is the carrier density and
n the LL index. Adapted from [14]. (b) Hall conductivity σxy (solid) and longitu-
dinal resistivity ρxx (dashed) as a function of carrier density at B = 14 T. Here,
σxy is calculated as σxy = ρxy/(ρ2

xx + ρ2
xy) and is observed to be quantized as

σxy = 4(n + 1/2)e2/h. Adapted from [13]

gives rise to the occurrence of the quantum Hall effect at half-integer LL in-
dices (Fig. 4), which can also be viewed as the result of a conventional integer
sequence with a phase shift of π known as Berry’s phase [37]. This π phase
shift arises from the linear dispersion of the Dirac fermions and serves as a sen-
sitive indicator of the existence of such an excitation spectrum. It persists to
lower magnetic fields, where quantum Hall states turn into magnetoresistance
(Shubnikov–de Haas or SdH) oscillations [38]. The magnitude of the phase
shift can be accurately extracted from the LL fan diagrams (Fig. 5a) [13,14].

Although the light-like linear electronic band dispersion implies mass-
less particles, Dirac fermions moving in a magnetic field are characterized
by a finite cyclotron mass mc. Values for mc can be extracted from the
thermal damping of SdH oscillations via the same expression as in conven-
tional 2D systems [38]: Rxx ∝ T/ sinh(2π2kTmc/�eB). Experiments find the
carrier-density dependence of mc to be well described by:

mc = EF/v2
F = (h2nS/4πv2

F)1/2 . (6)

Equation (6) is behind the use of mc as the “relativistic” mass of Dirac
fermions, where vF plays the role of c∗. Here, vF is found to be ≈ 1.0 ×
106 m/s experimentally [13,14,34,35], in good agreement with band-structure
calculations for mc/m0 (Fig. 5b). As EF approaches zero, i.e., the charge-
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Fig. 5. Berry’s phase π and the cyclotron mass of Dirac fermions in single-layer
graphene. (a) LL fan diagram plotting the positions of the resistance minima in SdH
oscillations against the LL index n. Different lines correspond to different carrier
densities produced by the backgate. The n-axis intercept yields Berry’s phase 2πβ.
Analysis in single-layer graphene consistently yields β = 0.5 (inset), providing
convincing evidence for Dirac fermions. Adapted from [14]. (b) Cyclotron mass
obtained from temperature-dependent low-field SdH oscillations. mc scales with√

nS and vanishes near the Dirac point. The theoretical fit using (6) (solid line)
yields vF ≈ 1 × 106 m/s. Adapted from [13]. Values of mc as low as 0.007m0 (for
nS ∼ 2 × 1011/cm2) have been reported [14]

neutrality point, mc vanishes accordingly. Values of mc as low as 0.007me

(nS ∼ 2 × 1011 /cm2) have been reported [14].
Graphene in ultrahigh magnetic fields up to 45T displays additional

plateaus in σxy at filling factors ν = 0, ±1, ±4 [39, 40]. Whereas the sin-
gle-particle Zeeman splitting was identified as the origin of the ν = ±4
plateaus [39], the nature of the ν = 0, ±1 states is still unclear. The un-
derlying mechanisms of these quantum Hall states are the focus of many
recent theoretical discussions (see a review by [41]), where a variety of in-
teraction-driven ground states and novel charge and spin excitations have
been predicted by combining quantum Hall physics with graphene’s unique
linear excitation spectrum and four-fold degeneracy. Reducing disorder in the
present samples is crucial to the examination of these exciting ideas.

2.2 Graphene Nanoribbons

Among carbon nanostructures based on graphene, ribbons a few nanometers
in width have also been extensively studied [42–54]. Since graphene nanorib-
bons (GNRs) are just geometrically terminated graphene, their electronic
structure has been modeled by imposing appropriate boundary conditions
(i.e., standing waves) on the Schrödinger equation within the present simple
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Fig. 6. GNR edges. (a) Zigzag edge, (b) armchair edge

tight-binding approximations based on the π-states of carbon [42, 43, 48]
or on a two-dimensional Dirac equation with an effective speed of light
(c∗ ∼ 1 × 106 m/s) [49–51].

Within these models, it is predicted that GNRs with “armchair” edges
(AGNR) can be either metallic or semiconducting depending on their widths
[42,43,48–51], and that GNRs with “zigzag” edges (ZGNR) are metallic with
peculiar edge states on both sides of the ribbon regardless of their widths [42–
51] (Fig. 6). This edge state stems not from graphene nor from the dangling
bonds at the edge, but from the topology of the π-electron networks across a
significant part of the Brillouin zone and has no counterpart in an armchair
edge. The corresponding energy bands are almost flat at the Fermi level,
inducing a sharp peak in the density of states at EF. The charge density
of the edge state is strongly localized on the zigzag edge sites. Although
a general GNR is often characterized by a mixture of zigzag and armchair
sites [42, 44], theory predicts that a GNR edge with three or four zigzag
sites per sequence is sufficient to exhibit the characteristics of a zigzag edge
state [42]. Indeed, STM and STS measurements [55] have observed evidence
of this edge state near EF at zigzag edge sites and at defect sites of armchair
edges, but not at sites along a homogeneous armchair edge.

Although the tight-binding approximation based on π-states of carbon is
known to accurately describe the energy dispersion of the carbon sheet, a
careful consideration of edge effects in GNRs only a few nanometers in width
is required to determine their band structures accurately [45, 48]. Recent
ab-initio calculations [52–54] reveal that all GNRs with hydrogen-passivated
armchair- or zigzag-shaped edges have nonzero direct bandgaps. The gap size
decreases as the width of the GNR increases, approaching zero in graphene
in the limit of infinite width. The origins of the bandgaps for the different
types of homogeneous edges vary.

The bandgaps of GNRs with armchair edges originate from quantum con-
finement, but edge effects play a crucial role [52, 53]. Hydrogen passivation
introduces C–H σ bonds (or other types of terminations in general) at the
edge, causing the C–C bond length and the on-site energy of the C atoms
at the armchair edge to be different from those in the interior of the GNR.
The decrease of the C–C bond length induces an increase of ∼ 12% in the
hopping integral between π-orbitals. This physical deformation at the edge is
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responsible for the presence of a bandgap even for the armchair GNRs [52,53],
which are predicted to be metallic in tight-binding calculations.

In the case of GNRs with zigzag edges, bandgaps arise upon the inclu-
sion of the spin degrees of freedom [47, 52–54]. The existence of the narrow-
band edge states at the Fermi level implies possible magnetization at the
edges [43, 46, 47, 52–54]. The difference in total energy per atom on the edge
between non-spin-polarized and spin-polarized edge states is found to be of
the order of a few tens of meV [52, 53]. Spin-polarization effects in the elec-
tronic structure are discussed in the contribution to this volume by Spataru
et al. Indeed, the zigzag GNRs are predicted to have a magnetic insulating
ground state with ferromagnetic ordering at each zigzag edge and antipar-
allel spin orientation between the two edges. Because the two edge states
with opposite spins occupy different sublattices, magnetic ordering leads to
staggered sublattice potentials, which introduce bandgaps for electrons on a
honeycomb hexagonal lattice [56]. Since the strength of the staggered poten-
tials in the interior of the ribbon decreases as the ribbon width increases, the
bandgaps of zigzag GNRs are inversely proportional to the width.

Similar to carbon nanotubes, optical spectra of GNRs are affected by self-
energy and many-body corrections to the single-particle excitation spectrum
and are characterized by bound excitons, with binding energies ∼ 0.5–1 eV for
ribbons of a width comparable to the circumference of a typical SWNT [57].
The exciton binding energy scales inversely with the ribbon width [57].

Experimental exploration of GNRs is at a very early stage. Recently, GNRs
with 10–500 nm width have been patterned lithographically using hydrogen
silsesquioxane as an etch mask and oxygen plasma etching [58, 59]. Such an
approach most likely produces mixed zigzag and armchair edges terminated
by carboxyl groups. It was shown by Han et al. [58] that lateral confinement
indeed leads to energy gaps with a ribbon width W dependence given by
Egap = α/(W − W ∗), where α = 0.2 eV nm and W ∗ = 16nm represents
the offset in the active ribbon width determination. This empirical relation
is consistent with DFT calculations presented in [52,53]. Furthermore, unlike
the closed structure of carbon nanotubes, the dangling bonds at the edges of
a GNR may be chemically functionalized to perform selective chemical/bio-
logical sensing. Edge functionalisation and atomic substitutions can indeed
modify the electronic and spin properties of the GNRs [60]. This whole new
direction awaits experimentation.

In conclusion, the role of the edges is crucial in determining the values
and scaling rules for the bandgaps in both armchair and zigzag GNRs. In
addition, although the spin-orbit interaction is very small in graphite [61],
the coexistence of electrons with opposite spin orientations in GNRs could
open up a new path to the exploration of spintronics at the nanometer scale
(when the electrical current is completely spin polarized) [54]. The ability
to selectively create specific edge types on demand is essential to test GNR
theories and evaluate GNR-based devices.
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2.3 Graphite and n-Graphene Layer Systems

Bulk graphites consist of a tridimensional (3D) stacking of graphene sheets
with an interlayer spacing around 3.35–3.4 Å. However, various graphites dif-
fer in the stacking sequence of the carbon planes, such as simple hexag-
onal graphite (AAA . . . ); Bernal graphite (ABAB . . . ); and rhombohedral
graphite (ABCABC . . . ). These graphene-based 3D crystals exhibit specific
semimetallic properties that depend directly on the geometry of the stack-
ing between layers [62–65]. Consequently, the nature of the charge carriers
strongly depends on the particular stacking of the graphene sheets and the
corresponding Fermi surfaces exhibit a complex shape around the H–K–H
line at the edge of the 3D hexagonal Brillouin zone [62–65].

In contrast to the corresponding 3D bulk structures, electrons in an n-
graphene layer (nGL, n = a small integer) are confined along the crystallo-
graphic direction perpendicular to the graphene sheets, offering a genuine 2D
character to the nGL electronic states. However, the linear dispersion of the
electronic bands near the Fermi level that appears in monolayer graphene is
lost, as a consequence of the interaction between layers.

Recent ab-initio electronic calculations [66] have revealed that nGLs be-
long to an intermediate case between bulk graphite and a graphene sheet. The
corresponding band structures of nGLs will be reminiscent of both cases.
The weak interlayer interaction that creates the c-axis band dispersion in
3D graphites is now responsible for band mixing of states otherwise associ-
ated with isolated graphene bands. The number of layers and the stacking
order are key factors influencing the transport properties of nGLs [66, 67].
Indeed, depending on these factors, an nGL can behave as a 2D metal (with
a single or mixed-carrier type) or a narrow-gap 2D semiconductor. For ex-
ample, amongst 3- and 4-layer nGLs, ABAC stacking is found to lead to a
narrow-gap semiconductor (with a bandgap ∼ 9meV) [66]. Other stackings
can exhibit a metallic behavior with different signatures: the rhombohedral
family (ABC, ABCA) displays a very small (< 3meV) overlap between elec-
tron and hole bands, while the Bernal family (ABA, ABAB) shows overlaps
of a few tens of meV (from 5–20meV) in agreement with experimental mea-
surements [66]. Besides perfectly stacked ABAB structures, nGLs might also
be made to exhibit a turbostratic random stacking, leading to a weak band
overlap [66, 68].

Among nGLs, the simplest and arguably most interesting case may be bi-
layer graphene (2GL). A calculated band structure of 2GL is given in Fig. 7a
together with angle-resolved photoemission spectroscopy (ARPES) measure-
ments by Ohta et al. [11]. A gap of ∼ 0.8 eV appears for the high-energy
bands due to the interlayer interaction. This splitting is predicted to be in-
dependent of carrier concentration in the two layers [69]. The splitting of
the low-energy bands, however, arises from the broken inversion symmetry of
the two constituent layers and sensitively depends upon the strength of the
interlayer electric field. The experiments of Ohta et al. [11] used potassium
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Fig. 7. Band structure and quantum Hall effect of bilayer graphene. (a) Band
structure measured by angle-resolved photoemission spectroscopy. From left to
right: Tuning the bandgap of the low-energy bands by increasing the amount of
potassium doping. Calculations [69] are shown for comparison (solid lines). Adapted
from [11]. (b) Quantum Hall effect in bilayer graphene showing quantized steps of
σxy at 4ne2/h. σxy jumps from −4e2/h to 4e2/h across the charge-neutrality Dirac
point. Adapted from [28]

atoms to continuously and preferentially dope the top layer of the bilayer
graphene, allowing a continuous tuning of the gap opening in the low-energy
bands. The resulting band structures are shown in Fig. 7a. More recently,
Castro et al. [70] demonstrated that by combining chemical doping and field-
effect doping imposed by a backgate, the gap splitting and the Fermi level of
bilayer graphene can be independently controlled. This gap-tuning capabil-
ity may have important implications in the development of graphene-based
electronics.

Bilayer graphene (2GL) with parabolic but degenerate bands at the Dirac
point (middle panel of Fig. 7a) exhibits a distinctive quantum Hall effect.
The LLs of these massive, chiral quasiparticles are described by [69]:

En =
�eB

m∗

√
n(n − 1) . (7)

The conventional integer quantum Hall sequence σxy = 4ne2/h is restored
for the 2GL. However, the merging of the n = 1 and the n = 0 LLs leads
to an eightfold degeneracy at the charge-neutrality point and the absence of
the ν = 0 plateau σxy. These features are signatures of a bilayer graphene
sample and have been observed recently by Novoselov et al. [28] (Fig 7b).
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Fig. 8. (A) Comparison of the Raman spectra of graphene and graphite measured
with 514.5-nm excitation. (B) Comparison of the 2D peaks in graphene and graphite
(also measured with 514.5-nm excitation)

3 Optical Phonons and Raman Spectroscopy

Presently, the widely used micromechanical cleavage method produces nGL
flakes with varying n and the yield of low-n graphene flakes is low. A simple
method to locate these flakes and determine the number of layers is much
needed for the studies of these materials. nGLs are optically invisible on
most substrates. Their optical detection requires an optimal combination of
detection wavelength and oxide thickness [71] and so far all the successful
observations of single- and bilayer graphene are made with Si substrates
with a specific oxide thickness of ∼ 300 nm [7]. Alternatively, an atomic force
microscope (AFM) may be used to identify nGLs. This approach has two
drawbacks. First, AFM suffers from low throughput. Secondly, instead of the
expected graphite interlayer spacing 0.34 nm, AFM height measurements re-
port an apparent step height of 0.5–1 nm between a graphene flake and the
SiO2 substrate due to their difference in chemical composition. This vari-
able offset can present problems for the AFM identification of 1GL and 2GL
films. Here, we show that an nGL’s electronic structure is uniquely captured
in its Raman spectrum. Raman fingerprints for single-, bi- and few-layer
graphene allow unambiguous, high-throughput, nondestructive identification
of the number of layers.

3.1 Raman D and G Bands, Double Resonance
and Kohn Anomalies

Figure 8 compares the Raman spectra of graphene and bulk graphite collected
with 514-nm (2.41 eV) excitation [72]. In general, the main features in the first
order Raman spectra of graphitic carbons are the so-called G and D bands,
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which lie at ∼ 1580 and ∼ 1360 cm−1, respectively, for visible excitation [73].
The assignment of these bands is straightforward in the “molecular” picture of
carbon materials. They are present in all polyaromatic hydrocarbons [74,75].
The G band is due to the bond stretching of all pairs of sp2-bonded atoms
in both rings and chains. The D band is due to the breathing modes of sp2-
bonded atoms in rings [74, 76, 77]. However, this molecular approach to the
interpretation of these Raman bands in graphitic carbons has undergone a
debate that has lasted several decades. The D band was first attributed to
a breathing mode for phonons with wavevectors near the (K, K ′) points,
activated by disorder (D). This relaxes the fundamental Raman selection
rule, which states that only phonons near the Γ point can be seen in first
order Raman scattering [76]. The D band was then linked to maxima in
the vibrational density of states of graphite at the M and K points of the
Brillouin zone [78, 79]. However, this does not account for the dispersion of
the Raman D-peak position with photon excitation energy [80, 81], or why
the D-peak overtone (2D band) at ∼ 2710 cm−1 can be observed even in the
absence of the D peak, or why the intensity ratio I(D)/I(G) is dispersive
(i.e., a function of the incident photon energy) [80, 81]. Phonon confinement
does not explain why the D mode is more intense than other modes closer
to Γ , nor why it is seen in disordered graphite with an in-plane correlation
length, La, as large as 30 nm [82].

Pocsik et al. [81] proposed that the D band arises due to a resonant Ra-
man coupling in which there is a strong enhancement of the Raman cross
section of a phonon of wavevector q, when q = k, the wavevector of the
vertical electronic transition excited by the incident photon (“quasi-selec-
tion rule”) [77]. However, this “quasi-selection rule” does not explain why,
amongst all phonons satisfying this condition, only those on one particular
optical branch are seen. Thomsen and Reich [83] and Baranov et al. [84] pro-
posed double resonance (DR) as the activation mechanism. Within DR, Ra-
man scattering is a fourth-order process involving four virtual transitions:
1. excitation of an electron–hole pair; 2. electron–phonon scattering with an
exchanged momentum q ∼ K, where K is the K point Brillouin zone vec-
tor; 3. defect scattering; 4. electron–hole recombination. The DR condition
is reached when the energy is conserved over all these four transitions [83].
A similar “intravalley” process is possible. This activates phonons with a
small q, resulting in the so-called D′ peak, that appears at ∼ 1620 cm−1 in
graphite with defects [78].

The phonon dispersion around the K point is also crucial for the cor-
rect interpretation of the Raman D band. Graphene has four frequencies
at the K point, originating from six phonon branches around K (three are
shown in Fig. 9 that focus of the longitudinal optical (LO) and transversal
optical (TO); a fourth lower-lying optical branch crossing the K point at
∼ 800 cm−1 also exists). All these branches should be Raman active if their
electron–phonon couplings (EPCs) are ignored [81, 83, 86–88]. However, only
a single D band is observed [76]. In the molecular approach [74,75,77,89], the
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Fig. 9. Phonon dispersion of graphene calculated by DFPT [18] compared with
the inelastic X-ray scattering data of [85]. The lines emphasize the presence of the
two Kohn anomalies at Γ and K

D band was assigned to the highest optical branch near K. This assignment
is based on symmetry and on the large Raman cross section of large aro-
matic molecules. However, this assignment was initially disputed [81, 83, 86–
88]. In fact, the measured linear D band dispersion with excitation en-
ergy [81] seemed at odds with the flat, or even negative, slope of the high-
est optical branch near K given by previous calculations [90–94]. Many au-
thors [81, 83, 86–88] therefore initially attributed the D band to the doubly
degenerate, linearly dispersive 1200 cm−1 E′ mode at the K point. Piscanec
et al. [18] finally confirmed the attribution of the D band to the highest optical
(A1) branch near K (K–A′

1) [76, 77, 89, 90]. Indeed, theoretical calculations
have shown that the A′

1 branch has by far the biggest EPC amongst all the
K point phonons [20]. Secondly, the K–A′

1 branch exhibits linear dispersion
near the K point (Fig. 9). A Kohn anomaly at K is the physical origin of
this linear dispersion, which is in quantitative agreement with the measured
D-band dispersion [81].

In general, atomic vibrations are partially screened by filled electronic
states. In a metal, this screening is determined by the shape of the Fermi
surface and can change rapidly from one point to another in the Brillouin
zone (BZ). The consequent anomalous behavior of the phonon dispersion
is called a Kohn anomaly [95]. Kohn anomalies may occur only for phonon
wavevectors q such that there are two electronic states k1 and k2 on the Fermi
surface, where k2 = k1 + q [95]. In graphene, the gap between occupied and
empty electronic states is zero at the six corners of the BZ (K and K ′).
These points are connected by a vector of length K. Thus, Kohn anomalies
can occur for q = 0(Γ ) or q = K (Fig. 9 [18]). The cusps in ω(q) calculated
at q = 0 or q = K cannot be described by a finite set of interatomic force
constants [18]. Interestingly, for a given value of q, the Kohn anomalies are
present only in the highest optical branches. This can be understood from
the details of the EPC [18–21].
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3.2 Electron–Phonon Coupling from Phonon Dispersions
and Raman Linewidths

Electron–phonon coupling (EPC) is important to the properties of graphene
and nanotubes. Ballistic transport, superconductivity, excited-state dynam-
ics, Raman spectra and phonon dispersions all fundamentally depend on it. In
nanotubes, the EPC of the optical phonon is also extremely relevant, since
electron scattering by optical phonons sets the ultimate limit to high-field
ballistic transport [21, 96–99]. Many contradicting tight-binding calculations
of EPC for optical phonons in graphene and nanotubes are in the litera-
ture [97, 100–103] (see Table II of Ref. [19] for a summary).

References [18,20] presented DFT calculations of graphene optical phonons
and the EPC, as well as a strategy for their experimental determination. The
presence of the Kohn anomalies is revealed by two sharp kinks in the phonon
dispersion ω(q) (Fig. 9). Their slope S is proportional to the ratio of the
square of the EPC and the electronic π band slope β [18]:

SLO
Γ =

√
3�a2

0

8MωΓ β
EPC(Γ )2 , (8)

and

STO
K =

√
3�a2

0

8MωKβ
EPC(K)2 , (9)

where β = �vF = 5.52 ÅeV, M is the carbon atomic mass, and ωΓ and ωk

are, respectively, the frequency of the E2g phonon at Γ and the K–A′
1 pho-

non. The experimental phonon dispersion therefore can be used to measure
the EPC [18–20].

An alternative strategy for the EPC measurement is based on the analysis
of the G-peak linewidths. The EPC is the major source of broadening for
the Raman G band in graphite, graphene and for the G− peak in metallic
nanotubes [19, 20].

In a perfect crystal, the Raman linewidth γ, or inverse phonon life-
time, is determined by the anharmonic terms in the interatomic potential
and the EPC, i.e., γ = γan + γEPC, in which γan is always present and
γEPC is important only in metals since the carrier density interacting with
phonons would be very low for semiconductors. If γan is negligible or oth-
erwise known, measuring the linewidth is a simple way to determine the
contribution from EPC. This is the case in graphene, graphite and metallic
carbon nanotubes, where γan is much smaller than γEPC [20].

From Fermi’s golden rule, γEPC
0 can be described by a simple analytical

formula [20]:

γEPC
0 =

√
3�

2a2
0

4Mβ2

[
EPC(Γ )

]2
, (10)



690 J.-C. Charlier et al.

provided that the conservation of energy and momentum is fulfilled (i.e.,
q ≤ �ωΓ /β). Otherwise, γEPC

0 = 0. This condition is satisfied by the Raman
G peak of undoped graphite and graphene. On the other hand, the double-
resonant D′ mode close to G does not satisfy this criterion. Indeed, the D′

peak is sharper than the G peak [104]. The experimental G bandwidth full
width at half-maximum (FWHM(G)) of graphite and undoped graphene is
∼ 13 cm−1 [20,105]. Temperature-dependent measurements show no increase
of FWHM(G) in the 2 − 900K range [105]. Accounting for a Raman spec-
trometer resolution of ∼ 1.5 cm−1, this implies that the anharmonic contribu-
tion is lower than the spectral resolution. Thus, γEPC

0 (G)∼ 11.5 cm−1. Then,
from (10), [EPC(Γ )]2 ∼ 47 (eV/Å)2. This compares very well with DFT
calculations [19, 20], further supporting a small γan.

Finally, [17, 106] extended (10) to finite doping (εF �= 0, εF being the
Fermi level):

γEPC = γEPC
0

[
f

(
−�ω0

2
− εF

)
− f

(
�ω0

2
− εF

)]
, (11)

where f(E) is the Fermi–Dirac distribution. Note that, even for zero dop-
ing, (11) predicts a significant decrease of γEPC with temperature. Since the
anharmonic contribution to the FWHM is much smaller than γEPC, (11)
predicts a net decrease of FWHM(G) with temperature, in contrast to what
happens in most materials. This unusual trend was indeed observed re-
cently [105].

3.3 The Raman Spectrum of Graphene
and n-Graphene Layer Systems

Figure 8 shows that the two most intense features in the Raman spectrum
of graphene are the G peak at ∼ 1580 cm−1 and a band at ∼ 2700 cm−1,
historically named G′, since it is the second most prominent band always
observed in graphite samples [80]. However, we now know that the G′ band
is due to second-order Raman scattering at ω = ω1(q) + ω2(−q), where
q ∼ K and ω1 = ω2 = ωD. Thus, we refer to the G′ band as the 2D band.
Figure 8 also shows another peak at ∼ 3250 cm−1. Its frequency is higher
than double the G-peak frequency, thus it is not the second-order scattering
of G phonons. This peak has been identified with the second-order scattering
of the intravalley D′ band discussed above. Thus, for consistency, we call it
the 2D′ band. Figure 8b shows a significant change in the shape and intensity
of the 2D band of graphene compared to bulk graphite. The 2D band in bulk
graphite consists of two components 2D1 and 2D2 [78, 80], roughly 1/4 and
1/2 of the intensity of the G band, respectively. Graphene has a single, sharp
2D peak, roughly 4 times more intense than the G peak.

Figure 10 shows the evolution of the 2D band in nGLs as a function of
the number of layers for 514.5 nm excitation [72]. Bilayer graphene (n = 2)
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Fig. 10. Left and Center: Raman spectra for the G band (left) and for the 2D-
band (right) of nGL with varying n. Right: The DR process for the 2D peak in
(A) graphene and (B) bilayer graphene

has a much broader and upshifted 2D band with respect to graphene. The
shape of this band is quite different from that of bulk graphite. It can be
well fitted by 4 components, 2D1B, 2D1A, 2D2A, 2D2B, two of which, 2D1A

and 2D2A, are more intense than the other two, as indicated in Fig. 11.
Increasing the number of layers further leads to a significant decrease of the
relative intensity of the lower-frequency 2D1 peaks. The Raman spectrum
of an nGL of more than 5 layers becomes hardly distinguishable from that
of bulk graphite [72]. In contrast, the shape of the G band does not change
with the number of layers. However, a slight frequency upshift can be seen
in the case of graphene. This is due to a combination of self-doping [17], as
discussed later, and the fact that the frequency of the Raman active phonon
in graphene is slightly higher than in graphite, due to mode splitting (see
lower panel of Fig. 1 in [18]).

Figure 12 shows the effect of laser excitation energy on the shape and
position of the 2D band [107]. Spectra for n = 1–4 are shown in three panels
corresponding to excitations at 785 nm (left), 514.5 nm (middle) and 488 nm
(right). These spectra are fitted to four Lorentzian components (2D1A, 2D1B,
2D2A, 2D2B) as described above. The relative intensities of these components
within the 2D manifold change with laser excitation energy. The simple, near-
Lorentzian lineshape of the n = 1 band is preserved and a shift in peak
position of ∼ 100 cm−1/eV with increasing excitation energy is observed [72,
83, 89, 108].

Figure 13 shows the peak-position shift with layer number n for the 3rd-
order Raman band near 4270 cm−1 [109]. The spectra were collected with a
514.5-nm excitation and the ∼ 4270 cm−1 band is identified with a three-
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Fig. 11. The four components of
the 2D peak in bilayer graphene
at two laser-excitation wave-
lengths [72]

Fig. 12. Excitation dependence of the 2D band for n = 1–4 nGLs supported on
SiO2:Si
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Fig. 13. 3rd-order Raman bands assigned to 2D+G phonons. Left: HOPG and
n = 1–5 supported on SiO2:Si. Right: Band position vs. n. Data collected with
514.5-nm excitation

phonon process in which 2D phonons (∼ 2 × 1350 cm−1) and one G phonon
(∼ 1580 cm−1) are created simultaneously in the scattering process. We call
this band 2D+G. The left panel shows the n dependence of the lineshape and
the right panel displays the n dependence of the band maximum. As can be
seen in the left panel, graphene exhibits a nearly symmetric 2D+G band that
asymmetrically broadens to lower frequency and upshifts with increasing n.
The shape of the band remains simple in character. This 3rd-order band
appears to afford a means to determine the number of layers in the nGL (as
shown in the right panel). Therefore, for low n, the frequency rises steeply
and then crosses over to an almost linear upshift with further increases in n
(the dashed curve in the figure is a guide to the eye).

The excitation-energy dependence of the 3rd-order (2D+G) band is shown
in Fig. 14 for 514-nm (left panel) and 488-nm (right panel) excitation. In both
panels, the 3rd-order Raman band shifts to higher frequency with increasing
layer number. The band dispersion of 93 cm−1/eV with excitation energy is
consistent with its identification as a 3-phonon 2D+G process. That is, the
frequency upshift with increasing excitation energy tracks that of the 2nd-
order 2D band (the G-band remains fixed, independent of excitation). Other
overtones up to ∼ 6000 cm−1 were also identified [110].

Ferrari et al. [72] explained why graphene (1GL) has a single 2D band,
and why this band splits into four components in bilayer graphene and evolves
into two distinguishable components in bulk graphite (see Fig. 10b). The 2D
Raman band in graphene is due to two phonons with opposite momenta in
the highest optical branch near the K point [18, 76, 77]. The resulting 2D
frequency is twice that of the scattering phonons, whose q is determined
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Fig. 14. Excitation dependence of the 2D+G band for n = 1–4. nGLs supported
on SiO2:Si

by the DR condition (Fig. 10B). In bilayer graphene, the interlayer inter-
action causes the π and π∗ bands to divide into two hole and two electron
bands, with a different splitting for electrons and holes (Fig. 10B). Amongst
the 4 possible optical transitions, the incident light couples more strongly the
two transitions shown in Fig. 10B. The two almost degenerate phonons in the
highest optical branch couple all electron bands amongst them. The resulting
four scattering processes involve phonons with momenta q1B, q1A, q2A, and
q2B, as shown in Fig. 10B. These wavevectors correspond to phonons with dif-
ferent frequencies, due to the strong phonon dispersion around K [18]. They
produce four different peaks in the Raman spectrum of bilayer graphene [72].

3.4 Doped Graphene:
Breakdown of the Adiabatic Born–Oppenheimer Approximation

Doping moves εF and changes the Fermi surface of graphene. The Kohn
anomaly then moves away from q = 0. Thus, since first-order Raman scat-
tering probes q = 0 phonons, intuitively we might expect the G peak to stiffen
with electron or hole doping. Indeed, this response is reported in [17, 111].
There, the graphene sheet was supported on a SiO2:Si substrate and the
doping level was controlled by applying a gate voltage. The G peak up-
shifts for both hole and electron doping. Figure 15 plots the G-peak position
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Fig. 15. (A) G peak position as a function of electron concentration at 200 K.
(dots) measurements; (horizontal-dashed line) adiabatic Born–Oppenheimer; (line)
finite-temperature nonadiabatic calculation. The minimum observed in the calcula-
tions at ∼ 1012/cm2 occurs when the Fermi energy equals half of the phonon energy.
(B) FWHM(G) at 200 K as a function of electron concentration. (dots) measure-
ments; (line) theoretical FWHM of a Voigt profile obtained from a Lorentzian
component given by (11), and a constant Gaussian component of ∼ 8 cm−1 [17]

and FWHM measured at 200K as a function of electron doping. The trends
in Fig. 15 are similar to those reported in [111] at 10K.

The trend in the FWHM is fully consistent with the prediction of (11).
The upshift of the G peak with doping can be understood by extending
the DFT calculations of [18] to include beyond-Born–Oppenheimer correc-
tions to the dynamical matrix [17]. The detailed theoretical analysis of this
case is reported in [106, 112, 113].

The adiabatic Born–Oppenheimer approximation (ABO) has been stan-
dard in describing the interaction between electrons and nuclei since the
early days of quantum mechanics [16]. ABO assumes that the lighter elec-
trons adjust adiabatically to the motion of the heavier nuclei, remaining in
their instantaneous ground states. ABO is well justified when the energy gap
between the ground and excited electronic states is larger than the energy
scale of the nuclear motion. The use of ABO to describe lattice motion in
metals is, therefore, questionable. Nonetheless, the ABO has proven effective
for the determination of chemical reactions, molecular dynamics and phonon
frequencies in a wide range of metallic systems.

Quite remarkably ABO fails in graphene [17]. Indeed, the inverse of the
G-peak pulsation is ∼ 3 fs, which is much smaller than the typical electron-
momentum relaxation time, which was estimated to be a few hundred fs
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Fig. 16. G-band frequency vs. 1/n. Spectra excited with 5 14.5-nm light and col-
lected from nGLs supported on a single SiO2:Si substrate. The straight line is
obtained by a least-squares fit. Data on the same set of nGLs were collected from
several spots well removed from the edge of the flake

from the electron mobility in graphene [39] and ultrafast spectroscopy in
graphite [114, 115]. Thus, electrons do not have time to relax their momenta
to reach the instantaneous adiabatic ground state, as assumed in ABO. The
nonadiabatic Born–Oppenheimer calculation for the G-band shift Δω with
εF can be described analytically [106]:

�Δω =
�A〈D2

Γ 〉F
πMω0(�vF)2

[
|εF| +

�ω0

4
ln

(∣∣∣∣ |εF| − �ω0
2

|εF| + �ω0
2

∣∣∣∣
)]

, (12)

where A = 5.24 Å
2

is the graphene unit-cell area and ω0 is the frequency of
the G peak in the undoped case. This equation is derived for T = 0. However,
the result of (12) can be extended to any finite temperature T [17,106], giving
reasonable agreement with the experimental data shown in Fig. 15.

A systematic upshift in the position of the G band with increasing 1/n
was reported for nGLs supported on SiO2:Si substrates [72, 116, 117]. This
behavior is plotted in Fig. 16. Shown there are the results of many spectra
collected from nGLs on the same substrate. In most of the cases, a single
nGL was measured several times, but with the laser focused on a spot of
∼ 1μm2 at different locations on the film. n was determined via atomic
force microscope z-scans [116]. Although there is a significant amount of
scatter in the G-band position for a fixed n, a 1/n dependence of the G-
band frequency is evident. The solid line in the plot is a least-squares fit to
the data, which indicates a 5-cm−1 upshift of the G band from its location
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in highly oriented pyrolytic graphite (HOPG) to that for n = 1 graphene.
Gupta et al. proposed that the upshift may be due to an n-dependent bending
of the nGL as it is attracted to the oxide surface and tries to conform to the
surface roughness of the substrate, which is about 2 nm. However, as discussed
above, this trend might be due to the diminishing influence of self-doping
with increasing n [118, 119]. Indeed, measurements on a variety of single
layer graphene have shown a G peak position variation of 13 cm−1, much
bigger than that reported between single and multi-layer graphene [118,119].
Another consequence of doping is the significant decrease of I(2D)/I(G), with
respect to the undoped case [120].

4 Implications for Phonons and Raman Scattering
in Nanotubes

4.1 Adiabatic Kohn Anomalies

Graphene has been used as a model for the calculations of the electronic
and vibrational properties of carbon nanotubes. However, a SWNT can be
either metallic or semiconducting, whereas graphene is a semimetal/zero-
gap semiconductor. The differences between graphene and SWNTs can be
explained in terms of curvature and confinement [19]. Curvature effects arise
because in a nonplanar geometry the C–C bonds in SWNTs assume a mixed
σ–π character. Confinement effects arise because the electronic wavefunctions
in a SWNT have to be commensurate to the tube circumference, resulting
in the quantization of the electronic momentum component perpendicular to
the tube axis.

Neglecting the effects of curvature, it is thus possible to map the elec-
tronic states of a SWNT onto those of graphene. It has been shown that
folding the electronic structure of graphene to describe the band structure
of SWNTs produces accurate results for tubes with diameters larger than
0.8 nm [121, 122]. This technique is known as electronic zone folding (EZF).
In the past, a similar technique had also been applied to phonons. This goes
under the name of phonon zone folding (PZF). However, as discussed in
Sect. 3.1, phonon dispersions of graphene are affected by two Kohn anomalies,
which occur only in metals. Thus, Kohn anomalies cannot be present in semi-
conducting SWNTs, while they can be enhanced in metallic SWNTs because
of their reduced dimensionality [19, 20]. As a consequence, PZF may not be
suitable for the description of the phonon dispersion of metallic SWNTs close
to the Kohn anomalies. Even for semiconducting SWNTs, PZF of graphene
may not be precise, since PZF does not have Kohn anomalies [19]. However,
neglecting the effects of curvature, phonons of SWNTs can be obtained from
the phonons of a flat graphene sheet, if the calculation is done by perform-
ing the electronic Brillouin-zone integration on the lines of the electronic zone
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Fig. 17. Phonon dispersion of the modes for a (11,11) SWNT derived from the
graphene E2g branch. The dots are the results of static PZF calculations. The
dotted and solid lines are obtained with analytical models based, respectively, on
the adiabatic and nonadiabatic description of phonons [19]

folding [19,20]. This approach allows the description of all the effects of quan-
tum confinement, and can be used to compute phonon dispersions of tubes
with a diameter larger than 0.8 nm, which are typical in experiments.

4.2 Nonadiabatic Kohn Anomalies

Nonadiabatic effects lead to a deep modification in the description of the
Kohn anomalies (KAs) [17, 19, 106]. Using the zone-folding approach of [19,
20], it is possible to obtain the theoretical description of the KAs in metal-
lic SWNTs within the adiabatic (static) and nonadiabatic (dynamic) ap-
proaches. These results should then be corrected for curvature effects, as
shown by [19]. Figure 17 compares the modes derived from the graphene
E2g in a (11,11) metallic SWNT, calculated using a static and a dynamic
description of the phonons. In the first case, only the LO mode is affected
by a Kohn anomaly, centered at q = 0(Γ ). On the other hand, calculations
performed with the dynamic, time-dependent approach show the presence of
the anomalies for both the LO and the TO modes, respectively, and predict
the anomalies to be shifted from Γ [19].

4.3 The Raman G Peak of Nanotubes

In SWNTs, the doubly degenerate Raman-active E2g mode of graphene splits
into two dominant phonons. As shown in Fig. 18, such modes are polarized,
respectively, along the tube axis (longitudinal mode) and along the tube
circumference (tangential mode), and are usually referred to as the LO and
the TO modes [19].

In the 1550–1590 cm−1 region, the Raman spectra of SWNTs are char-
acterized by the presence of two distinct features: the so-called G+ and G−
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Fig. 18. Left: G-band of semiconducting and metallic SWNTs. Semiconducting
tubes are characterized by two sharp peaks. Metallic tubes show a characteristic
broad, downshifted G− peak [123]. Right: LO and TO phonon modes of SWNTs
derived from the E2g phonon of graphene

peaks. These peaks are due to the LO and TO modes, and their shape and po-
sition strongly depend on the electronic properties of the tubes. The G band
of a metallic and of a semiconducting SWNT [123] are compared in Fig. 18.
In semiconducting tubes, both the G+ and the G− peaks appear as sharp
Lorentzians, centered, respectively, at ∼ 1590 cm−1 and ∼ 1570 cm−1. The
G+ peak is usually more intense than the G−, and its position is nearly inde-
pendent of the tube’s diameter, whereas the position of the G− peak decreases
for decreasing tube diameter. On the other hand, in metallic tubes, the G−

peak is usually rather intense, very broad, and downshifted with respect to
its counterpart in semiconducting tubes.

In semiconducting tubes, the splitting between the LO and the TO modes
is usually explained in terms of curvature. Indeed, the σ–π mixing of the C–C
bonds along the circumference results in a softening of the TO mode with
respect to the LO, accounting for both the splitting of the peaks and the
diameter dependence of the G− position.

For metallic tubes, different theories have been proposed. The first at-
tempt to explain the broadened, downshifted G− in metallic SWNTs was
based on a Fano resonance between the TO phonon and the plasmons in
metallic tubes [124, 125]. However, this model neglects both the presence of
Kohn anomalies in the phonon dispersion of metallic SWNTs, and the role of
the electron–phonon interaction. Indeed, it is possible to show, as discussed
in Sect. 4, that the G− peak of metallic SWNTs is strongly influenced by the
effects of EPC [19, 20]. Modeling the EPC in metallic SWNTs by using the
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Fig. 19. Comparison between the computed frequency of the LO and the TO pho-
non in SWNTs (lines) and the experimental position of the G+ and the G− Raman
peak in metallic and semiconducting tubes as measured by various authors [19]. Cal-
culations include the dynamic effects and a correction for the curvature effects [19]

same tight–binding model as was used for graphene, it is possible to show
that the EPC affects the LO mode only and acts in two different ways. First,
it is responsible for the onset of a Kohn anomaly resulting in a strong down-
shift of the LO frequency. Secondly, in agreement with the Fermi golden rule,
it reduces the LO–phonon lifetime, resulting in an increase of the phonon
linewidth. Consistent with this view, the G− peak in metallic tubes does not
originate from a curvature-downshifted TO phonon, as in semiconducting
tubes, but is derived from an EPC-affected LO mode [19, 20]. The prediction
given by the dynamic, time-dependent model can be compared with the data
from Raman spectroscopy. Figure 19 shows that the calculated frequencies of
the TO and LO modes in metallic SWNTs are in reasonable agreement with
the position of the G+ and G− Raman peaks. This suggests that the G+

and G− peaks of metallic nanotubes should be assigned to TO (tangential)
and LO (axial) modes, the opposite of semiconducting nanotubes [19, 20].

In SWNTs, due to the reduced dimensionality, the nonadiabatic contribu-
tions are essential to describe the phonons [19] and they should be more im-
portant in the case of doped SWNTs [22]. Thus, the shape of the G peak will
be affected by doping in a similar fashion to doped graphene. Furthermore,
due to energy conservation, measuring a metallic nanotube off resonance can
result in a sharp G− feature. We can thus simply understand the reason
for the large variety of G− lineshapes reported in the literature. Finally, the
nonadiabatic Kohn anomaly at Γ also explains the observed electronic tem-
perature dependence of the Raman spectra [19].

It is important to note the following on the shape of the G− peak [20].
The peak shape observed in an actual experiment depends on the coupling
between the experimental probe and the system, as discussed in the seminal
paper by Fano [126]. Indeed, if the laser couples not only to the G− phonon,
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but also to the continuum that broadens the phonon, the Raman spectrum
shows an asymmetric Fano profile [126]. Thus, the detection of an asym-
metric Fano profile in a Raman measurement gives information on how the
electromagnetic radiation couples to the system, but not on the origin of the
broadening. Here, we discussed how the broadening of the G− peak in metal-
lic nanotubes can be mainly attributed to the coupling of the LO phonon
to the continuum of the electron–hole excitations, not to phonon–plasmon
coupling. This does not imply that a Fano-like profile cannot be observed in
experiments.

5 Outlook

In the past two years, tens of papers have been published and more than 600
papers have been posted on graphene. Thus, by no means could we give a
comprehensive review of this fast-moving field in the limited space available
here. So, we have focused on the basic electronic and phonon properties of
graphene and their relation to nanotubes.

Even if graphene research is at the beginning, scientists can now exploit
the large amount of expertise acquired in the study of carbon nanotubes.
Almost all the experiments reported on nanotubes are now being performed
on graphene. These range from transistor fabrication, to nanoelectromechan-
ical assemblies, to spin transport to optoelectronics. Furthermore, bilayer and
few-layer graphene samples could lead to a variety of interesting new physics
and applications. A research area that is still largely unexplored is the growth
of graphene layers on a substrate of choice. Large-scale deposition of graphene
is the needed breakthrough to make this new material viable for electronic
applications. Once this is achieved, standard top-down processes could be
utilized for large-area production of devices. This is a major advantage com-
pared to nanotubes, for which on-demand chirality is still a dream.
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Abstract. This review explores the state-of-the-art applications of various kinds
of carbon nanotubes. We will address the uniqueness of nanotubes that makes them
better than their competitors for specific applications. We will discuss several ex-
amples of the already existing commercial uses of nanotubes and then point out
feasible nanotube applications for the near term (within ten years) and the long
term (beyond ten years). In our discussions of the applications, we will distinguish
between the various kinds of nanotubes in play today, ranging from multiwall nano-
tubes having different degrees of perfection to the near-perfect molecular single-wall
nanotubes. The last decade of research in this field points to several possible ap-
plications for these materials; electronic devices and interconnects, field emission
devices, electrochemical devices, such as supercapacitors and batteries, nanoscale
sensors, electromechanical actuators, separation membranes, filled polymer com-
posites, and drug-delivery systems are some of the possible applications that have
been demonstrated in the laboratories. We further discuss the status of this field
and point out the value-added applications that exist today versus the revolution-
ary applications that will ensue in the distant future. The opportunities, challenges
and the major bottlenecks, including large-scale manufacturing for nanotube ma-
terial, will be identified as we define the applications space for nanotubes. We will
also consider some of the recent concerns regarding health, environment as well as
handling and safety protocols for carbon nanotubes.

1 Introduction

The combination of structure, topology, and dimensions creates a host of
physical properties in carbon nanotubes that are unparalleled by most known
materials. After a decade and a half of research efforts, these tiny quasi-
one-dimensional structures show great promise for a variety of applications
areas, such as nanoprobes, molecular reinforcements in composites, displays,
sensors, energy-storage media, and molecular electronic devices [1–3]. There
have been great improvements in synthesis and purification techniques, which
can now produce good-quality nanotubes in large quantities. There is a vast
and enticing database from theoretical calculations and experiments that
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Springer-Verlag Berlin Heidelberg 2008



14 Morinobu Endo et al.

predicts several unique opportunities for nanotube applications based on their
properties. At this juncture, when one looks at the applications landscape for
nanotubes and nanotube-based products, it seems appropriate to divide this
landscape into three categories based on timelines: present applications that
are already in the marketplace, near-term applications that will succeed in
the marketplace in the next ten years, and long-term applications beyond
the ten-year horizon. In the next several sections of this review we will deal
with various applications where nanotubes have shown promise, within the
perspective of this timeline. The summary at the end of this review (see
Sect. 3) captures the big picture of carbon-nanotube applications. At the
outset we would like to state that beyond these clearly visible practical uses
there have been tremendous advances in the understanding of the physics and
chemistry of carbon systems and this material has acted as a front runner
for the whole field of nanotechnology, attracting much attention from the
academic community and industry alike.

In some sense, carbon nanotubes came following the footsteps of what was
a unique discovery in carbon science, the C60 fullerene molecule [4]. Although
the fullerenes could stimulate and motivate the large scientific community,
their applications remain at large to date. On the other hand, graphite and
carbon fibers [5], the larger analogs of nanotubes, have been commercially
used for decades. Their applications range from use as conductive fillers and
mechanical structural reinforcements in composites (e.g., in the aerospace in-
dustry) to electrode materials (e.g., in batteries) (see Table 1). Although the
primary bonding in graphite, carbon fibers and nanotubes is the same (the
sp2-hybridized, hexagonal honeycomb lattice); nanotubes are distinguished
from the other carbon forms by their unique morphology, dimensions and
defects. Carbon nanotubes approach the theoretical inplane properties of
graphite, which, based on the defect-free carbon–carbon bond, provide the
strongest bonding in nature. The exceptionally high modulus, electrical and
thermal conductivity and elasticity of planar graphite are all reflected in the
inherent properties of nanotubes, and several of the other contributions in
this book have been devoted to describing these. The issues we want to discuss
in this review are different; after a few decades of research and development
of the nanotube material (starting from early reports by Endo and cowork-
ers [6]), where do we now stand in terms of applications and what are the
real commercial prospects for this material? What are the real challenges that
still impede progress towards applications for nanotubes? Will the promises
of the early days of nanotube reporting hold out and will nanotubes actu-
ally emerge as the leading material in the nanotechnology revolution that we
foresee?

To discuss the above issues, it is imperative that we identify what we call
nanotubes today with some discrimination. There are essentially two cate-
gories of nanotubes that are prevalently used today [7]. The multiwall carbon
nanotubes (MWNTs), which have shown the most promising appearance to
the marketplace in recent times, date back to early reports of Endo in the late
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Table 1. Some of the main applications of traditional graphite-based materials
including carbon fibers

Traditional graphite material Commercial applications

Graphite and graphite-based products Materials-processing applications such
as furnaces/crucibles, large electrodes
in metallurgical processes, electrical
and electronic devices such as electric
brushes, membrane switches, variable re-
sistors, etc., electrochemical applications
for electrode materials in primary and
secondary cells, separators for fuel cells,
nuclear fission reactors, bearings and
seals (mechanical) and dispersions such
as inks. (Estimated market: 13 billions
USD)

Carbon-fiber-based products
Carbon-fiber composites (Total market:
∼ 1 billion USD: Aerospace (70 %),
sporting goods (18%), industrial equip-
ment (7 %), marine (2 %), miscellaneous
(3 %))

Carbon–carbon composites
High-temperature structural materials,
Aerospace applications such as missile
nose tips, re-entry heat shields, etc.,
Brake-disc applications (lightweight,
thermal conductivity, stability), Ro-
tating shafts, pistons, bearings (low
coefficient of friction), Biomedical
implants such as bone plates (bio-
compatibility) (Estimated market:
202 million USD).

1970s. These were catalytically grown (by chemical vapor deposition; CVD)
multilayer graphitic tubular structures that could be further annealed to de-
crease their defect density. The dimensions of these were typically several
tens of nanometers in diameter, but occasionally smaller structures includ-
ing single-layer tubular structures were also observed. In the early 1990s,
Iijima and others [8, 9] showed that the high-temperature arc-discharge pro-
cess could produce smaller, highly graphitized multiwall structures. Then
came the discovery of single-wall nanotubes (SWNTs) [10, 11] in 1993 by the
NEC and IBM groups that suggested that catalytic vapor deposition can be
controlled to make single-layer tubular structures of graphene with diameters
as small as 1 nm. The ability to grow such small defect-free graphene tubes
prompted people to suggest various applications for these structures, includ-
ing that of electronic devices; features such as chirality, defect-free structure
and small dimensions showed possibilities of their use as quantum wires.
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Carbon-based fibrillar structures at that point crossed over from the tra-
ditional graphite-like material to molecular structures with an applications
domain expanding into nontraditional areas like nanoelectronics. Today, we
are able to make nanotubes with a precisely tuned number of layers, such as
SWNTs and double-wall nanotubes (DWNTs) and a lot of progress has oc-
curred in the scalable synthesis of this material. It is also possible these days
to synthesize in large quantitites carbon nanotubes that are uniformly doped
with elements such as nitrogen and these hold promise for specific applications
(see the contribution by Terrones et al.). When the applications of nanotubes
are considered, they divide between the traditional (where nanotubes provide
value addition compared to carbon fibers and other carbons) and nontradi-
tional (where nanotube applications provide unique applications) uses, often
delineating the timeline expected for applications.

2 Applications of Carbon Nanotubes

The last couple of decades of work in fullerenes and nanotubes promised an
amazing range of applications for these materials [1–3]. However, these new
concepts and ideas for applications of carbon nanomaterials have had a lim-
ited success in the marketplace, mainly due to issues in processing, scaleup
and more importantly due to the inability to properly assess the time frame
that is needed to take new products to market, in particular if these prod-
ucts result in disruptive technologies. Many of the applications of fullerenes
and nanotubes conform to this class, be it drug delivery using fullerenes or
nanoelectronics using nanotubes. In addition, there are intrinsic challenges
at the nanoscale (assembly, role of interfaces, contacts, etc.) which have also
slowed the pace of progress in the applications of these new materials.

At the same time, there are a few applications of nanotubes that are
indeed commercialized today. The best examples of present bulk applications
of CNTs are the use of CVD-grown large multiwall nanotubes in lithium-ion
batteries and in plastics for electrostatic discharge applications. Both of these
applications do not utilize the spectacular mechanical or electronic properties
of perfect nanotubes, but function as additives that add value to the products
(mechanical stabilizing in batteries and dissipation of static electric charges in
plastics). These applications cater to large volumes of nanotubes and the need
has driven large-scale manufacturing of this material in the last few years.
Today, the bulk volumes of manufactured MWNTs reach a few hundred tons
per year. The situation of SWNTs is different with the volume of material
produced per year not exceeding a few kilos. There are some indications that
suggest that there could be a quantum leap in the production of SWNTs
in the next few years but the drive towards this will depend on demand for
this material in specific areas of applications. One potential application for
SWNTs that would require large quantities of material is the field emission
display, which has been widely talked about as the first major application of
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SWNTs; and prototypes have been demonstrated by large companies such as
Samsung and Motorola. However, the product has not been commercialized
yet, for reasons that are unknown.

This section in this chapter will deal with important application areas
of both MWNTs and SWNTs. The major applications that arise from the
intrinsic advantage of nanotubes will be considered in the broad areas of
electronics, energy, composites, sensors, field emission, biology and other mis-
cellaneous fields. In each of these distinct areas, the prospects of nanotubes
will be described based on their known attributes, demonstrated abilities
and state-of-the-art efforts that have been invested in these materials. The
main theme of this chapter will be described in these subsections, pointing
out whether the applications are imminent or long term. We hope that the
readers gain a better understanding of carbon nanotube applications, includ-
ing current challenges and potential uses in future technologies. In the final
sections, some of the health and environmental effects of nanotubes will be
considered. There has been a lot of scrutiny in recent times on the adverse
effects of nanotubes (and nanomaterials in general) to health. Although the
issue still needs systematic and long-term evaluation to properly understand
the effects, it is worth pointing out what the thinking is on this issue at the
present time. In the concluding section, we will make a conscious effort to
list nanotube applications from two separate points of view; bulk vs. limited-
volume applications and short-term versus long-term applications. These will
act as a guide for readers to follow the application pathways for nanotubes in
the years to come. The success of these possibilities will depend on whether
some of the technical challenges described in this and other reviews elsewhere
in the book can be addressed and solved within realistic time frames.

2.1 Carbon Nanotubes in Electronics

It should be pointed out that the integration of nanotubes into electronic
devices still is a long-term application with the prospect of commercial prod-
ucts beyond the ten-year time frame. However, nanotubes (in particular,
SWNTs) have emerged as a promising class of electronic materials due to
their nanoscale dimensions and outstanding properties, such as ballistic elec-
tronic conduction [12, 13] and insensitivity to electromigration [14, 15]. Both
metallic and semiconducting SWNTs are found to possess electrical charac-
teristics that compare favorably with the best electronic materials presently
available. The recent advances in the separation [16, 17] of SWNTs with dif-
ferent electronic properties has enabled the nanotube community to develop
the field-effect transistors (FET) and interconnects on a large scale (Fig. 1).

In hot pursuit of Moore’s law, semiconductor giants like Intel, IBM, AMD,
UMC and TSMC are commercially manufacturing silicon-based transistors at
the 65-nm technology node (Q1, 2007). Intel intends to commercialize tran-
sistors at the 45-nm technology node by the end of 2007 or early 2008 [19]. By
an evolutionary process, a conservative estimate for the smallest conceivable
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Fig. 1. Left Panel: Top schematic shows the possibility of using carbon nano-
tubes (both MWNT and SWNT bundles) as via interconnects (Courtesy of Georg
Duesberg at Infineon Corporation). The problems that copper faces, such as elec-
tromigration may be overcome by using nanotubes in the vertical configuration.
Bottom figure presents an experimental test showing electromigration studies of a
single multiwall nanotube contacted by two probes [18]. The current-carrying ca-
pacity of nanotubes is exceptionally high. Right Panel: The top image shows the
possibility of growing horizontal networks of single-wall nanotubes on silicon sur-
faces by CVD and the bottom panel shows a FET device that can be constructed
from such a SWNT after properly contacting them with metal in a three-terminal
configuration (bottom image, courtesy of Phaedon Avouris of the IBM Corporation)

silicon transistor at this point is 16 nm, expected to hit markets not prior
to 2018. A revolutionary speedup of this process can be realistically envi-
sioned only if nanotechnology can be controlled on a large scale. Single-wall
carbon nanotubes, with a diameter of ∼ 1 nm, have been demonstrated to
operate as field-effect transistors almost a decade ago, and since then, the
FETs have steadily grown in versatility and promise for future nanometer-
scale electronics.

The earliest works on room-temperature carbon-nanotube transistors
were done simultaneously by the Delft [20] and the IBM groups [21]. They
demonstrated that semiconducting single-wall nanotubes have a channel con-
ductance that can be modified by orders of magnitude (∼ 105) by an exter-
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nally applied gate voltage, very similar to that of a MOSFET. These tube-
FETs or CNT-FETs were generally p-type, and the charge transport was
modulated by the modification of the Schottky barrier height at the electri-
cal contact between the nanotube and the metal electrodes upon application
of a gate voltage. Since then, a number of groups have made progressive
improvements in building n-type as well as ambipolar CNT-FETs. By 2001,
further important progress was made in the integration of nanotubes from
simple transistors to logic circuits. One-, two-, and three-transistor circuits
that exhibit a range of digital logic operations, were demonstrated such as
an inverter, a logic NOR, a static random-access memory cell, and an ac ring
oscillator [22]. The IBM team developed a technique to produce arrays of
carbon-nanotube transistors, bypassing the need to meticulously separate
metallic and semiconducting nanotubes [23]. The next half a decade saw a
flurry of technological advances that demonstrated the usefulness of CNT-
FETs in diverse ways. CNT power transistors were demonstrated to have
20 times less switching resistance and 200 times more current-handling capa-
bility than conventional power MOSFETs. A University of Maryland team
has recently demonstrated that CNTs can have enormous carrier mobility
(∼ 105 cm2/Vs) [23]. Other researchers were able to push the feasibility of
using nanotube FETs at the GHz and THz frequency range. Other inno-
vations like using nanotube Y-junctions to form switches [24], and chemical
functionalization to modify nanotube conductance have given more flexibility
in design consideration for the final chip-making process.

In addition to transistors, nanotubes can also function as interconnects
due to their metallic characteristics. As interconnect feature sizes shrink, cop-
per resistivity increases due to surface and grain-boundary scatterings and
also due to surface roughness [25]. In contrast, carbon nanotubes exhibit a
ballistic flow of electrons with electron mean-free paths of several microme-
ters, and are capable of conducting very large current densities [26]. Carbon
nanotubes have been shown to withstand current densities up to 1010 A/cm2,
exceeding copper by a factor of 1000. A bundle of closely packed parallel
metallic carbon nanotubes, or a large defect-free MWNT are proposed to be
used for the next generation of interconnects. A bundle of 400 SWNTs can
be as narrow as 20 nm in diameter since making a bundle and connecting
the tubes in parallel serves two main purposes. Firstly, connecting in parallel
helps in overcoming the problem of the high value of the contact resistance of
a single nanotube and secondly bundles ensure a lower capacitance compara-
ble to that of a single nanotube, as opposed to the high value for a monolayer
of nanotubes [27]. Moreover, with respect to resistance, nanotubes are favor-
able in high aspect ratio structures like vias, where also the highest current
densities are expected [27]. In addition to the onchip (short as well as via)
interconnects, due to the mechanical flexibility and compliance of nanotube
bundles, they are also being considered for back-end (die to package, in pack-
aging) flexible interconnects and these may be realized in a time frame faster
than the integration of onchip nanotube-based structures. The intrinsic elec-
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tromechanical properties of nanotubes can also be useful in the creation of
probe arrays that have several uses in the microelectronics industry.

As indicated before, many groups have now successfully made FETs with
semiconducting carbon nanotubes as the channel in their transistors [28, 29].
Semiconducting carbon-nanotube FETs have successfully shown an ON to
OFF ratio of conductance, GON/GOFF ∼ 105 [30]. Moreover, thin films of
high-dielectric materials, such as ZrO2 and HfO2 (κ ∼ 15–25), are highly de-
sirable for gate dielectric integration in field-effect transistors as they enable
high ON-state current densities (speed) and low operating power consump-
tions. The integration of high-κ dielectrics, however, has been a challenge
in planar MOSFETs because of the inherent mobility degradation of the
Si channels. A unique advantage of carbon nanotubes is their compatibility
with high-κ dielectrics. The lack of dangling bonds at the nanotube/high-κ
interface and the weak noncovalent bonding interactions between the two
materials prevent any perturbation to the electron transport in nanotubes.

Another important achievement is the development of an electromechan-
ical memory device by Nanterro Inc., a startup company focused on bringing
on the first major electronic application of nanotubes. Owing to their me-
chanical resilience and electrical conductivity, CNTs (carbon nanotubes) can
perform as sensitive nanoelectromechanical devices such as nonvolatile mem-
ory. Using a crossbar layered architecture, Nanterro is developing a bistable
memory device that can be actuated electrostatically [31]. Since direct growth
of such structures is challenging, the structure is made from thin membranes
that are suspended above prefabricated electrodes and it seems that these
devices can be operated at low voltages for millions of cycles at high switch-
ing speed. This device, which is being codeveloped by LSI Logic, is poised to
enter the market in the next few years.

Invisible circuits based on transparent transistors have found broad po-
tential applications in consumer, military, and industrial electronic systems.
The quest for flexible and transparent transistors made from SWNTs has
resulted in several noteworthy achievements [31]. SWNTs have recently been
used to make all of the conducting (i.e., source, drain, and gate electrodes)
and semiconducting layers, respectively, of a transparent, mechanically flex-
ible, thin-film transistor (TFT) [32]. These devices are fabricated on plastic
substrates using layer-by-layer transfer printing of SWNT networks grown
using optimized chemical vapor deposition (CVD) procedures. The unique
properties of the SWNT networks lead to electrical (good performance on
plastic), optical (transparent at visible wavelengths), and mechanical (ex-
tremely bendable) characteristics in these TFTs that would be difficult, or im-
possible, to achieve with conventional materials. Similar work [33] has shown
integration of transparent SWNT electrodes with organic semiconductors to
form flexible TTFTs (transparent thin-film transistors) on plastic substrates.
These devices have shown good electrical properties including negligible con-
tact resistances, mobilities larger than 0.5 cm2V−1s−1, mechanical flexibility
(radii of curvature < 5mm) and optical transparency (70%). In addition,
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there have also been successful attempts at manufacturing ultrathin, trans-
parent, optically homogeneous, electrically conducting films of pure SWNTs
and DWNTs and transferring those films to various substrates [34]. These
films exhibit conductivity and transparency performances equivalent to the
commercially used transparent conductor indium tin oxide (ITO) but have
better transparency in the important infrared bandwidth range. One day, the
transparent nanotube films could replace ITO, at least in applications such
as displays and touch screens and even LEDs at a later stage. The challenge
here is to get relatively high transparency (> 90%) simultaneously with high
conductance.

Some of the existing and near-term electrical applications of nanotubes are
in areas where the high aspect ratio, and high electrical conductivity of nano-
tubes with good dispersion (at a few wt % loadings) in polymer matrices en-
ables excellent electrical percolation leading to electrostatic discharge (ESD)
and electrical-shielding applications [35]. For ESD applications, the nano-
tubes prevent charge buildup on the surface of the insulating plastic. Today,
large (tonnage) quantities of multiwall nanotubes and nanofibrils are man-
ufactured by the company Hyperion Catalysis International and supplied
as premixed material in thermoplastics to the General Electric (GE) com-
pany for use in their engineering plastics that are employed in automobile
body parts. This remains as one of the biggest bulk application of nano-
tubes today. The first commercial applications for MWNTs make use of their
properties to address electrostatic discharge. The applications also include
high-end microelectronics products where static electric discharge from pack-
aging components can destroy electronic chip components. In addition to the
ESD application, electromagnetic interference (EMI) shielding applications
have also been pursued [5] for nanotubes at high loadings, utilizing the ex-
tremely high conductivity of nanotubes. Carbon fibers have been used in this
area and unless nanotubes offer significant advantages compared to the tra-
ditional fillers, it is not clear if nanotube-based plastics would outperform
conventional materials in EMI shielding.

Another area where nanotubes could bring in change (in the 5–10 year
time frame) is in the area of onchip thermal management. High power con-
sumption and the corresponding problem of heat dissipation is one of the
biggest issues in high-performance microprocessors today. There have been
several reports pointing out the record axial thermal conductivity of individ-
ual nanotubes. It has been recently shown by several groups that efficient
cooling can be achieved on silicon chips using aligned carbon nanotube ar-
rays (MWNTs) [36]. Tiny cooling elements can be fabricated and mounted
on chips to enable significantly enhanced power dissipation from the heated
chips and hot spots (Fig. 2). The cooling performance observed for nano-
tube structures makes them viable candidates for onchip thermal manage-
ment. The issue here is that of thermal interfaces where scattering leads to
dissipation of thermal energy. For efficient application, the thermal contact
resistance needs to be decreased. The high thermal anisotropy of nanotube
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Fig. 2. Clockwise from top left: Plot shows the comparison of the thermal con-
ductivity of nanotubes with the best (thermally conducting) materials. The high
thermal conductivity along the tube axis (conductivity is highly anisotropic due to
the structure) allows the material to be used in thermal management, for example,
onchip cooling. The SEM image shows a fin structure constructed from a uniformly
aligned array of MWNTs using laser machining. The fin structure is flipchip bonded
to a silicon substrate on a thermocouple device that has been printed for tempera-
ture measurements. Graph in the bottom panel shows chip temperatures measured
for chip-on-substrate and for the corresponding MWNT 10 × 10 fin array-on-chip-
on-substrate assemblies under various heating powers and N2 flow rates. It was
seen that with the MWNT fin attachment, the cooling efficiency under forced flow
improved by about 20 % [36]

structures (high axial conductivity versus poor transverse conductivity) can
be a challenge or an advantage when designing cooling architectures based
on aligned nanotube structures.

2.2 Carbon Nanotubes in Energy Applications

Conventional carbon materials have been utilized either as the electrode ma-
terials themselves or the conductive filler for the active materials in vari-
ous electrochemical energy-storage systems due to their good chemical sta-
bility and high electrical conductivity. Therefore, it is natural that carbon
nanotubes have been adopted as the preferred alternative electrode mate-



Potential Applications of Carbon Nanotubes 23

Fig. 3. (a) FE-SEM micrographs of the anode sheet containing carbon
nanofibers/nanotubes in a commercial Li-ion battery, and (b) the cyclic efficiency
of synthetic graphite, heat treated at 2800 ◦C, for samples with various weight per
cent nanotubes, in the range 0 to 1.5 V, with a current density of 0.2 mA/cm2 [44]

rial because they have unique electrical and electronic properties, a wide
electrochemical-stability window, and a highly accessible surface area. With
regard to energy generation and storage, nanotubes show great promise in
supercapacitors, Li-ion batteries, solar cells and fuel cells; and energy ap-
plications could become the largest applications domain in the bulk appli-
cation of nanotubes. At the same time, one major energy application that
initially generated a lot of interest for nanotubes, namely hydrogen-storage,
is now considered as not viable because careful studies have shown that the
hydrogen-storage capacity of nanotubes at room temperature is far too low
to generate any practical interest.

The high potential of carbon nanotubes as the electrodes in lithium-ion
batteries (LIBs) has been suggested [37–40] because carbon nanotubes exhib-
ited an increased reversible capacity up to 1000mA h/g [41]. Unfortunately,
the large reversible capacity, the absence of a voltage plateau, and the large
hysteresis, that are observed in a typical hard carbon [42], limited the use of
nanotubes as the electrode material in LIBs. On the other hand, carbon nano-
tubes have been commercialized as the filler of choice for the anode materials
used in LIBs [43]. Homogeneously dispersed carbon nanotubes in synthetic
graphite (ca. 3wt%) give rise to a continuous conductive network as well as
a mechanically strong electrode, resulting in a doubled energy efficiency of
LIBs (see Fig. 3) [44]. Nitrogen-doped CNTs and nanofibers have also shown
efficient reversible energy storage in LIBs (480mAh/g), higher compared to
commercial carbon materials used for LIBs (330mA h/g).

For energy-storage devices other than batteries, supercapacitors have been
extensively and actively investigated because they are able to store and de-
liver energy rapidly and efficiently for a long life cycle via a simple charge-



24 Morinobu Endo et al.

separation process [45]. In addition, their wide range of power capability
makes it possible to hybridize them with other energy-storage devices, such
as batteries and fuel cells. Even though they are being used now in various
types of electronic devices (e.g., memory backup), from computers to vehicles,
their intrinsic low energy density has blocked the maturation of their market.
In this context, supercapacitors with carbon-nanotube electrodes have been
evaluated to increase their energy density [46, 47]. For example, a SWNT
electrode exhibited the maximum reported capacitance of ca. 180F/g and a
power density in the range of 6.5–7Wh/kg [47]. Also, chemically modified
MWNTs are in the early stage of commercialization for use as a conductive
filler for porous carbon materials for high-power supercapacitors [48].

Silicon-based photovoltaics have reached solar-energy conversion efficien-
cies of ∼ 25%; however, this technology requires environmentally hazardous
processing and has proven to be too expensive to replace nonrenewable en-
ergy sources for widespread application. A different option is to use organic
thin films of conjugated polymers, which, although having relatively low con-
version efficiencies (∼ 5%), would be lower in cost compared to silicon-based
technologies. Conjugated polymers are able to absorb a photon and generate
an exciton that can dissociate into an electron–hole pair under the strong
electric field found at polymer/metal interfaces. The most efficient design
for organic solar cells uses a bulk heterojunction composite of a conjugated
polymer with nanoscale electron acceptors forming a percolating network
through the thin film. This maximizes the interfacial area between the metal
filler material and the polymer, which promotes charge separation and allows
conduction of the electrons through the percolating network to be collected
at the electrode. For an organic solar cell to be commercially viable and to
compete with silicon-based technologies it will need to reach an energy con-
version efficiency of 5–10%, have a lifetime of at least 5 years and cost less
than 1/peak watt.

Carbon nanotubes can be a good material for forming bulk heterojunc-
tions in organic solar cells (Fig. 4). Their high aspect ratio allows formation
of a percolating network of nanotubes at low doping levels in a polymer
composite [49, 50]. As one-dimensional nanostructures, nanotubes are also
ideal for electron transport as they exhibit quasiballistic features [51, 52].
The general device design for a bulk heterojunction organic solar cells is a
sandwich structure (Fig. 4) consisting of a transparent conducting electrode,
typically indium tin oxide (ITO) or fluoride tin oxide (FTO), coated on a
glass or PET substrate, a layer of Poly(3,4-ethylenedioxythiophene) (PE-
DOT):poly(styrenesulfonate) (PSS), a layer of the composite material, and a
thermally evaporated electrode on the top of the composite layer, typically
aluminum. Ultrasonication is used to disperse nanotubes in the conjugated
polymer, followed by centrifugation to remove large aggregates. The com-
posite solution is then deposited on the transparent electrode either by drop
casting or spin casting.
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Fig. 4. Sandwich structure of bulk heterojunction organic thin-film photovoltaic
cell. Glass or PET substrate is first coated with ITO or FTO, which is transparent
and conductive. PEDOT:PSS is spin coated on top of the ITO to promote hole
mobility into the electrode. The bulk heterojunction nanotube composite is then
layered onto the device and an aluminum electrode is thermally evaporated on top
of the nanotube composite [50, 51, 53–57]

Kymakis and coworkers [53, 54] first demonstrated in 2002 that SWNTs
dispersed in poly(3-octylthiophene) (P3OT) showed an increase in short-
circuit current, ISC, by 2 orders of magnitude compared to P3OT alone
in an ITO/composite/aluminum sandwiched device. As the light intensity
increases the device also yields larger photocurrents, as expected from an in-
crease in the formation of excitons in the composite materials. In 2005 they
were able to improve the device performance by coating the ITO electrode
with PEDOT:PSS that helps to promote hole injection into the ITO [55].
This device had an increase in power conversion efficiency from 2.5 × 10−5

to 0.1% compared to P3OT alone. By varying the percentage of SWNTs in
the composite the maximum efficiency was found at 1% SWNTs, as higher
loading limited the photocurrent due to a lower photogeneration rate from
the polymer.

Carbon nanotubes have also been utilized in different conjugated poly-
mer matrices with improvement in charge separation and transport. Various
research groups have achieved a 2–6 fold increase in the photoresponse of the
composite compared to the pure polymer [51, 58–65]. Devices of composites
with water-soluble conducting polymers have the potential to lead to more
environmentally benign processing and reduced production costs [59,64]. The
efficiencies of these devices are not high enough to be of much commercial
interest at this point, but this enhancement is promising for long-term devel-
opment.

Bulk heterojunctions of nanotubes in organic conjugated polymers have
led to improved exciton dissociation and charge transport; however, these de-
vices are not optimized to absorb light over the entire solar spectrum. The so-
lar spectrum has a maximum in light intensity between 500–800 nm, but many
semiconducting polymers do not absorb strongly in this region. One approach
to improving the absorption of light in this region is to incorporate organic
dyes with high absorption coefficients at the nanotube/polymer interface that
absorb strongly in the peak intensity region of the solar spectra [66, 67].
Several groups have demonstrated an improvement in SWNT- or MWNT-
based solar cells with this approach. Bhattacharyya et al. [56] reported the
enhancement in device performance by incorporating a dye with aromatic
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pyrenyl groups N-(1-pyrenyl)maleimide (PM) into a SWNT/P3OT device.
Naphthalocyanine (NaPc) was used by Kymakis and Amaratunga [57] as
the sensitizer in a SWNT/P3OT device. For this particular device there was
an enhancement by a factor of 20 of the photocurrent with the dye com-
pared to the dark. Naphthalocyanine has also been used in MWNT-poly(3-
hexylthiophene) composites to drastically improve the absorption in the vis-
ible region, promoting a higher generation rate of excitons.

Nanotube-based hybrids can also be designed to aid exciton generation
and charge separation using quantum dots and nanoparticles. In 2005, quan-
tum dot-SWNT hybrid devices were designed by the Landi group to take
advantage of the QD (quantum dot) electron affinity and the low doping
levels of SWNTs [49]. Photovoltaic performance from this composite demon-
strated a VOC similar to the previous SWNT/P3OT but had a limited ef-
ficiency, which was attributed to interfacial defects at the device junctions.
Titania nanoparticles can also be used to enhance the device performance
using electrostatic linking. Feng et al. [68] used acid-functionalized MWNTs
to attach TiO2 nanoparticles and observed a twofold photocurrent increase
over a device without nanotubes.

Semiconducting carbon nanotubes can generate excitons upon absorp-
tion of near-infrared light, which can increase overall exciton generation in
the device as well as expand the range of light that can be absorbed simul-
taneously [69, 70]. The science of excitons in carbon nanotubes is discussed
in the contributions by Spataru et al. [69], Ando and Kono et al. Kazaoui et
al. [71] has demonstrated, using a SWNT/poly[2-methoxy, 5-(2-ethylhexoxy)-
1,4-phenylene vinylene] (MEHPPV) or SWNT/P3OT composite with Al and
ITO electrodes in a sandwich structure, that the range of photoresponse can
be extended past the visible to a range of 300–1600 nm. The photocurrent
response from the devices in a range from 900–1500 nm matches the optical
absorbance features of semiconducting SWNTs. Below 900 nm the photocur-
rent is dominated by exciton generation from MEHPPV of P3OT. The science
of carbon nanotubes optoelectronics is discussed in detail in the contribution
by Avouris et al.

Carbon nanotubes have proven to be promising materials for bulk het-
erojunctions in organic thin-film solar cells. These devices have shown im-
provement in charge separation and transport but currently perform at rel-
atively low efficiencies. Even with these efficiencies there is interest to move
forward with commercialization for low-power applications in the next few
years. With further enhancement and optimization of the nanotube/polymer
interface these materials are expected to be able to reach energy-conversion
efficiencies of 15–20% in the next ten years. The focus in present develop-
ment must be to improve device efficiency as well as the lifetime of the cell in
order to be a competitive technology with silicon cells. At this point the most
promising routes forward are in dye sensitization and nanoparticle hybrids
to improve exciton generation and charge separation.
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In the field of fuel-cell systems, carbon nanotubes are very promising as
supporting materials for Pt catalyst [72,73]. Experimentally, stacked-cup car-
bon nanotubes [74] and nanohorns [75] with a large portion of reactive edge
sites were effective to anchor homogeneously distributed small-sized Pt cata-
lysts, and this resulted in a doubled fuel-cell performance [76]. The National
Institute of Standards and Technology (NIST) in collaboration with Carbon
Nanotechnologies, Inc., Motorola, Inc. and Johnson Matthey Fuel Cells, Inc.
is planning to develop “free-standing” carbon-nanotube electrodes for micro-
fuel cells in order to meet the ever-growing demand for more power and
longer run times in portable microelectronics. In particular, higher efficiency
for proton-exchange membrane fuel cells (PEMFC) have been demonstrated
using Pt catalysts supported on MWNTs [77]. This application looks very
promising and could find a marketplace in less than 5 years.

2.3 Carbon Nanotubes for Mechanical Applications

The mechanical and structural applications of carbon nanotubes also hold
potential to be the biggest large-scale application for the material. The me-
chanical, and thermal properties of carbon nanotubes are discussed in detail
in the contribution by Yamamoto et al. Nanotubes are considered to be the
ideal form of fibers with superior mechanical properties compared to the
best carbon fibers, the latter of which already has fifty times the specific
strength (strength/density) of steel and are excellent load-bearing reinforce-
ments in composites [1]. Carbon fibers have been used as reinforcements in
high strength, light weight, high-performance composites; one can typically
find these in a range of products ranging from expensive tennis rackets to
spacecraft and aircraft body parts (see Table 1). Ideally, nanotubes should
perform far better than these fibers in mechanical applications. The observed
tensile strength of individual nanotubes could come close to a few 100GPa
and their elastic modulus in the terapascal range [78–80], far better than
traditional carbon fibers. Nanotubes can sustain large strains under com-
pression. The reversibility of deformations, such as buckling, has been stud-
ied [81]. Flexibility and compliance of nanotubes depends on the geometric
parameters of the nanotubes, which can be tailored. Such flexibility of nano-
tubes under mechanical loading is important for their potential application as
nanoprobes and in electromechanical applications [82]. The near-ideal prop-
erties of nanotubes have prompted several groups, the most prominent among
them being NASA, to invest large amounts of resources in developing carbon-
nanotube-based composites for applications in aerospace (Fig. 5). Although
nanotubes have near perfect structures and high aspect ratios, there are stiff
challenges in adapting these materials for structural applications. Needless to
say, there has not been significant progress, even after a decade of research, in
developing nanotube (as load-bearing filler material)-based composites that
outperform the best carbon-fiber composites.
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Fig. 5. Top panel: Left table shows a comparison of the mechanical properties of
nanotubes compared with other structural materials, making them attractive for
composite applications. Right figure is an SEM image showing the fracture surface
of an epoxy-SWNT composite, exposing the stretched nanotubes in the crack [83].
Processing of nanotube composites is a challenging task due to poor dispersions
obtained in most cases. Bottom panel: Left schematic (from [84]) shows the possi-
bility of taking traditional stacked fiber panel composites and adding an interfacial
layer of nanotubes that bridges the panels that hold the oriented fibers (SiC or
carbon fiber, for example). The interfacial nanotube layer acts like a velcro, stiffen-
ing the adjacent stacks and helping to improve the through-thickness properties of
3D composites. Right plot shows loss modulus of SWNT-polycarbonate composites,
showing the excellent improvement in vibrational damping properties (measured by
the loss modulus) with the addition of nanotubes [85]

Although nanotube-filled polymer composites could have obvious advan-
tages, the main problem seems to be in creating a good interface between
nanotubes and the polymer matrix and attaining good load transfer from
the matrix to the nanotubes during loading [83, 86]. The reason for this is
that nanotubes are atomically smooth and unless properly engineered, the in-
terface between nanotubes and the polymer matrix remains weak. Secondly,
nanotubes are almost always organized into aggregates (concentric arrange-
ment within MWNTs and as bundles in SWNTs) that behave differently
in response to a load, as compared to individual nanotubes. Earlier stud-
ies of load transfer using Raman spectroscopy suggested that simply mixing



Potential Applications of Carbon Nanotubes 29

nanotubes into a polymer does not guarantee good load transfer [86]. Hence,
recent approaches have all been based on chemically modifying the surface
functionalities of nanotubes so that strong interfaces can be created [87].
In addition to these intrinsic problems, processing of nanotube-filled poly-
mers (e.g., epoxy) remains difficult since even a low wt % of the nanotubes
(< 5%) increases viscosity prohibitively, making processing difficult. Finally,
one needs to appreciate the fact that even with the very high aspect ratios,
nanotubes essentially belong to the category of short fibers, which are not
ideal structural reinforcements compared to continuous fiber reinforcements
in composites. The role of nanotubes in composites may turn out to be a
different one compared to what had been initially envisioned; more than as
active load-bearing fibers in the composites, nanotubes could play the role of
matrix additives, providing multifunctional properties to the composite. Even
with these challenges, there are several companies in the USA (e.g., Zyvex
corporation) and Japan (e.g., Mistui Corporation, Toray) who are developing
nanotube-blended plastics for making superior sporting goods and some of
the products promising better performance are already in the market. These
utilize the CVD-grown MWNTs and nanofibrils as their nanotube additive.
Once again, nanotubes in these products act more as matrix enhancers rather
than as the primary load-bearing structures.

In a very different approach, it has been shown recently that nanotubes
can improve properties of 3D composite [84] (Fig. 5). Here again, nanotubes
are not the main load-bearing fibers, but add value to the composite in
the direction normal to the plane of the fibers. Traditional fiber-reinforced
composite materials made of oriented fiber stacks embedded in a polymer
have excellent inplane properties but fare poorly in through-thickness (nor-
mal to the stacks and fiber direction) properties. There have been several
approaches, particularly via new fiber-packing designs, but all these have
had only limited success. Aligned interlaminar carbon-nanotube arrays (CVD
grown directly onto SiC fiber stacks) provide enhanced multifunctional prop-
erties along the thickness direction. The carbon-nanotube arrays allow the
fastening of adjacent plies in the 3D composite, providing the much-needed
interlaminar strength and toughness under various loading conditions. For
the fabricated 3D composites in which nanotubes are incorporated, remark-
able improvements in the interlaminar fracture toughness, delamination resis-
tance, through-thickness mechanical properties and damping, were observed.
Furthermore, the inplane properties of the composites were not compromised
at the same time. Such value-added propositions using nanotubes incorpo-
rated in unique geometries to traditional composites are welcome applications
of nanotubes in the area of structural polymer composites.

The interfacial weakness when one adds nanotubes to polymer matrices
can be converted to a strength in terms of application in the area of vibra-
tion damping. Damping alleviation is a major issue in aerospace as well as
automobile applications, and the successful implementation of nanotubes for
vibration damping has been recently demonstrated [85,88,89] (Fig. 5). Work
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has shown that the nanotube-matrix sliding energy-dissipation mechanism
can induce a nearly three orders of magnitude increase in loss modulus of
a polymer matrix with a relatively small (1–2%) weight fraction of well-
dispersed SWNT fillers. Impressive damping increases in epoxy as well as
other high-temperature resins have been shown using SWNT fillers. If large-
scale manufacturing of nanotube-based composites can be implemented in a
scalable way, nanotube fillers as damping elements in composites could be-
come a real bulk application. These applications of nanotubes in composites
are still in the developmental stage and although the composite application
of nanotubes was taken for granted, it will take several more years to eval-
uate the effectiveness of nanotube composite systems versus traditionally
fiber-reinforced composites. In the best scenario, nanotubes in composites
would provide multifunctionality (matrix stiffness, damping, conductivity,
ESD, etc.) rather than simply acting as mechanical reinforcements.

Given that pristine nanotubes provide poor interfaces between polymers,
there have been attempts to use doped nanotube structures for better in-
terfacial strength, which is crucial in composites. Preliminary studies on the
preparation of epoxy composites using N-doped MWNTs revealed a substan-
tial increase in the glass-transition temperature with incorporation of small
amounts (2.5wt %) of nitrogen-doped MWNTs. More recently, it has been
demonstrated that it is possible to grow polystyrene (PS) on the surface
of N-doped MWNTs [90] and nitroxide-mediated radical polymerization [91]
without using any acid treatment that is now typically done on carbon tubes
to create defects. This demonstrates that inplane doping is important in the
establishment of covalent bonds between the nanotube surfaces and poly-
mer chains. Recent mechanical and electrical tests have demonstrated that
PS-grafted doped nanotubes exhibit enhanced properties when compared to
mixtures of PS and pristine doped nanotubes. These studies are motivating
further work in the fabrication of strong, conducting composites. Terrones et
al. and Kavan et al. discuss the chemical and electro-chemical doping of car-
bon nanotubes in their respective contributions.

The potential uses of nanotube-filled polymers in the medical field, such
as the microcatheter, have been explored [92]. Homogeneously dispersed car-
bon nanotubes in nylon polymer enable microcatheters to have small-sized
(0.53mm) outer diameters, two times greater mechanical strength, black
color, and highly reduced thrombogenicity and blood coagulability, as com-
pared with a pure polymer microcatheter (Fig. 6). In addition, stable biologi-
cal responses of nanotube-filled microcatheters were confirmed by measuring
the systematic T-cells and a histopathological study [93]. Thus, it is clear that
the carbon-nanotube-filled composite-derived catheter exhibited outstanding
properties when compared with a neat polymer-derived catheter, and it is
envisaged that these systems will be widely utilized in various medical de-
vices.
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Fig. 6. (a) SEM photographs of transparent nylon-derived and opaque black
nanotube-filled nanocomposite-derived microcatheters, (b) cross section of micro-
catheter with a hollow core, SEM images of the extraluminal surface for (c) control
and (d) nanotube-filled microcatheters, respectively (taken from [92, 93])

2.4 Carbon-Nanotube Sensors

Carbon nanotubes have been effective as sensing elements utilizing their elec-
trical, electrochemical and optical properties (Fig. 7). Detecting a low concen-
tration of toxic gases is important for environmental purposes and chemical
safety. SWNTs have been highlighted as promising gas-sensing elements due
to the 1-dimensional electronic structure with all the atoms residing only
on the surface. SWNTs have advantages over conventional metal-oxide-based
sensors in terms of power consumption, sensitivity, miniaturization, and re-
liable mass production [94]. In 2000 Kong et al. [95] reported a conductance
change of up to three orders of magnitude from individual semiconducting
SWNTs within several seconds of exposure to NH3 and NO2 gas. This pro-
totype SWNT gas sensor, including most up-to-date follow-ups, had an ar-
rangement based on a field-effect transistor (FET). The conductance change
of a back-gated SWNT channel upon analyte adsorption is monitored via
source/drain electrodes. The untreated SWNT-FET typically shows a p-type
behavior, with threshold voltages being shifted upon gas exposure.
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Fig. 7. (a) Gas sensors: Most SWNT gas sensors have an electrically contacted
nanotube network on a SiO2 layer, where the array conductance (G) is monitored
upon exposure to the gas-phase analyte. It can be backgated for characterization
or modification of the sensor. Snow et al. recently demonstrated that the capaci-
tance (C) between the SWNT network and Si substrate can be monitored simul-
taneously. Normalized capacitance and conductance responses to dimethyl phos-
phite (DMP) and dimethyl methylphosphonate (DMMP) are shown [34]; (b) Elec-
trochemical sensors: There is a wide variety of electrochemical sensors utilizing
CNTs. In the DNA-hybridization sensor shown, DNA is covalently attached to
MWNTs on a gold substrate. After hybridization, either methylene blue or du-
anomycin can be used to induce a current change [42]; (c) Optical sensors: The near-
infrared fluorescence of noncovalently functionalized SWNTs is exploited for biolog-
ical detection. Binding of the analyte to the immobilized target results in a SWNT
surface event that modulates the SWNT fluorescence. In the glucose-detection sys-
tem, the fluorescence intensity is modulated [96]. In the DNA hybridization and
metal-cation detection systems, the energy of the fluorescence maxima gets shifted
in wavelength [97, 98]

Electron charge transfer between a SWNT and an adsorbed analyte was
shown to occur both theoretically [99] and experimentally [100]. However,
it has been unclear as to how the signal transduction occurs in a SWNT-
FET. A general thought is that exposure to electron-donating gases such as
NH3 shifts the Fermi level away from the valence band, causing hole deple-
tion and conductance decrease. For electron-withdrawing gases (i.e., NO2),
conversely, the Fermi level shifting closer to the valence band creates more
hole carriers and increases the conductance. Since Heinze et al. [101] showed
that a SWNT-FET operates as an unconventional Schottky barrier tran-
sistor, several studies have been reported on the role of the SWNT–metal
contact. Bradley and coworkers [102] first showed experimentally that the
signal was not from the contact, by exposing contact-passivated sensors to
NH3 and polyethyleneimine (PEI). Similar results were obtained for thionyl
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chloride [100] However, a recent study by Zhang et al. [103] verified that
NO2 sensing occurs primarily at the interface between the nanotube and
electrodes. Thorough studies on various analytes are required to clarify the
sensing mechanism.

Most effort so far has been on improving the sensitivity and selectivity.
A common approach is to functionalize the nanotube surface with selectively
binding ligands such as polymers. NO2 at the parts-per-trillion level was de-
tected selectively over NH3 from a PEI-functionalized SWNT array, whereas
selectivity for NH3 was achieved by nafion-functionalization [94]. SWNT ar-
rays become n-type upon functionalization with electron-rich PEI, and this
provides higher binding affinity for the electron-withdrawing NO2. The ar-
ray was decorated with transition-metal nanoparticles for the analytes with
little electron donor or acceptor properties (i.e., CH4, CO) [104]. It is pro-
posed that the formation of a transition metal-analyte complex facilitates
the charge transfer between the nanotube and metal nanoparticle. Staii et
al. [105] recently utilized DNA-decorated SWNTs for various analytes with
the sensitivity being tuned by varying the DNA sequences.

Robustness of the sensor is a critical factor for long-term applications.
It is noticed for many analytes that the sensor signal is not restored to its
initial value, which is caused by irreversible analyte adsorption on the nano-
tube surface. Hence, the array has to be regenerated from these analytes.
Kong et al. [95] were able to thermally desorb the analyte. A molecular pho-
todesorption via UV irradiation [106] as well as a gate bias [107] were shown
to effectively regenerate the surface. Hydrolysis can be a facile method for
moisture-sensitive analytes [100].

In 2005 Snow et al. [108] demonstrated a novel SWNT chemicapacitor
for gas sensing. An optically transparent but electrically continuous SWNT
network was grown on thermal silicon oxide by CVD, and interdigitated elec-
trodes were patterned on the SWNT layer. Analytes are polarized by an elec-
tric field from the SWNT network, causing an increase in capacitance. This
chemicapacitor is highly sensitive, fast, and completely reversible. Functional-
ization with chemoselective polymers enabled ppb-level detection of dimethyl
methylphosphonate (DMMP), a simulant for the nerve agent sarin. Another
advantage of this configuration is that the capacitance and conductance can
be monitored simultaneously. The follow-up study revealed the ratio of the
conductance to capacitance response to be analyte specific and concentration
independent [109]. This result suggests an unknown gas can be identified by
this ratio.

Commercial carbon-nanotube gas sensors are already on the market. One
sensor, from Nanomix, is for industrial-level hydrogen detection where nano-
tube networks were grown on a silicon substrate and electrically contacted.
A top recognition layer designed for selective hydrogen binding was then ap-
plied to the array. A significant improvement in cross-sensitivity, compared to
other commercialized products based upon catalytic beads or metal oxides,
has been demonstrated with common interferants such as CO, CO2, H2S,
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NH3, and CH4. Tuning the recognition layer enabled a CO2-detection device
for breath analysis as well. Synthesis of robust selective binding ligands, in
conjunction with a recent achievement in nanotube separation by electronic
structure, is critical for further development in this area.

Carbon nanotubes are excellent materials for use as electrodes in elec-
trochemical sensors due to fast electron-transfer kinetics from a number of
electroactive species. A wide range of sensor architectures have been devel-
oped ranging from carbon-nanotube paste electrodes (CNTPE), glassy car-
bon electrodes (GCE) modified by CNTs, metal nanoparticle-modified CNT
electrodes, to CNTs embedded in a conducting polymer matrix. Many sens-
ing methodologies involve immobilizing enzymes at the CNT electrode, either
through electrostatic forces or through covalent attachment. Glucose sens-
ing has been a major thrust of electrochemical biosensor development. The
majority of electrochemical glucose sensors utilize the enzyme glucose oxi-
dase (GOx), which catalyzes the oxidation of β-D-glucose to D-glucono-1,5-
lactone with hydrogen peroxide (H2O2) as a reaction byproduct. The gener-
ated H2O2 is then oxidized at the electrode and detected by measuring current
flow. The first sensor to use such a configuration was made by Sotiropoulou
and Chaniotakis [36] using multiwall carbon nanotubes (MWNTs) grown di-
rectly on a Pt electrode. The device was fabricated by adsorbing GOx to car-
boxylic acid groups functionalized to the MWNTs. Wang and Musameh [110]
encapsulated MWNTs in a Teflon matrix along with GOx on a GCE, and
demonstrated a marked increase in sensitivity of glucose detection compared
to an analogous device made with graphite. Similarly, Gao et al. [111] em-
bedded MWNTs and GOx in a conducting matrix of polypyrrole and showed
a roughly linear response to glucose in the range of 0–20mM. Tang et al.
employed a different sensing architecture by incorporating Pt nanoparticles
in a Nafion/GOx/MWNT electrode [112]. The use of Pt nanoparticles was
extended to SWNT by Hrapovic et al. for Nafion/GOx/SWNT on a GCE
and demonstrated a sensitivity of 0.5μM [113]. The sensitivity of the device
was further increased through the use of Cu nanoparticles to 250μM [114].
The major drawback to such devices is that the linear response range usually
does not cover a large enough range of glucose concentrations.

In addition to glucose, a large number of devices have been made for the
electrochemical detection of DNA. Single-stranded DNA (ssDNA) is immo-
bilized on the electrode and current changes are monitored upon DNA hy-
bridization with a complementary strand. Usually, a redox indicator that has
higher affinity for double-stranded DNA (dsDNA) is used to change the elec-
trochemical response. The first such sensor was fabricated by Cai et al. [115]
using a MWNT/GCE and the intercalating agent duanomycin (Dmc). Methy-
lene blue has also been used as a redox indicator for DNA detection [116].
Methods for reagentless DNA detection by monitoring oxidation of guanine
have also been developed [117, 118]. A number of other analytes have been
detected using electrochemical means. The first instance of using carbon
nanotubes as electrochemical sensors was by Ajayan and coworkers [119],
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who observed reversible oxidation of dopamine at a multiwall carbon nano-
tube electrode. A number of groups have reported direct electron transfer
to nanotube electrodes from redox enzymes such as GOx [120, 121] and
Cytochrome c. [122] Other detected analytes include NAD+ [123], choles-
terol [124] and indole acetic acid [125]. Because electrochemical sensors uti-
lizing nanotubes are the most mature CNT-based biosensing technology, com-
mercialization is expected to happen sooner than for any of the biosensors
discussed below. However, utilization of CNTs in commercial biosensors faces
a number of hurdles and as such are not expected to be available in the near
term.

Semiconducting SWNTs have been fabricated into field-effect transis-
tor (FET) devices. Such devices have been found to be very sensitive to
adsorption events on the nanotube surface [95]. The first SWNT-FET for
biosensing was developed by Besteman et al. [126] by attaching GOx, via a
linker, to single SWNTs, demonstrating a slight conductance change upon ad-
dition of glucose. Chen et al. [127] demonstrated specific protein detection by
first functionalizing the nanotubes with a target ligand, either biotin, staphy-
lococcal protein A or U1A antigen, and showed a measurable conductance
change upon protein binding to the ligand. However, further work by the
same group pointed to protein adsorption at the gold electrodes as the mech-
anism of sensing, as after passivation of the electrodes there was no longer
any detectable conductance change upon protein binding [128]. Star et al.
fabricated a SWNT-FET based DNA hybridization sensor and demonstrated
detection of a single nucleotide polymorphism, a major cause of many dis-
eases [129]. Similar work by Tang et al. showed that the mechanism of DNA
hybridization detection on SWNT-FETs was that of hybridization on the
gold electrodes, drawing into question the ability of SWNT-FETs to detect
DNA hybridization [130]. Thus, many questions remain regarding the ability
of SWNT-FETs to detect specific biomolecular interactions and as such any
commercialization of this technology will happen only in the long term.

The most recent type of nanotube biosensor to be developed is based
on semiconducting SWNT photoluminescence (PL). The science of carbon
nanotubes photoluminescence is discussed in the contribution by Lefebvre et
al. For biomedical applications, SWNTs have a number of advantages over
conventional fluorophores; they fluoresce in a region of the electromagnetic
spectrum where blood and tissue are most transparent, they will not photo-
bleach and they are sensitive to changes in the local dielectric environment.
Strano et al. adsorbed GOx and a reaction mediator, which quenched SWNT
PL, to individually solubilized SWNT. Hydrogen peroxide produced by glu-
cose oxidation would then react with the mediator and restore SWNT PL [96].
A DNA hybridization sensor was also fabricated by the same group, by first
adsorbing a target DNA strand to the SWNT. Hybridization with the com-
plement resulted in up to a 2meV blueshift in the emission maximum [97].
Finally, addition of divalent metal cations to DNA-suspended SWNT resulted
in a redshift of the SWNT PL. This was even detectable with the SWNT en-
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capsulated in living cells [98]. While the use of SWNT PL opens new avenues
of sensing, any commercially available sensor is not expected to be available
for > 10 years.

In addition to the FET-based sensors that were described above, there
have also been attempts to make sensors based on nanotubes functioning
as electrodes, utilizing the field-ionization properties of nanotubes for gases.
An example of this is the gas-ionization sensor, where the transition-metal
state electrodes are replaced by arrays of nanotubes [131]. The sharp tips of
nanotubes generate very high electric fields at relatively low voltages, lower-
ing breakdown voltages several-fold in comparison to traditional electrodes,
and thereby enabling compact, battery-powered and safe operation for such
sensors. The sensors show good sensitivity and excellent selectivity, and are
unaffected by extraneous factors such as temperature, humidity, and gas flow.
These simple, low-cost, sensor electrodes based on vertically aligned MWNTs
could be deployed for a variety of gas-sensor applications, such as environ-
mental monitoring and in the chemical industry. Vertically aligned nanotubes,
due to their high elastic compressibility, allow for building electromechanical
pressure sensors. The resistivity measured in phase with the applied cyclic
compressive strain on vertically aligned nanotube arrays has been found to be
very sensitive to small strain levels [132]. Such strain sensors could be useful
in MEMS devices. The response of the nanotube conductivity to pressure has
also been utilized in flow sensing but the challenge remains in factoring out
the effects of pressure alone (compared to temperature, adsorption, etc.) in
influencing the nanotube conductance.

Electromechanical actuators have been proposed using sheets of MWNTs
and SWNTs [133, 134]. Nanotube sheets infiltrated with polymer binders
have been shown to perform as excellent electrochemical actuators, mimick-
ing the actuator mechanism present in natural muscles. The nanotube actu-
ators are superior to conducting polymer-based devices, since in the former
no ion intercalation (which limits actuator life) is required. Several appli-
cations have been proposed including nanotube-based microcantilevers and
artificial muscles that are stable at high temperatures. The electromechanical
and electrochemical applications of nanotubes are being developed but face
stiff challenges due to inherent limitations as well as competition from new
ferroelectric and organic materials.

2.5 Carbon Nanotubes in Field Emission
and Lighting Applications

CNTs have been considered as preferred field emitters due to their low thresh-
old voltage, good emission stability and long emitter lifetime [135–138]. The
contribution by Ma et al. discusses the electron relaxation processes in car-
bon nanotubes. These characteristics make them useful in the fabrication of
cathode-ray lighting elements and flatpanel displays. The prototype cathode-
ray tube (CRT) lighting elements using arc-derived MWNTs as cold electron
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Fig. 8. A prototype 4.5 in FED using a printing method. Inset is an SEM image
of single-wall carbon nanotubes projecting out of the nanotube layer. (Courtesy of
Dr. W. Choi of Samsung Advanced Institute of Technologies)

sources exhibited stable electron emission, adequate luminance, and long life
of the emitters [139]. Also, Samsung released the fabrication of a 4.5 in diode-
type flat panel display using arc-based SWNTs [140] (Fig. 8). Even though
SWNTs were shown to have excellent emitting performance [140], they were
simply degraded at high emission current [141]. In this sense, DWNTs and
or thin MWNTs have been examined as the best field emitting materials be-
cause they were shown to have a low threshold voltage comparable to SWNTs
and a better structural stability compared to SWNTs, almost comparable to
that of MWNTs [142–144]. Very recently, Hiraoka et al. [145] successfully
fabricated a DWNT forest using Ni-based alloys with Cr or Fe as catalysts,
and then measured the field emission from such a CNT/buckypaper cathode
to an anode. They claimed that the homogeneous emission from the DWNT
electrode is a result of the good electrical contact between the DWNTs and
the grid substrate. Printable DWNT or thin MWNT-based field emitters are
quite competitive for fabricating large-area FEDs (field emission displays) at
relatively low cost. Even though technical problems have to be solved, it is
certain that nanotube-based large-area color FEDs will appear on the mar-
ket. This application seems to be clearly poised for commercial appearance
in the next five years. The science of DWNTs is discussed in detail in the
contribution by Pfeiffer et al.

Doping of nanotubes might also help field emission. Charlier et al. [146]
have demonstrated experimentally and theoretically that B-doped MWNTs
exhibit enhanced field emission (turn-on voltages at ca. 1.4V/μm) when com-
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pared to pure carbon MWNTs (turn on voltages at ca. 3V/μm). This phe-
nomenon is thought to be due to the presence of B atoms at the nanotube tips,
which results in an increased density of states close to the Fermi level. The-
oretical tight-binding and ab-initio calculations demonstrate that the work
function of B-doped SWNT is much lower (1.7 eV) than that observed in
pure carbon MWNTs. Similarly, it has been demonstrated that bundles of
N-doped MWNTs are able to emit electrons at relatively low turn-on voltages
(2V/μm) and high current densities (0.2–0.4A/cm2) [147]. More recently, in-
dividual N-doped MWNTs have also shown excellent field emission properties
at 800K; experimental work functions of 5 eV and emission currents of ca.
100 nA were obtained at ±10V [148].

2.6 Carbon Nanotubes for Biological Applications

The optical properties of nanotubes impart promising advantages to their use
in imaging applications within live cells and tissues. The unique photostabil-
ity of SWNT photoluminescence allows for longer excitation time at higher
laser fluence than either organic fluorophores or quantum dots. Also, in the
range of 700–1400 nm, visibly opaque tissue exhibits greatly attenuated ab-
sorption, autofluorescence, and scattering characteristics. This range overlaps
with the fluorescence profiles of many semiconducting nanotubes, allowing
their observation in whole blood and thick tissue [149]. Cherukuri et al. [150]
directly imaged nanotubes after incorporation by macrophages, observing no
photobleaching – a phenomenon that plagues conventional biological imag-
ing. Nanotube fluorescence was also used to image SWNT in tissue sections
as well as measure their concentration in blood [151]. The extremely large
resonance-enhanced Raman scattering profile of nanotubes is also available
for detection in cells and can be applied to tissues as resonance enhancement
occurs at near-infrared wavelengths [152]. The science of resonance Raman
scattering is discussed in the contribution by Saito et al. Additionally, Heinz
discussed Rayleigh scattering in carbon nanotubes, and Hartschuh discusses
complementary techniques, such as near-field optics.

The therapeutic effect of drugs is constantly being increased through the
development of new delivery vehicles. Previously, these vehicles included viral
vectors, liposomes, cationic lipids, polymers, and nanoparticles. While viral
vectors have an inbuilt transfection capability, there have been safety concerns
surrounding their use, opening the door for other vehicles [153]. Although
nonviral vehicles have versatility of shape, size and materials, one issue of
concern is the poor penetration of some therapeutic agents into cells. Carbon
nanotubes are readily internalized by cells; and after surface modification,
they exhibit low cytotoxicity over the period of a few days [154–161]. In
addition, they have a higher surface area to volume ratio than spheres, giving
nanotubes the potential to be conjugated with more functional agents than
spheres [159] and to accommodate higher loadings of therapeutic agents [161].
For these reasons, nanotubes have received a lot of attention as potential
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vehicles for drug delivery. This section will address much of the work that
has been done toward the successful use of carbon nanotubes to effectively
deliver therapeutic agents into cells.

A suitable scheme to conjugate the drug and the nanotube is required
to make CNTs into viable delivery vehicles. The nanotubes are hydrophobic
and therefore insoluble in liquid biological media, so various methods have
been exploited to functionalize the nanotubes, both covalently and nonco-
valently to make them soluble. In the noncovalent methods, molecules with
hydrophobic groups, including RNA [157], DNA [162], Triton-X-100 [163],
and 1-pyrenebutanoic acid [164], adsorbed reversibly to the nanotube sur-
face, while the hydrophilic groups rendered the conjugates soluble. Covalent
functionalization remains the more common method with various chemistries
based on the creation of carboxyl [165, 166] and amino [159] groups on the
ends and walls of the nanotubes. At the carboxyl sites, researchers have
attached amine [159, 160, 167–169] and thiol [161] groups, to link various
biomolecules [154–156, 158] to the nanotubes. Another critical step for nano-
tube drug delivery is to conjugate the nanotubes in such a way that the
functionality of the biomolecules is maintained. The ability of covalently func-
tionalized nanotubes to act as condensation sites for plasmid DNA has been
demonstrated as a precursor to nanotube gene-delivery vehicles [169]. Pro-
teins such as Biliverdin/Xbeta reductase enzyme have also been shown to
form conjugates with functionalized nanotubes [163]. Salvador-Morales et
al. [170] also report that nanotubes can activate a response in the comple-
ment, part of the human immune system, as evidenced by the adsorption of
specific fibrinogen and apolipoproteins.

More recently, researchers have shown that nanotube conjugates can enter
a cell and release the therapeutic agents for successful drug delivery. Wu et
al. [159] reported the use of passive cellular uptake to deliver multiwall car-
bon nanotubes conjugated with amphotericin B (AmB), an antibiotic that
is effective in treating fungal infections, but toxic to mammalian cells when
it is free in solution. Functionalization of the nanotubes with AmB reduced
the toxicity towards Jurkat cells, but still maintained (and in some instances
increased) its functionality to inhibit visible growth of C. parapsilosis, C. al-
bicans, and C. neoformans.

The introduction of foreign DNA to cells is another major area for thera-
peutic delivery using carbon nanotubes. Cai et al. [156] used nanotube spear-
ing, utilizing the magnetic properties of nickel-embedded single-wall carbon
nanotubes (SWNTs), to deliver DNA plasmid vectors containing the sequence
for EGFP (a fluorescent protein) to Bal17 and Mouse splenic B cells, which
are nondividing cells, and therefore notoriously difficult to transfect. They
observed expression of EGFP in the cells, whereas a vector without EGFP
did not show any detectable fluorescence. Furthermore, the use of a commer-
cial product, Lipofectamine 2000, did not lead to any detectable fluorescence
from EGFP, indicating the high efficiency of the nanotube-spearing method.
Cai et al. also note that the small size of the nanotubes allows for penetration
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with only minor perturbations to the cell, and the magnetic spearing may
be gentler than the ballistic method for mechanical delivery. Plasmid DNA
vector-multiwall nanotubes have also employed a passive transport mech-
anism through the cell membrane, resulting in DNA uptake and gene ex-
pression of β-galactosidase in CHO cells [160]. Kam et al. [171] used this
passive delivery mechanism, which led to the formation of endosomes con-
taining oligonucleotide-single walled nanotubes, and followed with a second
step to rupture the endosomes with pulses of a NIR (near-infrared) laser.
Single-wall nanotubes absorb strongly at NIR wavelengths and exhibit local
heating upon NIR absorption. This work showed that NIR radiation caused
the nanotubes to release the DNA, allowing for its translocation into the cell
nucleus. This technique was also used in the same study to cause cell death.
Nanotubes were functionalized using a folate moiety that allowed them to
be selectively internalized by cells that had been labeled with folate receptor
tumor markers. Upon NIR irradiation, the cells were killed due to local heat-
ing caused by the nanotubes. In a separate study, Kam et al. [161] employed
a technique that used a disulfide linker to conjugate oligonucleotide-SWNT
and siRNA-SWNT. The conjugated nanotubes were passively endocytosed
into the cell, and the disulfide bond was subsequently cleaved by the pres-
ence of thiol-reducing enzymes and the acidic environment in the liposome.
The siRNA sequence they used caused silencing of the gene encoding for
lamin A/C protein in HeLa cells, and they observed a transfection level that
was twice as high as that of lipofectamine, a commonly used agent. Nano-
tubes have also been used to deliver proteins, such as cyt-c, to cells to induce
apoptosis, or programmed cell death [69]. In this work, cyt-c-SWNT were
endocytosed NIH-3T3 cells. The cyt-c-SWNTs were subsequently released
by adding chloroquine to the cell medium, resulting in an increased rate of
apoptosis.

While significant progress has been made in the area of carbon-nanotube
delivery of therapeutic agents, there are still many issues left to resolve be-
fore clinical use of these materials can be realized. The field would be greatly
advanced with the development of a noninvasive means to release nanotubes
from endosomes into cells. Although passive methods allow for consistent
uptake of nanotubes by cells, a controlled, yet nondestructive, method of
nanotube transport with specificity to a target area would broaden the ther-
apeutic potential for these materials. A more efficient means of unloading the
cargo would also improve the efficacy. Further investigation is also needed to
determine the long-term effects of conjugated nanotubes in-vivo, with issues
such as toxicity, and interaction with biologic components like blood and
tissue. Also of importance is the metabolism of these materials, and the pos-
sibility of in-vivo nanotube excretion after the therapeutic agent has been
delivered. While these issues may take years to resolve, this field remains
promising, with nanotubes already demonstrating high and versatile loading
capacity for therapeutic agents, some selective cargo unloading, and better
cell penetration than many other delivery materials.
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For both biomedical applications mentioned above, the transport of nano-
tubes into cells is of central importance. The central question in the cellular
transport of carbon nanotubes is the transportation mechanism. Understand-
ing this process will help further drug and gene delivery, as well as enable
precise cellular targeting for bioimaging applications. As yet, there exists
a significant amount of controversy and confusion about the way in which
nanotubes enter cells. In the case of SWNTs, Dai et al. [155] have reported
that acid-functionalized SWNTs can enter the cells via the endocytosis path-
way; however, Bianco et al. [160] suggests a passive, endocytosis-independent
mechanism for ammonium-functionalized SWNTs and MWNTs. In the case
of MWNTs, which are beyond the size limit of an endocytosis pathway, an-
other suggested mechanism is one where the lipid molecules of the membrane
are flipped, allowing entry into the cell [154, 172].

The coating on the nanotube surface is one factor that governs the
nanotube–cell interaction. Serum in cell media contains various proteins, such
as albumin, fibronectin and transferrin, that will adsorb to the nanotube sur-
face. Even for systems without serum, the cell rapidly produces sufficient pro-
tein to coat the nanotube. These proteins are also present in vivo and almost
immediately coat any foreign material introduced to the body. In either case,
the actual surface presented to the cell is the protein-modified surface [173],
and this has been confirmed in the case of gold nanoparticles [174].

The size and shape of a particle also affect the interaction of particles
with cells. Phage cells in the primary immune system “eat” foreign particles
(phagocytosis) that are above several hundreds of nm (Fig. 9a), and is one cel-
lular uptake pathway suggested for CNTs [150]. Another potential mechanism
is receptor-mediated endocytosis (Fig. 9b). For nanotube cellular transport,
clathrin-mediated endocytosis is one of the most studied receptor-mediated
pathways [175]. The molecular structure of clathrin is such that there is a
natural size limit (about 150 nm) for the cages formed during endocytosis
on the membrane, which suggests a size cutoff for particles [175]. Also, di-
rect physical forces, including van der Waals, electrostatic, and hydrophobic
effects that lead particles to be attracted to cells and affect the uptake pro-
cess. For example, the presence of positive charges on a nanoparticle pushes
the optimal wrapping size of the clathrin layer to nanoparticles larger than
25 nm [176]. If the adhesion free energy between the nanoparticles and the
cell membrane is larger than that of typical receptor-ligand binding, the crit-
ical size of wrapping may also decrease [177]. However, MWNTs, that have
a 10 nm radius and 200 nm length, are suggested not to have an endocytotic
pathway, but possibly one of spontaneous switching of lipid molecules in the
membrane (Fig. 9c) [160, 172]. Another unanswered question is the fate of
nanotubes once they have entered the cell. For most biological applications it
would be advantageous if the nanotubes were subsequently expelled from the
cell; however, as yet this has not been reported in the literature. Much work
is needed on nanotube cellular transport before these discrepancies will begin
to be solved, allowing true understanding and control of nanotube placement
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Fig. 9. (a) Phagocytosis of a foreign particle into a phage cell. Step 1: The
membrane surrounds the particle. Step 2: The foreign particle is internalized.
(b) Receptor-mediated endocytosis Step 1: A nanoparticle binds to a receptor on
the cell membrane. Step 2: The receptor wraps the nanoparticle, forming an invagi-
nation on the cell membrane. Step 3: The nanoparticle is completely internalized
into the cell. (c) Spontaneous lipid flipping Step 1: Spontaneous adsorption of a
nanotube to the cell membrane. Step 2: The nanotube is partially inserted parallel
to the membrane. Step 3: Random thermal fluctuations force one end of the nano-
tube toward the hydrophobic membrane core. Step 4: The end of the nanotube
is directed, by the attached membrane lipids, to the opposite side of the mem-
brane. Step 5: The final nanotube location is perpendicular to the plane of the lipid
membrane (taken from [82])

inside cells. As such, using nanotubes for the aforementioned biological ap-
plications is not expected to yield any products for the foreseeable future and
can be seen as a long-term project.

2.7 Carbon Nanotubes in Miscellaneous Applications

One of the applications of nanotubes that is in the market today is that
of nanotube-based probe tips. With extremely small sizes, high conductiv-
ity, high mechanical strength and elasticity, nanotubes have shown their po-
tential to be useful nanoprobes [178–180]. The nanotube-based tips provide
better resolution for imaging and have better durability because of their elas-
ticity, unlike conventional silicon tips that suffer from frequent tip crashes.
Today, nanotube-based (mainly good-quality multiwall) AFM probe tips can
be bought from scanning-probe instrument manufacturers. These still cost
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dearly (few hundred dollars per tip) and can be considered as a low-volume
specialty application. There have been lots of proposals for the use of nano-
tube tips in future technology, for example in imaging, nanolithography [181]
and as nanoelectrodes. The nanotube tips have been used in the imaging of
surfaces as well as biological species such as DNA at high resolution. The
nanotube tips have the advantage that they are conducting, and they can
be chemically modified for use in chemical imaging as well as in the manip-
ulation of molecular species on surfaces. The future of nanotube probes will
depend on how reliably these tips can be fabricated (either grown directly or
transferred on to conventional tips) at high yield.

Another interesting application that has been touted for nanotubes is
their use as membrane filters. Several groups have published papers in recent
years suggesting that membranes made from aligned nanotube arrays (both
SWNTs and MWNTs) could be used for selective transport of species [182–
184]. Activated and porous carbons have been traditionally used as filters
(e.g., water purification) but the advantage of nanotubes is that the pore
sizes are very uniform and small, so that separation of really small molecules
becomes possible. Although the pore size is small, the flow rate is not reduced
due to the unique nature of the flow of solvents through the nanotube cavities.
Another advantage could be that the nanotube surfaces may be chemically
modified to make the separation very selective. Although several groups are
working to develop nanotube-based membranes for filtration, molecular as
well as gas separation, these are still far from commercial products and their
development could take more than a decade.

In recent years, work has progressed in getting stable dispersions of nano-
tubes in various solvents (nanotube inks) [185] (Fig. 10), which can be directly
spun or printed onto various substrates. Easily printable (e.g., inkjet printing)
circuits and films are extremely useful for a range of applications ranging from
flexible electronics to antennas. Nanotubes have also been spun into fibers
using various techniques ranging from extrusion of nanotube slurries to draw-
ing from aligned arrays. High weight percentage dispersions of SWNTs have
been spun directly or using polymer binders to continuous fibers reaching
macroscopic lengths [186, 187] (Fig. 10). The fibers can be also assembled
into sheets, membranes and other products. Several applications have been
demonstrated for such nanotube fibers and their products, for example as
high-brightness incandescent bulbs [188], reinforcements in polymers, shield-
ing elements and in ballistic protection. Direct growth of aligned nanotubes
can be used to make distinct products, such as brushes [189] (Fig. 10). The
tiny brushes with nanotube bristles have been demonstrated for use in a
variety of applications including cleaning of microscale spaces, conducting
contact brushes, and probe arrays. Another possibility is the use of aligned
nanotube arrays as dry adhesive tape; one recent study shows that prop-
erly engineered nanotube arrays could have adhesive strengths even rivaling
gecko feet [190]. The variety of assembled and dispersed products from nano-
tubes could feed various industrial applications in the future and could allow
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Fig. 10. A few miscellaneous applications that have been demonstrated using nano-
tubes. (a) Nanotube-based microbrushes have been synthesized and can be used in
various instances including as a brush contact (seen in the schematic). (b) Nano-
tube inks: fully dispersed SWNTs in water, using a surfactant. Such dispersions in
water or organic solvents and polymer binders have been used for printing struc-
tures using inkjet printers on various substrates, for example to make conducting
nanotube lines. (c,d) Fibers of nanotubes and polymers have been spun in a con-
tinuous fashion. The SEM images show SWNT-PVA fibers that have been spun
using a coagulation-based spinning method [191]. These nanotube-polymer fibers
could be useful in composites, membranes, etc.

continuous and roll-to-roll manufacturing incorporating nanotubes. Many of
these products (in particular the spun fibers) could come to the marketplace
within the ten-year time frame.

Research on carbon nanotubes has also provided avenues in developing
novel carbon nanostructures, which could have specific applications. Nano-
tubes filled with various materials have been made using approaches such
as capillarity infiltration [192, 193]. Hybrid nanowire–nanotube structures
have been designed and even branched nanostructures have been synthe-
sized [194,195]. All these structures provide the range of building blocks that
could one day be used in nanotechnology applications, but these are clearly
beyond the ten-year time frame we have considered. However, there are some
structures, such as carbon nanohorns (larger fullerene-like structures with
low density and high surface area) as described in detail in the contribution
by Yudasaka et al. [196] that have been shown as useful in applications re-
lated to electrodes and supercapacitors and a variety of other applications.
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These materials can be easily produced in bulk by the pyrolysis of carbon
precursors and could be commercialized within the ten-year period. Addi-
tionally, Yudasaka et al. discuss in this volume the science and application
of nanohorns, Tenne et al. discuss inorganic nanotubes, and Charlier et al.
discuss the science of graphene.

2.8 Environmental and Health Effects of Carbon Nanotubes

As we have seen in the previous sections, carbon nanotubes hold great poten-
tial in electronics, environment, energy, and bio/medical fields. One uncer-
tain issue that still remains unsolved is the safety and biocompatibility of the
nanotube material [197–205]. Recently, it has been suggested that a simple
and effective method can be used to evaluate the toxicity and biocompatibil-
ity of carbon nanotubes through a measurement of CD4+ and CD8+ T-cells
in peripheral blood and their histopathological study on carbon-nanotube-
implanted tissues [201] because CD4+ (a coreceptor for MHCII) and CD8+

(a coreceptor for MHCI) give us important antigen information of T-cells. In-
terestingly, in the protocol demonstrated, the mortality of animals was neg-
ligible, and no chronological changes of body weight were observed among
nanotube-implanted mice versus control over three months postimplantation
(Fig. 11a). Time-dependent changes in peripheral T-cells, which involved into
carbon nanotubes in situ, were well correlated with a processing phase of
granuloma formation (Fig. 11b). Even though their potential toxic nature
was probed to be significantly lower for CVD-grown MWNTs, more detailed
and systematic (long-term) studies with regard to the toxic natures of various
types of carbon nanotubes (including direct aspiration of the tubes in lungs)
have to be carried out to address the safety of carbon nanotubes.

Nanotube cytotoxic properties appear situational, depending highly on
the degree and type of functionalization, aggregation state, and the presence
of metal-catalyst particles remaining from synthesis. Pristine nanotubes are
reported to cause oxidative stress and decrease cell viability [206,207], though
there is some indication that leftover catalyst particles contribute to this ef-
fect [208]. The cytoxicity can be greatly attenuated via functionalization.
Sayes et al. [209] reports that the high cytotoxicity of pristine SWNTs can
be reduced to zero with increasing coverage with a covalently attached polar
functional group. The choice of functional group can impart a range of cell
responses including the activation of primary immune cells by polyethylene
glycol-coated SWNTs [210]. The toxicity of noncovalently functionalized car-
bon nanotubes similarly depends on the nature of the adsorbate. Successfully
individually encapsulated DNA-wrapped SWNTs leave cells viable upon in-
ternalization of the complex [211]. Toxicity studies are also reported in the
contribution by Terrones et al. on nitrogen doped nanotubes.
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Fig. 11. (a) Time-dependent changes in CD4+, CD8+ and CD4+/CD8+ after
the subcutaneous implantation of high-purity carbon nanotubes, (b) light micro-
scopic pictures of skin tissue after three months implantation of SWNTs, MWNTs-I,
MWNTs-II and cup-stacked-type carbon nanotubes, respectively (from [201])

3 Conclusions

It is important to summarize the applications of nanotubes in terms of the
timeline we discussed in the beginning of this chapter. In addition, it would be
useful to separate applications that rely on large-scale manufacturing (bulk
applications) from those that are based on controlled fabrication. We will
discuss the challenges, that are involved in the successful transfer of knowl-
edge to commercial applications. The great promise with which nanotubes
has fascinated the scientific and technological community needs to bear fruit
at this juncture. For this to happen, it is important to address the realistic
potential of nanotubes as a commercial commodity. In Table 2 we group the
applications of nanotubes, that we discussed in earlier sections, in two cat-
egories; one, based on the timeline of commercialization and two, based on
their scale (bulk vs. limited volume).

It would seem incomplete if we do not discuss some of the issues and chal-
lenges that have faced carbon-nanotube applications from the very beginning.
These challenges have slowed down the pace of nanotube commercialization.
The foremost among these is the manufacturing issue. The bulk applications
of nanotubes necessarily will rely on the ability to manufacture nanotubes
in high volume, on the industrial scale. For the case of CVD-grown MWNTs
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Table 2. Shows applications of nanotubes grouped as present (existing), near term
(to appear in the market within ten years) and long term (beyond ten-year hori-
zon) and as categories belonging to bulk (requiring large amounts of material) and
limited volume (small volume and organized nanotube structure) applications

Large-volume applications Limited-volume applications
(mostly based on engineered
nanotube structures)

Present – Battery electrode additives
(MWNT)

– Composites (sporting goods;
MWNT)

– Composites (ESD∗

applications; MWNT)

– Scanning probe tips (MWNT)
– Specialized medical appliances

(catheters) (MWNT)

Near term
(less than
ten years)

– Battery and supercapacitor
electrodes

– Multifunctional composites
(3D, damping)

– Fuel-cell electrodes (catalyst
support)

– Transparent conducting films
– Field emission displays/

lighting – CNT-based inks for
printing

– Single-tip electron guns
– Multitip array X-ray sources
– Probe array test systems
– CNT brush contacts
– CNT sensor devices
– Electromechanical memory

device
– Thermal-management systems

Long term
(beyond
ten years)

– Power transmission cables
– Structural composites

(aerospace and automobile,
etc.)

– CNT in photovoltaic devices

– Nanoelectronics (FET,
interconnects)

– Flexible electronics
– CNT-based biosensors
– CNT fitration/separation

membranes
– Drug-delivery systems

* ESD stands for electrostatic discharge

(so-called Endo fibers) large-scale manufacturing has been reasonably suc-
cessful. Companies such as Hyperion in the USA and Mitsui Corporation
and Showa-denko in Japan have built manufacturing facilities that can pro-
duce up to a hundred tons of material per year. This has happened over the
last decade and in particular the last few years, essentially to supply the de-
mand for nanotubes arising mainly from the ESD and battery applications.
Even this volume is tiny in comparison to carbon fibers and other carbons
that are commercially used. In the case of SWNTs the situation is not the
same. Even after a decade and a half of research in this area, no technique
can yet manufacture this material in reasonable volume. The amounts are
still restricted to gram quantities, limiting any real bulk application for the
material. There have been bold undertakings by several companies in the
USA, Canada and China recently promising a SWNT supply in comparable
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volumes to the MWNT availability in the next decade or so, but these claims
remain to be demonstrated. In addition to availability there are also other
issues such as cost (SWNTs still sell at around 100 USD per gram, compared
to a few dollars/kg for the CVD-grown MWNTs) as well as fundamental
materials-science problems and compatibility. For example, we have already
discussed the issue of interfaces when we discussed polymer composites and
more work needs to be done in engineering to solve these problems. In the
meanwhile, the promising applications in the near term will come from value-
added uses, such as application of nanotubes as additives in battery electrodes
to help mechanical stabilization.

For applications that require organized nanotube structures there has
been a clear lack of emphasis on integration schemes. The revolutionary ap-
plications of nanotubes, for example nanotube electronics, need much more
focus on controlled assembly and integration. There are still holy grails in this
path, for example the selective growth of nanotubes with specific chirality or
diameter. There are still challenges in obtaining nanotubes with controlled
length, precise alignment, control of location, etc. Processing is also an issue.
For example, the temperatures that are used to grow nanotubes today are far
higher than what is acceptable in today’s silicon semiconductor processing
and hence integration of nanotubes into existing processes in the industry is
challenging. Perhaps such high-value applications with nanotubes will take
several more decades to happen. In the near term, there could be nanotube-
based devices in more forgiving applications such as field emission displays,
sensors, membranes, coatings, etc. Good examples are the electromechanical
memories and transparent conductive films that are based on random assem-
blies of nanotubes. For even these to be commercially viable, they need to be
manufactured with consistency and in a cost-effective manner, so that they
compete with other material choices available in the market. The contribu-
tion by Joselevich et al. gives a survey on the synthesis and processing of
carbon nanotubes.

There are also other issues that need to be carefully considered as we go
ahead with applications of nanotubes. Of utmost importance are the envi-
ronmental and health-safety issues related to nanomaterials. There simply
have not yet been enough studies that could unequivocally prove either way
(regarding safety) and for all practical purposes the jury is still out. Isolated
experiments have shown that the nanotubes are not toxic. Whatever is the
final word, we need to be aware of protocols on how to handle these materials,
both in the laboratory and in an industrial setting. Well-defined regulatory
controls need to be in place when large quantities of the material are handled
routinely. The long-term impact of these on health should be studied. There
needs to be standard procedures established on how to package and transport
nanotube materials and how to handle them.

The next decade will be the decade of nanotechnology thus requiring
research in nanometrology (see contribution by Jorio et al.). Carbon nano-
tubes and their products will have a seminal role to play. Large amounts of
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resources have been invested for understanding and developing the carbon-
nanotube material. The last several years have been extremely exciting. The
new scientific discoveries and new knowledge base developed with nanotubes
have been enormous and satisfying. We are now at the critical juncture where
the demonstrations of applications need to get translated into product lines.
Some of these endeavors will be successful and some will fail. The test for
the nanotube material will be whether it will live up to the expectations and
promises that have been flouted based on its amazing physical properties.
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Abstract. Scientific and industrial metrology provided tools for technological
growth and innovation, by fostering competitiveness and creating a favorable en-
vironment for scientific and industrial development. Every major country has its
own metrology institute to support companies in increasing their productivity and
the quality of their goods and services. The fast development of carbon-nanotube
science and applications urged studies on metrology, standardization and indus-
trial quality control. Development of protocols for the definition of sample param-
eters like structural metrics, physical properties and stability are important for
both research and applications of single-, double- and multiwall carbon nanotubes.
This work discusses some of the experimental techniques that are broadly used for
carbon-nanotube characterization, including scanning probe microscopy and spec-
troscopy, electron microscopy and diffraction, and optical spectroscopies, from the
molecular level to bulk properties, addressing achievements, limitations and di-
rections where further research is needed for the development of standards and
protocols for metrology, standardization and industrial quality control of carbon
nanotubes.

1 Introduction

The worldwide adoption of a democratic process is guaranteed in science
through the rigid review processes and the setting of impact parameters of
the scientific journals. When turning to applications, the Metrology Institutes
take over this responsibility, following the regulations of society, aimed at
defending both the citizen and the environment. Historically, the diffusion
of a coherent measurement system, based on invariant physical properties,
was the consequence of a radical transformation in the world [1]. Before the
19th century, the number of different measurement systems in use basically
reflected the number of different economical activities, and also societal and
A. Jorio, G. Dresselhaus, M. S. Dresselhaus (Eds.): Carbon Nanotubes,
Topics Appl. Physics 111, 63–100 (2008)
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technological practices from one location to another on our planet. In 1889,
as a result of the work of many scientists over many decades (including names
like Lagrange and Lavoisier), a standardization document was approved at
the Weights and Length General Conference in Paris [2]. The fundamental
metrology determination of the national and international prototypes for the
meter and kilogram were defined, based on platinum irradiated by iridium.
The equations relating national and international standards for the meter
and kilogram were within the limits of ±0.01mm and ±1mg. Even though
technology has improved substantially and the international system of units
is now well established, nanoscience promises a revolution in technology. The
development of nanotechnology is now bringing us back to the very basic
problem of defining metrics and measurement systems, back to the basics of
metrology.

The fast development of nanotube science and applications urges empha-
sis to be given to studies on their metrology, standardization and industrial
quality control [3–8]. The development of protocols for the definition of sam-
ple parameters like structural metrics (carbon–carbon distance, nanotube
diameter, chiral angle, surface area), physical properties (optical, thermal,
mechanical), morphology (isomer population, purity, homogeneity) and sta-
bility (dispersability, biocompatibility and health effects) are important both
for advancing future research and for stimulating future applications of nano-
tubes. These protocols are expected to be applicable not only to carbon nano-
tube metrology, but also to influencing developments in the exploding field
of nanomaterials, where metrology issues will also drive technological growth
and innovation.

The problem of carbon nanotube metrology could be addressed using two
approaches, by focusing on 1. carbon nanotube properties, or 2. advances
in experimental metrology techniques. Although the description by materi-
als properties is sometimes more convenient for practical uses, the discussion
by technique allows a deeper understanding of the metrology capabilities
and limitations, and it is more broadly applicable to nanometrology over-
all. For this reason, this work focuses on the experimental techniques that
are broadly used for carbon nanotube characterization, from the molecular
level to bulk properties, addressing the achievements, limitations and direc-
tions where further research is needed for the development of standards and
protocols for metrology, standardization and industrial quality control of car-
bon nanotubes. Through understanding of the characterization capabilities
of nanomaterials, it is possible to establish parameters and protocols, and to
address some of the challenging tasks that await future applications of nano-
tubes. The basis for the development of novel materials can also be fostered
by these efforts.

Section 2 focuses on electron microscopies, including operational princi-
ples along with recent developments in instrumentation. Section 3 describes
scanning probe microscopy and spectroscopy, going down to the atomic struc-
ture of carbon nanotubes towards defect characterization. Section 4 dis-
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cusses optical characterization, important to extract physical properties in
the “nanoworld” by using a massless and contactless probe. Section 5 is the
summary where we elaborate on the future of the nanometrology of nano-
tubes.

2 Electronic Microscopy

2.1 Introduction

Among the various analytical techniques for carbon nanotubes, transmis-
sion electron microscopy (TEM) is the one by which carbon nanotubes were
discovered when observing carbon soot produced in an electric arc between
graphite electrodes [9]. In a transmission electron microscope, the electron
wave mainly experiences two basic processes during its propagation from the
specimen to the image: interaction with the specimen and modulation by the
electron-optical lens system [10]. During the first process, the electron wave
picks up the structure information of the specimen. In the second process, the
structure information is transferred in the microscope. Due to the unique de-
sign of the TEM, the electron wave carrying the structure information forms
an electron-diffraction pattern (EDP) on the back focal plane of the objective
lens and an image on the imaging plane. Therefore, the EDP and the image
can be simultaneously observed in the TEM. By using an aperture at the
back focal plane of the objective lens to select the transmitted electron beam
for imaging, a bright-field (BF) image is formed. A dark-field (DF) image is
created by using one of the diffracted beams in the EDP for imaging. If a
large aperture is selected to allow both the transmitted electron beam and
a set of diffracted beams to pass through, a high-resolution TEM (HRTEM)
image is formed. Mainly due to the spherical aberration (Cs) of the objective
lens in the microscope, the contrast of an HRTEM image is seriously affected
by the focusing conditions, and the image resolution is limited. As a result,
a HRTEM image is usually not straightforward to interpret and it is hard
to directly observe the atomic structure of carbon nanotubes (CNTs). Due
to the recent development of the Cs-corrected HRTEM [11], the resolution
of the microscope has dramatically improved to the sub-Å level. It is worth
remembering that to minimize spherical aberration, the microscope is prefer-
ably operated at an acceleration voltage lower than 120 kV to minimize the
knock-on atomic displacement damage of the CNTs by high-energy electrons,
and to increase the image contrast.

Scanning electron microscopes (SEM) are frequently used to observe car-
bon nanotubes due to their wider availability, relative ease of use, as well as
simpler sample preparation methods compared to TEM and scanning tunnel-
ing microscopy (STM). Both nanotube powder samples as well as individual
tubes on a bulk substrate (e.g., silicon wafer) can be observed by SEM. A fine
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electron probe is scanned across the sample surface while recording the cur-
rent of the electrons emitted from the sample surface due to beam–surface
interactions. The image is the intensity of the emitted electron current ver-
sus beam location at the sample. An image can be formed by the secondary
electrons emitted from the sample surface as well as by the backscattered pri-
mary electrons. In modern, field emission electron-source-based instruments,
the energy filtering of emitted electrons is also possible. Several electron de-
tectors, including standard chamber detectors, in-lens (or semi-in-lens) and
backscattered detectors can be used in parallel. The energy of the primary
electrons is varied from 100V to 30 keV. The secondary electron imaging res-
olution of the state-of-the-art field emission source SEMs vary from 0.4 nm
at 30 kV to 1.6 nm at 1 kV acceleration voltage. Accordingly, the walls of
the single and multiwall nanotubes cannot be observed with SEM. Similarly,
whether small tubes are isolated or bundled cannot be resolved.

2.2 Sample Preparation

The preparation of carbon-nanotube samples for electron microscopy study
is dependent on the type of CNTs, the analytical methods and the purpose
of the analysis. For TEM study of a CNT powder sample, usually a small
amount of the powder is dissolved in ethanol or acetone. The concentration
of the solution is estimated by its color. A light-gray solution is just right for
TEM observation (with the tip of the tweezers, pick up a very tiny amount
of CNT blacks and put them into 0.5ml ethanol until you see the solution
changing from colorless to some color). One drop of such a solution is then
dropped onto a holey carbon film on a copper TEM grid. When the carbon
nanotubes are produced in the gas phase by a floating catalyst method, direct
collection of CNTs onto conventional TEM holy-carbon grids by applying an
electric field, diffusion or thermophoresis is convenient [12]. The concentra-
tion of the carbon nanotubes on the grid is controlled by the collection time.
For structural determination of SWNTs or DWNTs, the concentration of
the nanotubes should be carefully controlled so that individual carbon nano-
tubes can be found. When the carbon nanotubes are produced on bulk solid
substrates, like Si with its native oxide, one can scratch the CNTs off the
substrate surface with a knife, or alternatively make a cross section with for
example focused ion beam (FIB) methods. For SEM observation, basically
all samples that are suitable for TEM observation are also ready for study
by SEM. In addition, CNTs grown on substrates can be directly observed
by SEM without preparation. In order to reduce the hydrocarbon contami-
nation of the nanotubes in the microscope, especially for high-magnification
observation, it is preferable to pretreat the sample by heating the specimen
in vacuum at 150 ◦C for 30min to one hour.
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Fig. 1. TEM images of a large-diameter DWNT produced from CO by supported
CVD process on Si3N4-membrane substrate: (a) at a low magnification; (b) at a
high magnification

2.3 Morphology

SEM and TEM are both effective for observation of the morphology of CNT
products. TEM has an obvious advantage over SEM in that its high-resolution
capacity enables distinguishing the carbon nanotube types, i.e., single wall,
or double wall, or multi-wall, and if the carbon nanotubes are in bundles or
not. Even with high-resolution TEM, a high enough magnification is needed
to resolve the number of walls. Figures 1a and b are TEM images of the
same double-wall carbon nanotube that is produced by a CVD process on a
Si3N4-membrane substrate [13]. It looks very much like an individual single-
wall carbon nanotube in Fig. 1a since the magnification is too low to resolve
the wall structure. Besides conventional morphology observation, HRTEM
is required to see the atomic structure of carbon nanotubes directly. Gen-
erally from TEM images it is rather direct to tell the purity and quality of
a carbon-nanotube sample. Software packages for image analysis can give
quantitative information about purity for larger nanotube ensembles. How-
ever, other methods like differential scanning calorimetry or near-infrared
spectroscopy can give such a quantitative analysis more easily [5–8].

SEM is very useful for observing the overall structure of both the nanotube
powder and individual nanotubes, prior to TEM and STM observation. In
particular, SEM imaging at low voltages is frequently used to locate individ-
ual tubes at the silicon wafer with a native oxide, due to enhanced secondary
electron emission induced by the tube at the oxide surface. Figures 2a–d show
low-voltage secondary-electron images of about 2 nm diameter SWNTs on the
thin, holey SiO2 film. When imaging the tube on a silica surface with 2 kV,
secondary electrons are emitted from about a 100-nm wide area, whereas the
tube at the hole (i.e., in the vacuum) appears to be below 5 nm in diameter.
When reducing the voltage to 0.3 kV, the apparent diameter of the tube on
a silica surface is reduced to about 50 nm. When imaging at 0.1 kV voltage,
the tube diameter appears to be the same both in vacuum and at the silica
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Fig. 2. The effect of the acceleration voltage on the secondary-electron images of
SWNTs on a holey, thin SiO2 film. Images (a) and (b) were recorded with 2 kV
electron beam energy, (c) with 0.3 kV and (d) with 0.1 kV. Scale bar in image (a)
is 1 μm and in (b–d) 100 nm

surface. Figures 3a–d show the effect of the emitted-electron-energy filtering
on the apparent size of the SWNT. The low-energy secondary electrons, emit-
ted from the large area surrounding the tube, are responsible for the bright
appearance of SWNTs at a silica surface. Low-energy SEM imaging, electron-
beam lithography and ion-beam deposition introduce significant damage to
the nanotube structure [14].

2.4 Atomic Structure by HRTEM

Due to the resolution limit in conventional transmission electron microscopes,
HRTEM images of SWNTs usually appear as a pair of dark lines without
useful contrast in between. By carefully tuning the focusing condition, and
accordingly the contrast transfer function of the TEM, and working at a low
accelerating voltage (120 kV), one can obtain Moiré fringes from the rolled-up
graphene layers between the two intense dark lines [15]. Fourier transform of
such an image will produce a pattern that is similar to the EDP, based on
which the nanotube chiral indices (n,m) can be determined. Since the Fourier
transform pattern is usually rather indistinct, and on the other hand the tube
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Fig. 3. The effect of energy filtering on the secondary-electron images of SWNTs
at a holey, thin SiO2 film, as observed with 1-keV primary electrons: (a) and (b)
no filtering of emitted-electron energy, i.e., the image with mainly the low-energy
secondary electrons, (c) lowest-energy secondary electrons are removed, (d) with
backscattered electrons only. Scale bar in image (a) is 1 μm and in (b–d) 500 nm

axis may not be perpendicular to the incident electron beam, a trial-and-error
image-simulation procedure is needed for (n,m) determination. This method
was practically confined to small-diameter nanotubes, “because the smaller
one has only a few possible solutions due to a specific diameter” even though
the useful signal from images of small tubes “appear more diffused than those
of the larger one.” [16]

In the Cs-corrected TEM, the spherical aberration of the objective lens is
compensated electron-optically by using an additional set of electromagnetic
hexapoles, called the Cs corrector. The improvement in spatial resolution
enables direct observation of the carbon atom arrangements, and accordingly
the determination of (n,m). Though the Cs-corrected electron microscopy
is a rather promising technique for structural determination of single-wall
carbon nanotubes [17, 18], the stability of the nanotube under the electron
beam is a practical limitation of this method, in addition to the present high
cost of a Cs-corrected microscope.
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2.5 Chiral Indices Determination by Electron Diffraction

Electron diffraction was the first technique used to characterize SWNTs at
the time when they were discovered [9, 19], and it is still one of the most
powerful methods for their structural analysis. Advanced nanobeam electron-
diffraction techniques uniquely allow direct probing of individual nanotubes
and characterization of their atomic structure. The chiral angle can also be
calculated from the distance ratios between the diffraction layerlines [20], and
the tube diameter can be evaluated from the equatorial layerline profile of
the diffraction pattern. The intensity distribution of the equatorial layerline
is described by a zero-order Bessel function J0(πD0R), based on which the
tube diameter is determined. The determination of the chiral angle by the
above-mentioned method is more or less independent of the tilt angle of the
nanotube with respect to the incident electron beam. However, the evaluation
of the tube diameter depends sensitively on the tilting of the tube unless the
diffraction patterns are intrinsically calibrated with standard materials, which
are typically unavailable in the experiment. In the absence of such standards,
absolute calibration of a SWNT EDP depends on the value of the carbon–
carbon (C–C) bonding distance, which has an uncertainty between 0.142 nm
and 0.144 nm (i.e., 2 pm). Also, calibration of the EDP by using the C–C
bonding distance is either tilt sensitive or complicated by the curvature of
the tube. Two independent techniques have been used recently for the direct
determination of chiral indices (n,m) of single-wall carbon nanotubes from
their electron-diffraction patterns, as described below.

2.5.1 Bessel-Function Analysis [21]

For the normal-incidence condition, the intensity modulation along a dif-
fracted layerline in the EDP is dominated by a single squared Bessel function
(hereafter termed the Bessel factor) of a certain order n that is simply asso-
ciated with the (n,m) indices [22, 23]. This enables direct evaluation of the
chiral indices of carbon nanotubes. Unambiguous determination of (n,m)
then depends on reliably retrieving the Bessel orders from the correspond-
ing Bessel factor plots. By comparing the ratios measured from the intensity
profile along a given layerline in the EDP with the characteristic ratios, the
Bessel order can be retrieved, which can then be ascribed to the chiral in-
dices (n,m) of the nanotube. For a more confident (n,m) determination, a full
consideration of the tilt effect should be included in the electron-diffraction
analysis of SWNTs.

2.5.2 Intrinsic Layerline Distance Analysis [24]

For this purpose, we introduce a novel nondimensional “intrinsic layer-
line spacing” concept for electron-diffraction analysis of SWNTs. The in-
trinsic layerline spacing (ξi) corresponding to each nonequatorial layerline
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Fig. 4. (a) An experimental electron-diffraction pattern of an individual SWNT;
(b) the corresponding simulated EDP of a (23,10) nanotube at a tilt angle of 10◦;
(c) a simulated EDP from a (12,7) SWNT in normal incidence (τ = 0◦) showing
the layerline structure [24]

is defined by ξi = D0 di. By geometrical considerations, expressions for
ξi of the six most important layerlines (di, i = 1, 2, . . . , 6, Fig. 4) are
given by ξ1 = (n − m)/

√
3π, ξ2 = (n + 2m)/

√
3π, ξ3 = (2n + m)/

√
3π,

ξ4 = (
√

3m)/π, ξ5 = (
√

3n)/π, ξ6 = [
√

3(n + m)]/π. Simultaneous solutions
of any two expressions of ξi give directly the chiral indices (n,m). When the
(n,m) are determined, the tilt angle can simply be evaluated by, for instance,
cos τ = ξ3/ξτ

3 = (2n+m)/(
√

3π ξτ
3 ), where ξτ

3 represents the actual measured
value of the intrinsic layerline spacing under the tilt effect, and τ is the tilt
angle of the nanotube. This method does not require any calibration of the
EDP and the effect of the tilt is compensated for the (n,m) determination.

In Fig. 4 an example of an analysis of the EDP for a SWNT prepared by
ethanol aerosol precursors is given using the two methods comparatively to
yield (n,m) = (25, 10) for a tube with a tilt angle τ of about 10◦. Without
taking the tilt angle into account, the nanotube was previously evaluated to
be a (21,9) metallic tube [22].

The diameter measured directly from HRTEM typically has up to 10%
error. The “intrinsic layerline distance analysis” method is aimed at unam-
biguous structural determination of single-wall carbon nanotubes by electron
diffraction. Since only the layerline spacing and the interval between the zeros
along the equatorial line are involved in the measurement, this method has
no significant limitations for the (n,m) determination with EDP.

3 Scanning Probe Microscopy

3.1 Introduction

Scanning probe microscopy (SPM) refers to a large family of microscopies
that use a sharp needle to sense material properties [25–27]. Currently, scan-
ning tunneling microscopy (STM) and atomic force microscopy (AFM) are



72 Ado Jorio et al.

the most widely used techniques in the real-space mapping of carbon nano-
tubes (CNTs) properties. Ever since its invention in 1982 [28], STM continues
to be a very versatile tool in surface science and technology. The principle
behind the STM relies on the tunneling of electrons between a sample and a
sharp tip. In the normal STM spectroscopic mode of operation (STS), the tip
is stabilized around 1 nm above the sample and the current is recorded as the
bias voltage, Vbias, which is ramped (normally −3V ≤ Vbias ≤ +3V) across
the sample–tip barrier. Under these conditions, electrons tunnel across the
gap from the sample to the tip or vice versa (depending on the bias polarity).
In the imaging mode, STM keeps the current constant through the feedback
loop and records the changes in the gap distance as the tip rasters over the
sample. By using this mode of operation, we obtain a direct 3D image of the
sample surface structure [28]. The STM owes its high vertical resolution to the
exponential dependence of the tunnel current (I) on the gap distance (d), (an
increase of 0.1 nm in dt causes I to decrease by one order of magnitude). How-
ever, the lateral resolution at an atomic scale is largely determined, amongst
other factors, by the tip quality and tip–sample interactions. Tips are usually
made of hard metals to withstand prolonged imaging without changing their
electronic properties. Metals like tungsten or platinum–iridium alloys (e.g.,
Pt0.90Ir0.10) are the most suitable for this purpose. As a crucial check before
imaging, the tip quality must be verified by acquiring STS data of a known
sample, such as Au(111) or graphite. Most of the electrons tunnel elastically,
and therefore the tunneling current features several signatures of the molec-
ular energy levels. The signatures of these excited states can be seen clearly
as peaks in the plot of differential conductance as a function of sample bias.
The full width of the peak at half-maximum (FWHM) intensity is an impor-
tant quantity to measure as it gives many details about the nature of the
excited states of the sample and their coupling to the perturbation by the tip
electric field and substrate interactions. If the FWHM of successive peaks is
smaller than their energy-level spacing, then each state can be mapped di-
rectly by STM. As we shall see in section 3.4, even single-electron states can
be imaged one by one. The rest of the electrons, less than 10%, inelastically
tunnel (IET) from the tip to the sample due to coupling with phonons, thus
allowing us to probe and excite vibrational modes of single molecules at sur-
faces [29–31]. The IET process manifests itself as a conductance enhancement
at the characteristic energy of the vibrational modes [30], and can be easily
seen in the first derivative of the differential conductance (see the contribu-
tion by Hartschuh). Unlike Raman spectroscopy, the selection rules are more
relaxed in inelastic electron spectroscopy (IETS) [32]. For example, optically
forbidden modes may be active in IETS and even appear as strong bands [33].
In that regard, the high-resolution power of STM, both in space and energy,
has allowed us not only to confirm the interplay between structural and local
electronic properties, but also to identify the influence of electron–phonon
interactions on the electronic band structure. In this section we highlight the
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usefulness of SPM techniques in characterizing the mesoscopic structure and
properties of carbon nanotubes.

3.2 Sample Preparation

For SPM studies on single molecules, making a suitable density of SWNTs on
a clean surface is the most crucial step for acquiring meaningful data. Ideally
one desires that 10% or more of the deposited tubes be isolated individual
tubes with a density of one tube per 200 × 200 nm2, because the process
of finding the individual CNTs can be time consuming. There are several
methods to deposit individual SWNTs on substrates. Here, we will briefly
discuss two methods that are very suitable for subsequent characterization
by SPM techniques. The first one uses a stamping technique developed by
Hones’ group at Columbia University [34]. This method is especially suitable
to study a CVD-grown CNT, since it requires no further treatments of the raw
soot to yield individual tubes. Moreover, it allows individual SWNTs to be
transferred to different substrates, thus giving us the opportunity to perform
various complementary measurements on the same structure [35]. The second
method uses the sonication of a purified or raw CNT soot to disperse the
material into individual tubes and small ropes. Typically, a small amount
(a few micrograms) of SWNT soot is sonicated in 5mL of dichloroethane
until the material is totally dispersed (for laser-ablation-produced nanotubes
a sonication power of 60W for about 30min would be enough to disperse the
nanotubes). A 3μL of the sonicated CNTs solution is cast on the Au(111)
substrates, then briefly washed with a few droplets of isopropanol alcohol and
blow dried with pure nitrogen gas. To ensure surface cleanliness, and therefore
reliable STS spectroscopy, samples are immediately introduced into a high-
vacuum chamber and preferably annealed at 100 ◦C for a few hours to ensure
the total removal of a water layer or any residues of organic solvents. Finally,
the samples are loaded into the ultra high vacuum (UHV) STM system,
which can be cooled to liquid-helium temperature for atomically resolved
spectroscopic measurements. This method is relatively faster and easier than
other methods but has the disadvantages of being invasive and produces a
low yield of individual SWNTs.

3.3 Imaging the Structure and Electronic Properties of SWNTs

Soon after the discovery of SWNTs [36], several groups [37–41] reported the
structure of CNTs using STM and AFM but these results were not correlated
with their electronic properties. It was not until 1998 when several research
groups [42–44] confirmed the interplay between the structure and the elec-
tronic properties. This was a crucial finding as it gave direct proof of the
most important prediction for nanotubes, namely that the tubes can be ei-
ther metallic or semicoducting depending on their structural parameters. In
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Fig. 5. STM topography and spectroscopy on SWNTs. (a) An atomically resolved
image of a zigzag SWNT; θ = 0◦ and dt = 1.2 nm. The scale bar is 1 nm. Repro-
duced from [45]. (b) I–V curves with kinks below ±1 V are semiconducting, the
rest are metallic with a finite density of states. (c) Differential conductance as a
function of sample bias. The peaks are due to van Hove singularities characteristic
of one-dimensional bands. (d) The energy gaps scale inversely with the diameter of
semiconducting NTs. Reproduced from [42]

Fig. 5a we show an atomically resolved SWNT image taken at room temper-
ature [45]. The hexagonal arrangements of carbon hexagons on the CNT wall
are clearly visible, which allow the precise determination of the chirality. The
easiest way to determine the chirality is to measure the angle between raw
hexagons and the CNT axis (see Fig. 5a).

Due to tip–tube convolution effects, the apparent tube diameter is exag-
gerated by a factor of 2 or more. A better estimate of the CNT diameter can
be obtained by measuring its height. In the ideal case, height resolution in
an STM is very high, something better than 0.01 nm due to the logarithmic
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Fig. 6. Single-electron states on SWNT. (a) An individual CNT is cut by applying a
voltage pulse of 5 V. (b) Atomically resolved image on a 20-nm long CNT showing
two different oscillations; one is due to the lattice and the other is due to the
interference of electrons on SWNT lattice. (c) A line profile along the highlighted
line in (b). (d) the dI/ dV curve shows peaks due to single-electron states as
electrons enter the dot one by one

dependence between the tunneling current and the tip–sample distance. This
resolution can be achieved on atomically flat substrates like highly ordered
pyrolytic graphite (HOPG) or MoS2. In a nanotube, however, there are other
factors that must be considered. Tip–tube topology tends to show elongated
deformation in the hexagon centers on the lateral directions, making it dif-
ficult to decide where exactly the tube axis is. Tube–STM-tip interaction
might underestimate the height due to local deformations. This problem can
be reduced dramatically by restricting the bias window to values around 1 eV
and currents within 100 pA. Substrate–tube van der Waals interaction is ex-
pected to deform the tubes, influencing also the STS results for tubes larger
than 2 nm [46]. This is of course less relevant for small diameter nanotubes
(below 1 nm).

The spacing between the first van Hove singularities is given by Eg =
2γ0aC–C/dt (γ0 is the nearest-neighbor tight-binding overlap integral and
aC–C is the carbon–carbon distance [47]), so that we can also estimate dt

from Eg [41]. The electronic properties can be obtained by mapping the cur-
rent–voltage (I–V ) characteristics at different locations on the CNT and on
the bare substrate [42–44]. Figure 5b shows typical examples of STS I–V
curves taken on different SWNTs. Some of these curves show metallic behav-
ior as I increases linearly with the applied sample bias, while others display
semiconducting behavior as I is nearly zero up to a certain threshold above
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which I increases rapidly. To investigate the electronic band structure, we
need to measure the differential conductance as a function of applied sample
bias. This is usually determined by numerical differentiation of the I–V curves
or is more conveniently measured directly using lock-in techniques. Figure 5c
shows the measured dI/dV versus Vbias. Peaks reflect the van Hove singular-
ities characteristic of the one-dimensional energy bands of CNTs. All CNTs
with a zero density of states inside the gap are semiconductors, and the rest
are metallic. The semiconducting gap is typically < 1 eV and is inversely
proportional to dt, as expected (see Fig. 5d).

By any scanning probe means, diameter measurements for supported
SWNT with dt above 2 nm are a challenge. The radial deformations are ex-
pected to dramatically modify the LDOS (local density of states). In Fig. 5d
the fit (solid line) gives γ0 = 2.7±0.1 eV, but deviations between the solid
line and the data points go up to 60meV for a ∼ 2-nm diameter tube. Sev-
eral factors can contribute to this deviation. The data were taken on a flat
Au substrate, and interaction effects (plus electronic noise) cause broaden-
ing of the linewidth [42]. Inhomogeneities in substrate–nanotube interactions
may occur due to local defects or imperfect contact “roughness”. Finally,
the γ0 = 2.7 eV value is inconsistent with optical results that indicate much
larger values for Eg [47]. The discrepancy between optics and STS are par-
tially due to the fact that STM is a local technique, which does not require
a large assembly of atoms to probe the energy gap. On the other hand, the
optics will see collective effects and local defects may not be seen due to low
signal intensity (see chapter by Ando). Near-field optics (see the chapter by
Hartschuh) is expected to shed some light on such differences. To minimize
the interaction, one should consider suspending the nanotube over trenches;
in this case the Eg, and thereby the diameter determination, would be more
accurately determined.

3.4 Single-Electron States of SWNTs

The previous results focused on the overall band structure of SWNTs
(∼ 1μm) in a high-energy range (∼ 3 eV). However, in order to understand
the full picture of the band structure, we need to study low-level excitations.
These details are easily accessed by looking at single-electron excitation in
the vicinity of the Fermi level.

To access low-level excitations experimentally we need to increase the
energy-level spacing, ΔE, to a value larger than the FWHM of single states.
This can be achieved by confining the electron waves to smaller lengths
(< 30 nm). A rough estimate of ΔE is given by hvF/2L eV, where h is
Planck’s constant, vF is the Fermi velocity and L is the CNT length. In the
case of a 20-nm long CNT, ΔE = 0.08 eV, which allows easy resolution of
single states at moderately low temperature (77K or below) [48]. In Fig. 6 the
CNT is shortened to 20 nm by applying a single voltage pulse of 5V at the
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desired location (see Fig. 6a). Higher-resolution images show two periodici-
ties: one is due to atomic lattice corrugations (see Fig. 6b top) and the other
due to interference of electron waves as they bounce off the tube edges in a
fashion similar to a particle in a box (see Fig. 6b bottom). The low-bias STS
dI/dV curve shows peaks, which are due to single-electron states (Coulomb
blockade, see Fig. 6d). As electrons enter the dot one by one, we can easily
map single-electron excited state profiles by plotting dI/dV as a function of
position on the CNT [48].

3.5 Defects

The structural quality of SWNTs is of prime importance when it comes to
electronic applications since some defects cause degradation to device per-
formance. Generally speaking, any deviation from the prescribed hexagonal
carbon arrangement is considered as a defect. However, not all defects are un-
desirable; for example, two CNTs of different electronic character can join to-
gether via heptagon–pentagon pair to form an intramolecular junction (IMJ).
Such structures are quite interesting for electronic applications since the junc-
tion can function as a diode (in the case of a metallic–semiconductor IMJ).
Both transport and atomically resolved STM spectroscopy studies have con-
firmed the expected behavior of these devices [49–51].

STM also offers the potential to study the influence of structural defects
on the electronic properties [52, 53]. In Fig. 7a we show one type of defect in
the form of a void due to missing hexagons from the SWNT lattice. Features
associated with defects can usually be seen in high-resolution images as bright
spots due to the scattering of electron waves in their vicinity. If we sample the
tunneling currents within a narrow bias window, < 75mV, an interference
pattern can be observed (as peak paring, Fig. 7b and c). By analyzing the
decay of the interference signal, we can study the effect of electron–electron
(e–e) or electron–phonon (e–ph) interactions. Figure 7b shows an atomically
resolved image of a Fermi-electron wavepacket as it scatters on the edge
of an armchair lattice [52]. The signal intensity of the interference pattern
decays within 8 nm away from the edge, indicating coupling with a dephasing
process due to e–e and e–ph interactions. In the proximity of the Fermi level
of a suspended SWNT, the e–ph interaction is less relevant [54] and the
dephasing process is mainly due to an intratube e–e interaction [55]. Indeed
the range of the interference signals becomes larger for suspended CNTs as
a result of the reduced coupling to the substrate [55].

However, due to scattering (as well as screening) of electron waves in
the vicinity of defects, the interference patterns can mask the local atomic
structure, thereby making it difficult to identify the atomic structure of local
defects. Increasing the bias window is expected to decrease the interference
signal intensity and the signal due to atomic structure can be more pro-
nounced. Ishigami et al. [56] used a novel technique in which they iterated
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Fig. 7. Defects on a SWNT lattice. (a) Missing hexagons on a SWNT. Reproduced
from [55]. (b) Interference pattern due to Fermi electrons near the CNT edge.
(c) A line profile near the edge in (b) showing a peak-pairing behavior with a
periodicity 0.76 nm. Reproduced from [52]

a model structure of an intermolecular junction, containing a pentagon–hep-
tagon pair, obtaining a good match between theoretical and experimental
data of both STS and topographic STM images. In principle, their approach
can be used to identify other types of defects on CNTs, although it is clearly
desirable to probe the structure directly without the need for elaborate the-
oretical modelling. This is a challenge for future research.

3.6 Local Vibrational Spectroscopy in SWNTs

The high lateral resolution of STM can be utilized to probe the local vi-
brational modes of SWNTs by detecting inelastic tunneling processes, es-
pecially near defects. Unlike conventional optical spectroscopy, which re-
quires averaging over an area of the surface, inelastic tunneling spectroscopy
with STM (IETS-STM) can probe the vibrational spectroscopy with a lat-
eral resolution approaching atomic dimensions [30]. Combining IETS with
ETS gives us the opportunity to investigate the correlation between pho-
non modes, structural deformation and local electronic properties. Among
the vibrational modes of a SWNT, the RBM of SWNTs (∼ 10–45meV), in
particular is sensitive not only to defects and local environment but also to
local deformation such as bends, twists or radial distortion. Vital et al. [57]
have studied the local phonon spectroscopy of SWNTs and confirmed the
predicted relation between the diameter (dt) and radial breathing mode fre-
quency (ωRBM), ωRBM = C/dt; where C is a constant (see also the chapter
by Hartschuh). They have demonstrated an elegant method to characterize
the influence of topological defects and mechanical deformation on the elec-
tronic properties by monitoring the spatial variation of the RBM energy near
the intermolecular junction, cap region and crossed CNT junctions [57, 58].
The mechanical interaction between crossed CNTs can cause a radial distor-
tion and induce dramatic changes in the electronic properties. For example, a
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semiconducting gap can totally disappear in the crossing region. As expected,
pronounced variations in the ωRBM were also detected, which reflect the relia-
bility of IETS to monitor local mechanical interactions in CNTs. Signatures of
electrically excited phonons can also be seen as additional small peaks around
the main elastic tunneling peaks in the plot of the differential conductance
versus sample bias voltage. These extra peaks are due to the opening of IET
channels at certain characteristic energies in which phonon-assisted tunnel-
ing occurs. Only certain phonon modes can participate in the IET process.
The necessary condition is that their decay rate must be much slower than
the electron-injection rate. This means that, previously excited phonons can
exchange energy with successive tunneling electrons and thereby cause elec-
trons to gain (or lose) energy. In a remarkable experiment LeRoy et al. [59]
have demonstrated that the tunneling of single electrons can populate and
detect the low-k optical-phonon mode (RBM) on suspended SWNTs. A key
factor in these experiments is how to minimize CNT-substrate interactions
in order to reduce the lifetime broadening of ET that otherwise would mask
the IET peaks. Interestingly, the e–ph interaction has also been confirmed in
transport experiments where equally spaced low-level excitations occur par-
allel to the Coulomb diamond edges [60]. More detailed discussion about this
technique is presented in the contribution by Hartschuh.

4 Optics

4.1 Basic Principles

Optical techniques have been largely used to characterize carbon nanotubes.
The advantages of optics rely on both experimental and fundamental as-
pects. Experimentally, the techniques are readily available, relatively simple
to perform, quick, and can be performed at room temperature and under
ambient pressure. Fundamentally, the optical techniques are nondestructive
and noninvasive because they use the photon, a massless and chargeless par-
ticle, as a probe. Furthermore, optical experiments can be carried out at
the single-nanotube level [61–63] due to the unusually high optical response
of nanotubes, which is a consequence of the one-dimensional confinement of
their electronic structure [64].

Despite the specificity of each optical technique, the basis for the under-
standing of the optical responses from carbon nanotubes is common to all
optical spectroscopies and can be represented by the so-called Kataura plot,
proposed by Kataura et al. in 1999 [65]. This plot was presented in the first
volume [47], but the knowledge behind it has developed largely in the past
4 years. A Kataura plot is shown in Fig. 8a. Each point in this plot represents
one optical transition energy Eii (i = 1, 2, 3, . . . ) for a specific (n,m) SWNT
plotted as a function of nanotube diameter (dt). A specific (n,m) carbon
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Fig. 8. (a) The Kataura plot in the diameter range of tubes in a CoMoCAT SWNT
sample. (b) The optical absorption in the CoMoCAT SWNT sample dispersed in
aqueous solution with SDS, within the energy range shown in (a). (c) Shows the
optical absorption spectrum for the CoMoCAT SWNT sample wrapped by DNA
and (d) shows the same spectrum as in (b). (c) and (d) have been analyzed for their
(n,m) contents. Gray and black Lorentzians indicate metallic and semiconducting
tubes, respectively [66]

nanotube will absorb light, and reveal the many different optical responses,
when it is illuminated resonantly by photons with energy Eii.

Important geometrical trends, as discussed in the contribution by D.
Tománek et al., are observed and drive the observed optical processes in
terms of: 1. families of (2n + m) = const, which group tubes with similar
dt and different θ (light gray lines connecting points in Fig. 8a), and families
(n−m) = const, which group tubes with similar θ and different dt; 2. the three
categories with mod [(2n+m), 3] = 0, 1, 2. The mod0 denotes metallic tubes
(dark gray bullets in Fig. 8a), while the mod1 and 2 denote the lower or up-



Carbon-Nanotube Metrology 81

per branches in semiconducting tubes (black bullets Fig. 8a). Whether mod 1
or 2 will be the upper or lower branch inside a given Eii subband depends on
the level (i subindex), alternating with i. Tubes with mod[(2n + m), 3] = 1
and 2 are called type 1 and type 2 semiconducting tubes, respectively. These
categories have been also defined using mod[(n − m), 3] = 0, 1, 2, but the
type 1 and type 2 definition will in this case be reversed relative to the defi-
nition based on mod[(2n + m), 3]. Notation is important for metrology, and
one must be careful when defining categories whether it is the (2n+m)-type
or (n − m)-type that is used.

An enormous number of experimental and theoretical studies have been
done in order to establish the Kataura plot [67], i.e., to establish the (n,m)
dependence for Eii. The first and second optical levels for semiconducting
tubes, ES

11 and ES
22, respectively, are related to strongly bound excitons (see

contributions by Spataru et al. and by Ando, and [67]) while for the higher-
lying levels ES

ii, i > 3, the electronic continuum might decrease the exciton
binding energies [68]. EM

11 is the lowest set of transition energies for metal-
lic SWNTs. Good agreement between experimental and theoretical values
for Eii has been obtained by using an extended (nonorthogonal, symmetry-
adapted) tight-binding model [69, 70] plus diameter–dependent many-body
corrections [71]. A simple expression for Eii, that can be used to build a
Kataura plot, has been introduced recently [68]:

Eii(p, dt, θ) =
{

a
p

dt

[
1 + b log

c

p/dt

]
+ βp cos 3θ/d2

t

}
+ γ/dt , (1)

with a = 1.049 eVnm, b = 0.456 and c = 0.812 nm−1 and p = 1, 2, 3,
4, 5 for ES

11, ES
22, EM

11, ES
33, ES

44, respectively. The experimental βp values
for the lower(upper) Eii branches are −0.07(0.05), −0.19(0.14), −0.19(not
observed), −0.42(0.42) and −0.4(0.4) for p = 1, 2, 3, 4 and 5, respectively.
Each term has its physical origin, as discussed in [68], and the last term
(outside the curly brackets) applies only for the Eii levels with p > 3, and
γ = (0.305 ± 0.004) eVnm was found.

This functional is consistent with experimental results on CoMoCAT and
HiPco tubes in SDS aqueous solution, alcohol-grown aligned SWNT samples
and isolated SWNTs suspended on Si trenches, measured by resonance Ra-
man spectroscopy, photoluminescence excitation and Rayleigh scattering, as
discussed in [68]. However, the Eii values are expected to change with changes
in the environment (within 1–10%, e.g., see [72] for bundling, and contribu-
tions by Spataru et al. and Lefebvre et al. for temperature- and pressure-
dependent effects). Environmental effects are a big challenge for metrology,
and advances are obtained by taking the same nanotube and putting it in
different environments. Controlled and systematic experiments are needed.
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4.2 Optical Absorption

Optical absorption (OA) is the simplest optical technique, from both an ex-
perimental and analytic point of view. OA can be used easily to show the
presence of SWNTs in the sample [3], from the observation of absorption
peaks related to the first and second optical transition from semiconducting
tubes (ES

11 and ES
22), and the first optical level of metallic tubes (EM

11). For
higher optical levels, the optical absorption response gets buried due to the
absorption by σ-bonded electrons [65]. OA can also be used to characterize the
metal vs. semiconducting SWNT separation process, or just the separation of
tube bundles into isolated SWNTs (dispersability) (see the contribution by
Lefebvre et al. and [5]). A detailed discussion, including sample preparation
and step-by-step procedures has been established by Arepalli et al. [5].

Figures 8a and b show the relation between the OA profile of a CoMoCAT
sample [66] and the Kataura plot. Basically, light will be absorbed when in
resonance with Eii values for the (n,m) nanotubes in the sample. The reso-
nance width depends strongly on sample environment, and the broad peaks
observed in Fig. 8b are actually related to groups of unresolved absorption
profiles for different (n,m) SWNTs with similar Eii values. For example, the
peak centered at 1.9 eV is mostly due to absorption at the ES

22 level for semi-
conducting SWNTs with (2n + m) = 19 and 23. The peak centered at 2.1 eV
has a strong contribution from the absorption of the ES

22 from the (6, 5) tube,
known to be very abundant when using this special growth technique [73],
but also from the ES

22 from other (n,m) tubes, plus the contribution from
metallic tubes (EM

11) with (2n + m) = 24. The peak centered at 2.4 eV has a
contribution mostly from EM

11 for metallic SWNTs with (2n + m) = 21.
As discussed above, in OA it is difficult to resolve the spectra from tubes

with different (n,m) that have similar Eii. Figures 8c and d show the spectral
analysis for the optical absorption spectra of two CoMoCAT SWNT samples,
one dispersed in an SDS aqueous solution, Fig. 8c, and the other wrapped
with DNA, Fig. 8d. The black and gray Lorentzians (FWHM 80meV) are as-
sociated with semiconducting and metallic SWNTs, respectively. This analy-
sis is only possible if you know a priori the Eii values in the sample. A small
change in Eii would compromise the analysis of the abundance of specific
(n,m) SWNTs. This is the challenge introduced by environmental effects.

However, the presence of groups absorbing at similar frequencies can be
used, for example, to characterize the separation between metallic and semi-
conducting tubes. From the spectra in Figs. 8c and d one can see a sub-
traction of the signal related to metallic tubes in the DNA-wrapped sample,
indicating a DNA-induced separation between metallic and semiconducting
tubes. The (n,m)-dependent OA spectra can be resolved when a sample has a
small diameter distribution, and this approach is effective mainly for smaller-
diameter tubes. For larger-diameter tubes the number of different (n,m) with
similar Eii increases. As a rule of thumb, when the bands in the Kataura plot
are well separated from one another, the distinction between one (2n + m)
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family and another can be effectively done, and for small diameter tubes, in-
dividual (n,m) can be identified from the absorption spectra (as for Raman
scattering, as discussed in the next section).

Comparative analysis performed on different samples, like for Figs. 8c
and d can be made accurately [66]. For an absolute population analysis, how-
ever, like defining how many per cent of one given sample is metallic and
semiconducting, or is related to a given (n,m) species, it is important to
know the optical absorption efficiency as a function of (n,m), Eii and the
environemt. For example, while the results in Fig. 8 indicate a DNA-induced
separation between metallic and semiconducting tubes, studies have to be
performed to assure that what is changing is really the sample population,
and not the optical response. There is no procedure available considering
calibration standards from, for example, known salts. For the (n,m) depen-
dence, there are theoretical predictions available for the density of states and
electron–photon matrix elements (see the contribution by Saito et al.). Ex-
periments should be performed on a sample with population known a priori,
or at the single-nanotube level. Optical absorption measurements on isolated
SWNTs are difficult, since the amount of light absorbed from the light source
will in general be hard to measure. Such a measurement has been achieved
recently by using photothermal heterodyne detection to record absorption
images and spectra of individual SWNTs. [74].

4.3 Resonance Raman Spectroscopy

Raman spectroscopy is commonly used for characterizing SWNTs because
it is one of the most sensitive characterization tools for these nanostruc-
tures [75, 76] and requires very little work (or no work) on sample prepa-
ration. The Raman spectra from carbon nanotubes (see Fig. 9) is very rich
and can be used to characterize several aspects of isolated, bundled and pro-
cessed samples. Generally speaking, the Raman spectra depend strongly on
the excitation laser energy (Elaser) because only nanotubes in resonance with
Elaser exhibit a strongly enhanced Raman signal. For this reason, resonance
Raman spectroscopy (RRS) is a dominant optical characterization technique.
The Raman intensity also depends strongly on the light polarization, since
absorption occurs mostly for light polarized along the nanotube axis. This
polarization effect, which is characteristic of nanotubes, can be used for the
characterization of different aspects related to SWNT orientation.

Carbon nanotubes bundled or isolated (in contact with the substrate or
crossing trenches) can be synthesized by different methods (see the contri-
bution by Joselevich et al.) and can be measured directly, as grown. For
isolated-tube measurements, low-density sample (less than 1 SWNT/μm2)
guarantees that single SWNTs will be measured in a micro-Raman system
and that one will not get a Raman signal from two or more SWNTs within
the same light spot. Sonication of SWNT-bundle samples in solution can also
form isolated SWNTs to be measured in large quantity (many isolated tubes
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Fig. 9. (a) Raman spectrum from HiPco SWNT bundles [75]. (b) Raman spectra
from a metallic (top) and a semiconducting (bottom) SWNT at the single-nanotube
level. The spectra show the radial breathing modes (RBM), D-band, G-band and
G′ band features, in addition to weak double-resonance features associated with the
M-band and the iTOLA second-order modes [77]. The isolated carbon nanotubes
are sitting on an oxidized silicon substrate that provides contributions to the Raman
spectra denoted by ‘*’, and these Si features are used for calibration purposes [75]

under the light spot). Wrapping nanotubes with, for example, SDS (sodium
dodecyl sulfate) surfactant guarantees that tubes previously separated by
sonication will not subsequently agglomerate [78].

Figure 9a gives a general view of the Raman spectra from a sample of
SWNT bundles. The two dominant Raman features are the radial breathing
mode (RBM) at low frequencies and the tangential (G band) multifeature at
higher frequencies. Other weak features, such as the disorder-induced D band
is also shown, and when the background intensity is increased, a rich Raman
spectrum is observed for the intermediate-frequency phonon modes (IFM)
that lie between the RBM and G-band features.

Usually, the weak point of Raman spectroscopy is the low-signal intensity
as compared to PL, for example. In the process of measuring the Raman spec-
tra from isolated SWNTs on a Si/SiO2 substrate using a fixed laser energy
Elaser (see Fig. 9b), one focuses the laser spot on the substrate surface and
scans the sample until the Raman signal from an isolated SWNT is observed.
A similar procedure can be used for measuring the PL signal from isolated
SWNTs suspended on trenches in the substrate, enhanced by the stronger
PL signal (see next section). The Raman intensity from SWNTs is usually
buried under the noise, except for a few (n,m) SWNTs for which the reso-
nance with the given Elaser occurs strongly for the electronic states confined
within van Hove singularities (vHSs). The observation of the weak Si feature
at 303 cm−1 is a useful guide for knowing whether the radial breathing Ra-
man mode from an isolated SWNT can be measured. On a well-aligned single
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monochromator, usually 4 s of accumulation time is enough to identify this Si
feature and the RBM from a resonant SWNT. Figure 9b shows an example
of Raman signals from two resonant SWNTs at two different spots on the
Si/SiO2 surface. The upper spectrum shows an unusually strong RBM signal,
while the lower spectrum shows a more typical RBM result. The opposite is
observed for the G band, that is unusually strong in the lower spectrum. Such
a result is related to resonance with the scattered light (see the contribution
by Saito et al.). We now focus on the details for the three most important
carbon-nanotube Raman features for SWNT characterization purposes.

4.3.1 The Radial Breathing Mode (RBM)

The RBM is unique to carbon nanotubes and is not observed in other carbon
materials. It has the very important property that is the RBM mode fre-
quency is proportional to the inverse tube diameter. As discussed in Sect. 2,
absolute calibration of a SWNT electron-diffraction pattern depends on the
value of the carbon–carbon (C–C) bonding distance, which has an uncertainty
of 2 pm. By considering that common Raman instruments have a spectral ac-
curacy of about 1 cm−1, and that the RBM frequencies (ωRBM) from typical
samples (diameters dt around 0.5–5.0 nm) range from 500–50 cm−1, Raman
spectra can determine the tube diameter with a 1 Å accuracy for a dt = 5.0 nm
tube, the accuracy increasing with decreasing diameter, reaching 1 pm accu-
racy for a dt = 0.5 nm tube. The use of a triple monochromator can get
this resolution to 0.1 cm−1 in frequency, i.e., up to 0.1 pm resolution in the
diameter determination.

The big problem is the determination of the precise relation between ωRBM

and dt [71]. Although the RBM frequency has been shown to be weakly de-
pendent on doping (charge transfer) or laser heating (temperature-dependent
effects), there are many different ωRBM vs. dt relations in the literature,
probably due to the different environmental conditions on each particular
measurement (see the contribution by Saito et al.). Simple force-constant
calculations predict a linear dependence between ωRBM and the inverse di-
ameter (1/dt), and this has been confirmed experimentally in some regimes.
For smaller-diameter tubes, where the accuracy is larger, ωRBM is expected
to also show a small dependence on the chiral angle θ because of chirality-
dependent curvature effects. For DWNTs the innertube frequency depends
on the outer tubes, as discussed in the contribution by Pfeiffer et al.

The room-temperature natural RBM linewidth (γRBM) has been estab-
lished as 3 cm−1 for isolated SWNTs on Si/SiO2 substrates [75]. A dt de-
pendence on γRBM has been observed, showing that for even larger diameter
tubes (above 5 nm), the RBM feature gets broad and cannot be resolved
experimentally. This characteristic, and the 1/dt dependence of the Raman
cross section limits the use of the RBM feature to study the geometry of
large-diameter multiwall carbon nanotubes. The RBM from MWNTs is only
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observed when they have very small innertubes (below 3 nm), for which the
RBM feature can be observed.

Analysis of the RBM resonance profiles (RBM intensity as a function of
laser energy Elaser) can be used to measure the Eii for specific (n,m) tubes
on bundles, isolated in aqueous solution [68, 72] or on Si substrates [75, 76].
Figure 10 shows a two-dimensional plot built from many RBM spectra ob-
tained with different laser lines [68]. Since (Elaser, ωRBM) and (Eii,1/dt) can
be directly related, the plot in Fig. 10 is a direct measure of the Kataura
plot displayed as a function of 1/dt. A plot can be used to measure the effect
of temperature, pressure, stress, bundling, substrate interaction, etc. on the
Eii optical levels. The resonance profile linewidth (γr) ranges from 8meV
on isolated tubes on a Si substrate [75, 76] up to 160meV for SWNTs in
bundles [72], giving information on the interactions of SWNTs with their
environments. The intensity analysis reveals the (n,m)-dependent popula-
tion in a sample. As for optical absorption, the use for comparative analysis
can be easily performed, but for absolute (n,m) population assignments, the
resonance Raman cross-section dependence on (n,m) has to be established.
Theory shows that there is a very strong (n,m) dependence on the electron–
phonon coupling (see the contribution by Saito et al. and [79]). The overall
predictions (like a larger Raman cross section for smaller chiral angle tubes
or a mod[(2n + m), 3] dependence, both changing intensities by about 1 or-
der of magnitude) have been observed experimentally [68]. However, theory
still has to be fully validated by a reliable determination of the (n,m) pop-
ulations in carbon-nanotube samples using resonance Raman spectroscopy.
Again, measurements on isolated tubes might be necessary, although great
care with environmental effects will be necessary. Comparative analyses (Ra-
man vs. photoluminescence, Raman vs. optical absorption) have already shed
some light on this problem, showing that the calculations have to include the
excitonic nature of the optical levels to account for the strong diameter de-
pendence of the Raman cross section [79, 80].

As for the tube–environmental interaction, a clear effect is observed when
the resonance profiles are obtained for the RBMs in the bundled sample and
when compared with the SWNTs dispersed in solution. A redshift in the op-
tical transition energies is observed, as well as a broadening in the resonance
profiles [72]. It has been shown experimentally that the redshift depends on
the aggregation state of the carbon-nanotube bundle and is larger when the
intertube contact surface is larger [81]. Environmental effects have been ob-
served also when the nanotubes are dispersed in different surfactants due to
the different dielectric constants of the nanotube surrounding. For example,
a small shift in Eii is observed when SDS-wrapped nanotubes are compared
with DNA-wrapped nanotubes [66, 82]. Environment effects have been ob-
served also in the intensities of the resonance Raman profiles that are associ-
ated with the relative population of the different (n,m) nanotubes present in
the sample [83]. Besides the bundling, temperature-dependent effects on the
carbon nanotubes have been observed by Raman spectroscopy. An increase
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Fig. 10. Resonance Raman spectra as a function of Elaser [68]. The Kataura plot
was superimposed on the experimental data in the right panel for which an intensity
scale is provided

in linewidths of different features in the Raman spectra of SWNTs has been
observed by increasing the sample temperature T especially for T > 400K,
while small changes are observed for T < 400K [84]. Changes in the rela-
tive intensities of the RBM spectra as a function of T are also observed and
are related to changes in Eii when the nanotube temperature is varied. All
these effects can also be measured with photoluminescence spectroscopy (see
Sect. 4.4).

4.3.2 The Tangential Modes (G Band)

While the G band in graphite has a single peak at 1582 cm−1, the G band in
SWNTs is composed basically of two stronger peaks (G+ and G−) related to
the circumferential (TO) and axial (LO) atomic vibrations [85]. The splitting
for these two peaks depends on the tube-wall curvature, so that the G has
a small frequency dependence on dt that can be used to corroborate the
diameter information obtained from the RBM. The G-band TO and LO peaks
also have an intensity dependence on chiral angle, for both metallic and
semiconducting tubes, but the exact functional relating intensity and chiral
angle has not yet been established experimentally.

However, the most important characteristic is the strong lineshape depen-
dence of the G− peak on the tube type and doping. While in semiconducting
tubes the circumferential TO mode has a lower frequency when compared to
the axial LO mode, the opposite happens in metallic tubes. The LO mode in
metallic tubes shows up at a much lower frequency than the G− peak (TO)
from semiconducting tubes, and it exhibits a broad and asymmetric (Fano-
like) lineshape (see Fig. 11). This broad features have been largely used to
distinguish between metallic and semiconducting tubes, although the assign-
ment is not that simple (see the contribution by Saito et al.). Metallic tubes
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Fig. 11. Raman spectra of SWNTs in bundles as-grown, and dispersed in aqueous
solution with two different surfactants (SDS and NaC), obtained with two different
excitation laser energies [86]. In the right panel metallic SWNTs are in resonance,
while in the left panel semiconducting SWNTs are in resonance

can indeed exhibit a “semiconducting-like” G band. The Fano-like G− band
in metallic tubes has been used to identify doping effects, since the band
broadens/sharpens and increases/decreases in intensity due to changes in
the Fermi level. The G+ peak does not change lineshape, but shifts in fre-
quency with doping for both semiconducting and metallic tubes, positively
for donor doping and negatively for acceptor doping, although the frequency
shift vs. doping behavior is not yet established quantitatively, or even well
understood. The natural G-band linewidth (FWHM) was measured to be
γG± = 5 cm−1, which appears to be smaller than in graphene (∼ 12 cm−1),
except for the BWF-like feature, that is broader, and shows a dependence on
tube diameter [84].

As for the RBM, other interesting effects occur in the G band when chang-
ing the tube environment. The left panel in Fig. 11 shows a linewidth broad-
ening when comparing isolated and bundled semiconducting tubes, and this
effect can be used for dispersability characterization [86]. More systematic
work is needed to establish procedures for accurate lineshape-related quanti-
tative analysis. However, a considerable broadening of the G+ band, achieving
FWHM values larger than γG+ ∼ 20 cm−1, is a clear indication of the presence
of defective material and/or amorphous carbon. This effect is always related
to the observation of the so-called disorder-induced D band, discussed below.
Although all the effects discussed here are clearly established, the literature
is very poor on standards for quantitative analysis of metal/semiconducting,
doping and dispersability characterizations based on the G-band profile.
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4.3.3 The Disorder-Induced Feature (D Band)

The D band add ( 1350 cm−1, see Fig. 8) is observed when there is symmetry
breaking on the hexagonal sp2-bonding lattices for graphite and nanotubes,
and the D band has been widely used for the characterization of carbon
samples. The observation of a D band in the Raman spectra is, therefore,
related to either the presence of defects in the tube walls (e.g., vacancies,
7–5 pairs, dopants or just the presence of tube ends) or to the presence of
amorphous-carbon material in the sample. As a metric for the internal cali-
bration procedure, the analysis is typically made based on the ID/IG intensity
ratio. The more defective the material, the larger and broader the D band,
and the larger the ID/IG ratio. For comparative ID/IG analysis on different
samples, one has to consider also the strong dependence of the ID/IG ratio
on the excitation laser energy (Elaser). This dependence is well established
for nanographite, depending on E−4

laser [87]. For SWNTs, the D-band inten-
sity depends on the analysis of the Kataura plot, diameter distribution in the
sample, and it is usually stronger for metallic tubes [88].

The D band was shown to increase by B doping [89] (inducing defects)
and also by tube-length shortening (the smaller the tube-length, the more
important are the edge effects [90]). More systematic work is needed for
quantitative analysis of sample purity and quality using the Raman D band.
Furthermore, near-field Raman spectroscopy (spectroscopy with spatial res-
olution of ∼ 20 nm) shows that the D-band scattering is localized at spe-
cific sites along a single tube and the D-band intensity profiles vary strongly
among single tubes grown by different synthesis methods (see contribution
by Hartschuh). The D-band intensity has been shown to display even more
sophisticated properties, like the dependence on the atomic edge structure
observed at graphene edges [91]. Because of this strong potential for very
sophisticated characterization of nanocarbons, more detailed theoretical and
experimental studies of the D-band problem are now in progress [92].

4.3.4 Other Raman Features

Finally, the Raman spectra of nanotubes still have many other first-order,
combination and overtone features with strong potential for playing an impor-
tant role in carbon-nanotube characterization. For example, the intermediate-
frequency modes (IFM, see Fig. 9) are very rich and strongly dependent
on sample type [93]. Recent work showed a systematic dependence on tube
length, some IFMs increasing intensity with decreasing tube length, and some
others not [94]. The second order of the D band (G′ band) is known to de-
pend on the carbon-nanotube electronic structure. Interestingly, this band
was shown recently to depend on the number of graphene layers in a graphite
sample with a few layers (below 5 layers) and it is now largely used as a fin-
gerprint for a nondestructive, quick and easy identification of single- and



90 Ado Jorio et al.

double-layer graphene samples on a substrate (see [95, 96] and the contribu-
tion by Charlier et al.). For more information, see the contribution by Saito
et al.

The Raman features are analyzed by a Lorentzian fit of the spectra, with
the exception of the lower-frequency G-band feature for metallic SWNTs,
denoted by G−, which is observed to have a Breit–Wigner–Fano (BWF)
lineshape (that is broad and asymmetric), though the G− feature for semi-
conducting SWNTs remains Lorentzian. Although it is known that the
disorder-induced bands appear in the Raman spectra of graphite-like materi-
als through a double-resonance process [97, 98] where inhomogeneous broad-
ening occurs, we use the Lorentzian lineshape fit as an approximation to
interpret the behavior of these Raman features.

4.4 Photoluminescence

Among the optical techniques, photoluminescence has the strongest signal.
Nano-PL Inc., the first company specializing in producing instruments for
carbon-nanotube sample characterization, performs an (n,m)-dependent PL
intensity characterization of a given sample within 1 min. One strong limi-
tation, however, is the sample preparation. Nanotubes contained in bundles
do not luminesce, nor can metallic tubes within a sample be measured.

The photoluminescence signal from SWNTs can only be measured on iso-
lated semiconducting SWNTs. Isolated SWNTs should be grown suspended
on Si/SiO2 substrates, crossing over lithographically prepared trenches [63],
using a CVD method. Alternatively, sonication of SWNT-bundle samples in
solution also produces isolated SWNTs, and wrapping each nanotube with
surfactants guarantees that tubes previously separated by sonication will
not rejoin subsequently [78]. There are some studies on the PL signal from
DWNTs, but it is not yet clear whether or not the signal in these measure-
ments comes from SWNT impurities contained in the DWNT sample.

Similar to Raman spectroscopy, photoluminescence can be used to mea-
sure the effect of temperature, pressure, strain, etc., on the Eii optical levels
of isolated tubes, as well as for the (n,m) population analysis (see the contri-
bution by Lefebvre et al.). While Raman has a unique signature (Eii, ωRBM)
for each (n,m) tube, photoluminescence excitation spectra (PL emission as
a function of the excitation energy) provide another unique signature, that is
obtained by measurement of the (ES

22, ES
11) for each specific (n,m) tube. Such

an experiment is shown in Fig. 12. Each darker gray dot represents a strong
emission at ES

11, stimulated by a prior strong absorption at a higher ES
ii level,

for one specific (n,m) species. The (ES
22, ES

11) pairs can be well established
when a full photoluminescence excitation map is performed, like in Fig. 12,
and they show nice (2n+m) and (n−m) family patterns that yield the (n,m)
assignment for each PL feature [73, 78]. If using only a small set of excita-
tion laser energies, like the work by Nano-PL Inc., the (n,m) population can
be rapidly extracted by PL-lineshape analysis (Lorentzian fit of the spectra,
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Fig. 12. (A) Photoluminescence excitation map [78]. Each darker gray dot repre-
sents the absorption at ES

ii (i > 1) on the Y -axis and emission at the ES
11 on the

X-axis for a given (n, m) SWNT. (B) Schematic of the PL pattern formed by the
(2n + m) and (n−m) SWNT families within the ES

22 absorption and ES
11 emission

peaks contained within the white ellipse in (A) [78]

although asymmetric bands have also been measured [63]). In this case the
Eii values have to be known a priori with a high precision (within meVs).
Proper metrological conditions require consideration of the environmental
conditions seen by the SWNTs, which can affect the Eii levels by tens of
meV, which means that good standards have to be developed. For absolute
population analysis, one has to consider that the cross section for the PL effi-
ciency for specific tubes depends strongly on their (n,m) values. Theoretical
work has been developed trying to address the (n,m) dependence of the PL
signal as well [99, 100], but again, experimental work is needed to validate
these theoretical predictions, so that the actual population of specific (n,m)
SWNTs in a sample can be determined. Imaging techniques discussed in the
contribution by Lefebvre et al. may be important for developing a counting
procedure that may also help establishing standards for comparison. Such a
counting procedure has been developed for resonance Raman measurements
as well [101].

5 Summary and Outlook

In this work we discussed state-of-the-art capabilities and limitations of elec-
tron microscopies, electron-diffraction, scanning probe microscopies, scanning
probe spectroscopy, optical absorption, resonance Raman and photolumines-
cence spectroscopies for the development of carbon-nanotube metrology. This
work is far from being a complete discussion about the metrological issues
related to carbon nanotubes. Development of standards and protocols require
much more detailed discussion about procedures. Many other techniques
like near-infrared spectroscopy, thermogravimetric analysis, differential scan-
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ning calorimetry, small-angle X-ray dispersion and others are important for
carbon-nanotube bulk-sample characterization, mainly with respect to pu-
rity (presence of noncarbon and amorphous/disordered carbon), microdis-
persion (distribution of nanotube bundles) and nanodispersion (splitting of
bundles into individual tubes) characterization. These basic parameters on
the carbon-nanotube production process have been systematically discussed
in the metrology community [6, 7], and were not addressed in this work. We
here focused on some specific forefront problems of nanometrology [8].

As we have described in this work, high-resolution STM and TEM mea-
surements can be utilized to study in detail the interplay between structure,
electronic properties and local perturbations. Optics promises a powerful
trend in nanotube research as a fast and reliable characterization method, as
demanded for applications. Very fruitful outcomes should be achieved when
combining SPM and TEM with optical spectroscopy techniques. This will give
us the opportunity to correlate vibrational modes with local changes in the
microscopic structure or chemical attachment of functional groups on individ-
ual SWNTs. For example, the inelastic tunneling spectroscopy (IETS-STM)
technique offers the possibility to detect local variation in vibrational modes
due to sidewall chemical functionalization or encapsulation of molecules in-
side SWNTs. For a precise determination of optical intensities, for example,
the analysis of the effect of defects is extremely important, since defects can
completely change the optical response of nanotubes. There is also a trend
in the scientific community to use IETS to investigate the microscopic ori-
gin of the Raman-active intermediate–frequency modes of SWNTs so that a
complete picture of the vibrational spectrum can be achieved.

Although a lot of work has been done in this field, there is still a lot re-
maining to be done. A good feeling for the problem can be obtained by look-
ing at well-established bulk-material parameters, like for example for GaAs,
GaP, InAs, and InP in [102]. 38 parameters are well established, e.g., lat-
tice constant, density, thermal expansion, Γ , L, Δ point bandgaps (plus spin
orbit), electron mass (light hole), (heavy hole), (spin orbit hole), dielectric
constant – static εs and optic ε∞, ionicity, elastic constants, Young’s modulus,
bulk modulus, piezoelectric coupling, deformation potentials, donor binding,
thermal conductivity, electron mobility . . . This long list of unknowns in
carbon-nanotube materials confirms what we have pointed out at the begin-
ning of this work: developing the nanometrology is a big task for a consistent
transformation of nanoscience into nanotechnology. In the case of nanotubes
the complexity is enhanced by the important dependence on diameter, chi-
ral angle and environmental effects, as well as a problem common to other
nanostructures, which concerns the perturbation of the nanostructure by the
measurement probe.
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da metrologia no Brasil (Ilustrações, Rio de Janeiro 1998) 63
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rio, R. Saito: Studying disorder in graphite-based systems by Raman spec-
troscopy, Phys. Chem. Chem. Phys. 9, 1276–1291 (2007) 89

[93] C. Fantini, A. Jorio, M. Souza, R. Saito, G. G. Samsonidze, M. S. Dressel-
haus, M. A. Pimenta: Intermediate frequency Raman modes in metallic and
semiconducting carbon nanotubes, in Proc. Int. Winterschool on Electronic
Properties of Novel Mater. (2005) 89

[94] S. G. Chou, H. Son, M. Zheng, R. Saito, A. Jorio, G. Dresselhaus, M. S. Dres-
selhaus: Finite length effects in DNA-wrapped carbon nanotubes, Chem.
Phys. Lett. 443, 328–332 (2007) 89



Carbon-Nanotube Metrology 99

[95] A. C. Ferrari, J. C. Meyer, V. Scardaci, C. Casiraghi, M. Lazzeri, F. Mauri,
S. Piscanec, D. Jiang, K. S. Novoselov, S. Roth, A. K. Geim: Raman spectrum
of graphene and graphene layers, Phys. Rev. Lett. 97, 187401 (2006) 90

[96] A. Gupta, G. Chen, P. Joshi, S. Tadigadapa, P. C. Eklund: Nano Lett. (2006)
90

[97] C. Thomsen, S. Reich: Double resonant Raman scattering in graphite, Phys.
Rev. Lett. 85, 5214 (2000) 90

[98] R. Saito, A. Jorio, A. G. Souza Filho, G. Dresselhaus, M. S. Dresselhaus,
M. A. Pimenta: Probing phonon dispersion relations of graphite by double
resonance Raman scattering, Phys. Rev. Lett. 88, 027401 (2002) 90

[99] Y. Oyama, R. Saito, K. Sato, J. Jiang, G. G. Samsonidze, A. Grueneis,
Y. Miyauchi, S. Maruyama, A. Jorio, G. Dresselhaus, M. S. Dresselhaus: Pho-
toluminescence intensity of single-wall carbon nanotubes, Carbon 44, 873–879
(2006) 91

[100] S. Reich, C. Thomsen, J. Robertson: Exciton resonances quench the photolu-
minescence of zigzag carbon nanotubes, Phys. Rev. Lett. 95, 077402 (2005)
91

[101] H. B. Son, A. Reina, M. S. Dresselhaus, J. Kong: Characterizing the chirality
distribution of single-walled carbon nanotube materials with tunable Raman
spectroscopy. Physica Status Solidi B-Basic, Solid State Physics 243(13),
3161–3165 (2006) 91

[102] O. Madelung: Semiconductors Data Handbook, 3rd ed. (Springer 2004) ISBN
10-354040880 92

Index

atomic force microscopy, 72
atomic structure, 68

chiral indices determination, 70

D band, 88
ID/IG, 89
intensity ratio, 89

defect, 77, 89
diameter, 64

accuracy, 85
dispersability, 82
doping, 87, 89

B doping, 89
doping effect, 87

electron microscopy, 65
sample preparation, 66

electron-diffraction pattern, 65
electronic microscopy, 65
environmental effect, 82, 87

G band, 87
amorphous carbon, 88
Breit–Wigner–Fano, 89
defective material, 88
linewidth, 88

graphene edge, 89
edge structure, 89

high-resolution TEM, 65

inelastic tunneling spectroscopy, 78

Kataura plot, 79, 80

length, 89
light polarization, 83

morphology of CNT, 67

optical absorption, 81
sample preparation, 82



100 Ado Jorio et al.

photoluminescence, 90
cross section, 90
photoluminescence excitation map,

91
sample preparation, 90

population, 64, 83, 86, 90

radial breathing mode, 85
linewidth, 85

Raman cross-section, 86
Raman spectra, 84
Resonance Raman spectroscopy, 83

linewidth, 86
resonance Raman spectra, 86
sample preparation, 83

scanning electron microscope (SEM),
65

scanning probe microscopy, 71
height resolution, 74
lateral resolution, 72
sample preparation, 73

scanning tunneling, 71
scanning tunneling microscopy, 71
scanning tunneling spectroscopy

STM topography, 74
separation, 82
single-electron state, 75, 76
spherical aberration (Cs), 65

Cs-corrected TEM, 69

tangential mode, 87
TEM image, 67
temperature-dependent effect, 87
transmission electron microscopy, 65



Carbon Nanotube Synthesis and Organization

Ernesto Joselevich1, Hongjie Dai2, Jie Liu3, Kenji Hata4,
and Alan H. Windle5

1 Department of Materials and Interfaces, Weizmann Institute of Science,
Rehovot 76100, Israel
ernesto.joselevich@weizmann.ac.il

2 Department of Chemistry, Stanford University
Stanford, CA 94305, USA
hdai1@stanford.edu

3 Department of Chemistry, Duke University
Durham, NC 27708, USA
j.liu@duke.edu

4 Research Center for Advanced Carbon Materials,
National Institute of Advanced Industrial Science and Technology (AIST)
1-1-1 Higashi, Tsukuba, Ibaraki 305-8565, Japan
kenji-hata@aist.go.jp

5 Department of Materials Science and Metallurgy, University of Cambridge
Pembroke Street, Cambridge CB2 3QZ, UK
ahw1@cam.ac.uk

Abstract. The synthesis, sorting and organization of carbon nanotubes are ma-
jor challenges toward future applications. This chapter reviews recent advances in
these topics, addressing both the bulk production and processing of carbon nano-
tubes, and their organization into ordered structures, such as fibers, and aligned
arrays on surfaces. The bulk synthetic methods are reviewed with emphasis on the
current advances toward mass production and selective synthesis. New approaches
for the sorting of carbon nanotubes by structure and properties are described in
the context of the specific physical or chemical interactions at play, and referring to
the characterization methods described in the contribution by Jorio et al. Recent
advances in the organization of carbon nanotubes into fibers are reviewed, includ-
ing methods based on spinning from solution, from dry forests, and directly from
the gas phase during growth. The organization of carbon nanotubes on surfaces,
as a critical prerequisite toward future applications in nanoelectronics, is reviewed
with particular emphasis given to the synthesis of both vertically and horizontally
aligned arrays. Vertically aligned growth has been recently boosted by the develop-
ment of highly efficient catalytic processes. Horizontally aligned growth on surfaces
can yield a whole new array of carbon-nanotube patterns, with interesting physical
properties and potential applications. Different mechanisms of horizontally aligned
growth include field- and flow-directed growth, as well as recently developed meth-
ods of surface-directed growth on single-crystal substrates by epitaxial approaches.
The proposed mechanisms pertinent to each technique are discussed throughout
this review, as well as their potential applications and critical aspects toward fu-
ture progress.
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1 Introduction

Carbon nanotubes can have different individual structures, morphologies and
properties, as well as different collective arrangements and emerging proper-
ties, all of which are determined by the method of preparation and further
processing. Hence, a wide variety of synthetic methods have been developed
to produce the desired materials and properties for specific scientific studies
or technological applications. The first growth of high-quality and milligram
quantities of multiwall carbon nanotubes (MWNTs) [1] and single-wall car-
bon nanotubes (SWNTs) [2, 3] marked important milestones that enabled
the study of the intrinsic properties of nanotubes. Chemical vapor deposi-
tion (CVD) for high-quality SWNTs [4–6] further opened up new routes for
controlled synthesis and device integration. It is clear that future develop-
ments in nanotube-based science and technology will continue to rely on the
further improved highly controlled synthesis of nanotubes. Some of the long-
standing problems in the nanotube area are due to the lack of control in
the synthesis and chemical processing of SWNTs, in chirality control that
determines whether a nanotube is metallic or semiconducting, in diameter
control that determines the bandgap of a semiconducting SWNT, and in the
placement and orientation control on large substrates that is needed for scal-
able production of nanotube electronics and other devices. Currently, there
are four main challenges in the field of nanotube synthesis: 1. Mass produc-
tion, i.e., the development of low-cost, large-scale processes for the synthesis
of high-quality nanotubes, including SWNTs; 2. Selective production, i.e.,
control over the structure and electronic properties of the produced nano-
tubes; 3. Organization, i.e., control over the location and orientation of the
produced nanotubes on a flat substrate; and 4. Mechanism, i.e., the devel-
opment of a thorough understanding of the processes of nanotube growth.
For applications such as composites and hydrogen storage, it is desired to
obtain high-quality nanotubes at the kilogram or ton level using bulk-growth
methods that are simple, efficient and inexpensive. For devices such as nano-
tube-based electronics, which require highly organized arrays, scaleup will
unavoidably rely on self-assembly techniques or controlled growth strategies
on surfaces combined with microfabrication techniques.

In this review, we present an overview of the current state-of-the-art meth-
ods and understanding in the synthesis of carbon nanotubes, following this
rational order from bulk production to organized production, namely from
methods involving large amounts of material and a low level of organiza-
tion, to methods yielding higher levels of organization in smaller amounts.
Thus, we start with bulk production methods (Sect. 2), with emphasis on
mass production and selective synthesis, followed by purification (Sect. 3)
and sorting (Sect. 4). Then we describe current methods for the production
of nanotubes organized into fibers (Sect. 5) and into vertical and horizon-
tal arrays on surfaces (Sect. 6), the latter representing the highest level of
organization. Relevant mechanisms are briefly referred to throughout this re-



Carbon Nanotube Synthesis and Organization 103

view, and the general perspectives of nanotube synthesis are summarized in
the last section (Sect. 7). For the synthesis of doped carbon nanotubes and
double-walled carbon nanotubes, see contributions by Terrones et al. and
Pfeiffer et al., respectively.

2 Bulk Production Methods

The preparation of high-quality carbon nanotubes with high yield has been
the goal of many research endeavors. So far, arc discharge, laser ablation, and
chemical vapor deposition (CVD) are the three main methods for SWNT pro-
duction. In the following subsections, we discuss the various methods for the
bulk synthesis of carbon nanotubes, first describing their general principles,
and then focusing specifically on mass production and selective synthesis. In
addition, some of the recent methods of vertical growth on surfaces (Sect. 6.1)
can also yield bulk quantities of carbon nanotubes.

2.1 Arc Discharge and Laser Vaporization

Arc discharge and laser ablation were the first methods that allowed synthesis
of SWNTs in relatively large (gram) amounts [7]. Both methods involve the
condensation of hot gaseous carbon atoms generated from the evaporation
of solid carbon. In 1992, a breakthrough in MWNT growth by arc discharge
was first achieved by Ebbesen and Ajayan who demonstrated growth and
purification of high-quality MWNTs at the gram level [1]. For the growth of
single-wall tubes, a metal catalyst is needed in the arc–discharge system. The
first success in producing substantial amounts of SWNTs by arc discharge
was achieved by Bethune and coworkers in 1993 [2]. The growth of high-
quality SWNTs at the 1–10 g scale was achieved by Smalley and coworkers
using a laser-ablation (laser oven) method [3]. Nevertheless, the equipment
requirements and the large amount of energy consumed by these methods
make them less favorable for nanotube production. With the arc and laser
methods, only powdered samples with nanotubes tangled into bundles can be
produced. Controlled synthesis on substrates with ordered nanotube struc-
tures has not been possible by these methods.

2.2 Chemical Vapor Deposition (CVD)

The CVD method involves the decomposition of a gaseous or volatile com-
pound of carbon, catalyzed by metallic nanoparticles, which also serve as
nucleation sites for the initiation of carbon-nanotube growth. This method,
which can be easily scaled up to industrial production levels, has become
the most important commercial method for SWNT production [7–9]. Chem-
ical vapor deposition is the term used to describe heterogeneous reactions
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in which both solid and volatile products are formed from a volatile pre-
cursor through chemical reactions, and the solid products are deposited on
a substrate. Both MWNT and SWNT synthesis have been well developed
using CVD. Another advantage of CVD methods is that they allow more
control over the morphology and structure of the produced nanotubes. With
the CVD methods, one can produce well-separated individual nanotubes ei-
ther supported on flat substrates or suspended across trenches [7–9]. These
nanotubes can be directly used to fabricate nanoscale electronics.

Over the last ten years, several methods have been developed that have
the potential for industrial-scale preparation of nanotubes. All of them are
based on CVD methods. Among these methods, five different approaches have
been shown to be the most promising: methane CVD, HiPCO, CO CVD,
alcohol CVD and PECVD (plasma-enhanced CVD). Methane CVD was de-
veloped by Dai ’s group at Stanford; they first reported the synthesis of bulk
amounts of SWNTs by CVD from methane at 900 ◦C [5, 10, 11]. Su et al.
significantly improved the yield of this method using Al2O3 aerogels impreg-
nated with Fe/Mo nanoparticles as a catalyst [12]. Several groups used other
hydrocarbons and catalysts to prepare SWNTs. For example, Hafner et al.
prepared SWNTs using an extremely small amount of C2H4 diluted by Ar
and an Fe/Mo bimetallic catalyst with an Al2O3 support. Both single- and
double-wall nanotubes were observed for reaction temperatures from 700 ◦C
to 750 ◦C [6].

HiPCO, which stands for high-pressure catalytic decomposition of carbon
monoxide [13], is a method for the preparation of SWNTs using high-pres-
sure CO as the carbon source. The catalysts used in a HiPCO process are
formed in the gas phase from a volatile organometallic catalyst precursor
introduced into the reactor. The organometallic species decompose at high
temperature, forming metal clusters on which SWNTs nucleate and grow.
The HiPCO process was originally developed by Smalley’s research group at
Rice University. Currently, the HiPCO process is the only process that can
make SWNTs on a kilogram per day scale. CO was actually the first feed gas
used for the growth of SWNTs. Dai et al. performed the first CVD synthesis
of SWNTs by Mo-catalyzed disproportionation of CO at 1200 ◦C in 1996 [4].
It was reported that most of the resulting SWNTs had catalytic particles
attached to the ends, indicating that the growth of SWNTs was catalyzed by
preformed nanoparticles. The use of CO as a feed gas does offer certain ad-
vantages over hydrocarbons. Compared with samples made using the same
catalyst and methane, the amount of amorphous carbon can be reduced.
An important advance in the CO CVD method that makes it potentially
commercial is the development of the Co-MoCat process by Resasco’s group
at the University of Oklahoma, who used Co-Mo bimetallic catalysts and a
fluidized-bed CVD reactor to produce a large quantity of SWNTs [14].

A recent addition to the family of CVD methods for SWNT production
is the alcohol CVD method [15]. Maruyama and coworkers recently reported
the synthesis of high-purity SWNTs using alcohols such as methanol and
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ethanol as a carbon source. TEM and SEM showed that the products are
very clean SWNTs without any amorphous carbon coating. It is hypoth-
esized that the OH radical formed at high temperature from alcohols can
remove the amorphous carbon efficiently during nanotube growth, leaving
only pure SWNTs as a product.

Plasma-enhanced CVD (PECVD) methods have also been widely used for
making carbon materials including MWNTs. PECVD for high-quality SWNT
synthesis is only recent and has been reported by several groups [16–20].
The reactive species in the plasma system could affect the growth of very
small diameter tubes, with implications to both diameter control and selective
etching of metallic SWNTs (Sect. 4.3). PECVD growth of large multiwall
structures has also been studied extensively and has been discussed in review
articles [21].

2.3 Mass Production

Mass production of CNTs is the key factor to realize a viable CNT industry.
Among the various approaches to produce CNTs, including laser ablation [3]
and arc discharge [22], CVD [4] possesses promising characteristics, such as
scalability and controllability and thus is regarded as the most promising ap-
proach for mass production. Table 1 compares the relative advantages of some
of the CVD methods for mass production. For MWNTs, industrial scale and
economical mass production has been commercially realized by a floating-
catalyst CVD method. However, low-cost mass production of high-quality
and high-purity SWNTs still remains a big challenge. Some approaches based
on floating-catalyst [23] or catalyst-supported CVD methods have launched
the market, but generally the cost is too high and the purity is not yet suffi-
cient. The difficulty for mass production of SWNTs stems from the fact that a
single MWNT is thousands of times heavier than a single SWNT, and thus to
make the same amount of SWNTs, thousands of times more SWNTs in num-
ber have to be synthesized. In the floating-catalyst CVD method, catalytic
metal nanoparticles are injected into a vertical furnace with a carbon source
and SWNTs precipitate from the nanoparticles. Floating-catalyst CVD is
an ideal system for MWNT growth because 1. CNTs can grow laterally by
deposition of carbon on the sidewalls, and 2. catalyst particles are allowed
to aggregate, enabling high-density catalyst injection into the furnace. Thus,
the furnace is scalable in three dimensions. These features make the floating-
catalyst CVD method highly productive for MWNT synthesis. On the other
hand, the situation is very different for SWNT growth because neither lat-
eral growth nor catalyst aggregation are acceptable. Also, the catalyst size
has to be small, in the range of a few nanometers. As such, the general
strategy to synthesize SWNTs is to dilute the catalyst density in order to
avoid aggregation and to shorten the growth time in order to avoid lateral
growth. Therefore, scalability has a tendency to become two-dimensional, and
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Table 1. Comparison of different CVD methods for mass production

CVD method Temperature Scalability Efficiency Purity Quality Alignment

Floating catalyst High ◦ (3D→2D) ◦ ◦ � –
Fluidized bed* Medium � (3D) ◦ × ◦ ×
Supergrowth Medium – (2D) � � ◦ �
Notes: *Rotary kiln with supported catalyst. Quality: � Excellent.

◦ Good. × Bad. – Unknown or depends.

thus the productivity of SWNTs is diminished significantly when compared
to MWNT synthesis.

Another well-pursued approach is to synthesize SWNTs on supported
catalysts in systems such as a fluidized bed or a rotary kiln. Generally, these
approaches have high scalability. For example, metal furnaces can be used
since the growth temperature is typically below 900 ◦C, while most furnaces
for floating-catalyst CVD growth are made of quartz or a ceramic because the
growth temperature is usually above 1000 ◦C. The weak point of supported-
catalyst CVD is the low purity of the growth product, because the support
material intrinsically remains as an impurity. At this moment, there seems
to be no promising approach to address this key issue. Another emerging
approach is to grow massive vertically aligned SWNT forests on substrates.
For example, water-assisted CVD (denoted by “supergrowth”, Sect. 6.1) has
a very high growth efficiency (10min growth on a 29.7 cm× 21 cm metal foil
produces more than 1 g) and can provide the purest SWNT material ever
made. However, at this moment it is not obvious if this process is scalable or
not. Several key points, such as large area and continuous CVD growth, need
to be addressed, not to mention the issue of reducing the cost of the substrate.
Finally, for SWNTs to become a widely used industrial material, eventually
the cost must be reduced to the level of classic carbons, such as activated
carbon or carbon fibers. This means a cost reduction of factors of hundreds
to thousands must be realized in the future. All in all, so far, every existing
synthetic approach has its specific weak points that need to be solved to
realize mass production of high-quality, high-purity and cheap SWNTs. Only
time will show which way will be the best.

2.4 Toward Selective Synthesis

Controlling SWNT growth by selectively forming nanotubes with desirable
(n,m) indices is important to obtain pure metallic or semiconducting mate-
rials needed for electronics applications, such as interconnects or transistors.
Unfortunately, most of the synthesis methods produce mixtures of SWNTs
with random (n,m). In a few rare cases, selective synthesis phenomena have
been observed. Li et al. [16] reported that a low-temperature PECVD growth
method selectively grew ∼ 85–90% of semiconducting SWNTs, as opposed
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to ∼ 67% of semiconductors expected for random (n,m) distribution. The
selective growth was attributed to the relative low heat of formation energy
of semiconducting vs. metallic nanotubes, especially for SWNTs in the very
small diameter range [24]. Later, Zhang et al. [25] reported selective plasma
etching of metallic SWNTs over semiconducting ones, raising the possibility
of plasma playing a role in selective formation of semiconducting nanotubes.

Resasco and coworkers reported SWMT synthesis with highly enriched
(6,5) species using a CoMo binary catalyst and CO feedstock [26]. Recently,
they suggested that the (n,m) distribution of the SWNT product can be
reproducibly altered by varying the reaction temperature, the gaseous feed,
or the cluster surface morphology [27]. The main effect of increasing the
reaction temperature is to increase the metal-particle size during the SWNT
growth, and consequently the nanotube diameter. By varying the support
one affects the resulting morphology of the metal cluster, and as a result, the
chiral angle of the nanotube produced. The interaction of the metal and the
support plays an important role in the size and morphology of the cluster. It
may be possible that by the appropriate selection of the growth parameters
(support, gas, temperature, etc.) one can have a relatively narrow control
of the (n,m) distribution [27]. However, much work remains to be done to
selectively grow SWNTs with specific (n,m) over a wide range of diameters
and chiralities.

3 Purification

“Purification” of carbon nanotubes is a process that separates nanotubes
from non-nanotube impurities included in the raw products, or from nano-
tubes with undesired numbers of walls. These impurities generally include
amorphous carbon, catalysts, catalyst supports, carbon nanoparticles, and
unwanted nanotubes such as a small amount of MWNTs in a raw SWNT
sample, or SWNTs in DWNT samples. Generally, the purification methods
can be separated into dry methods and wet methods. However, the separation
method varies dramatically for nanotubes produced using different methods
described above, since the type of impurities included in the raw samples are
quite different depending on the production methods.

Purification has been an important synthetic effort since the discovery
of carbon nanotubes, and there are hundreds, if not thousands, of publica-
tions discussing different aspects of the purification process. Here, we just
intend to give a brief overview of the principles with a few examples. Good
review articles on the purification of nanotubes are available in the recent
literature [28, 29].

3.1 Dry Methods

The dry methods of purification refer to methods that can selectively re-
move, through gas-phase oxidation, amorphous-carbon species due to their
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higher reactivity compared to that of carbon nanotubes. The simplest method
is air oxidation at selected temperature, originally developed for the purifi-
cation of MWNTs produced by either CVD or arc-discharge methods [30].
For SWNTs, due to their higher reactivity than MWNTs, the reaction condi-
tions need to be adjusted from simple air oxidation to improve the selectivity
of oxidation and to improve the purification yield. For example, Zimmer-
man et al. [31] reported a gas-phase purification method incorporating Cl2,
H2O, and HCl gaseous mixtures for SWNTs grown from pulsed-laser vapor-
ization. SWNTs grown from the arc discharge method can be purified by
oxidizing in air at 350 ◦C or 470 ◦C, as described in different reports [32, 33].
For CVD and HiPCO nanotubes, there are also many reports on their purifi-
cation. For example, HiPCO nanotubes can be purified using wet air (or wet
Ar–O2) oxidation, at 180–300 ◦C [34]. A scalable method to effectively purify
HiPCO nanotubes was also developed by Smalley ’s group at Rice University
by adding a step to convert metal oxide in raw samples after mild oxidation
to C2H2F4 or SF6 to form a metal fluoride that can be easily removed by HCl
treatment [35]. Many more reports on gas-phase purification are available in
the literature [28, 29].

3.2 Wet Methods

The wet methods treat nanotubes in solution for purification purposes, and
can be used alone or together with dry methods. Actually, most dry methods
of purification are also followed by a step of acid treatment to dissolve metal
catalyst and/or metal oxides formed during the gas-phase oxidation step. Use
of nitric acid (HNO3) is the most common wet method for purification, as
it is straightforward, inexpensive, and effective in removing metal catalysts
and amorphous carbon from large quantities of raw material. For example,
as-prepared SWNTs grown by laser-ablation techniques are known to have
long bundles of SWNTs with few defects. They can be purified using nitric
acid treatment [36–43]. In a typical run [41, 43], raw SWNTs are refluxed in
2.6M HNO3 for 45 h. After repeated filtration steps and maybe also centrifu-
gation steps, highly purified nanotubes can be obtained. This method is also
widely adapted for the purification of nanotubes prepared by other methods
with a small variation in acid concentrations. Wet purification methods can
also be combined with dry oxidation methods. For example, Dillon et al. [37]
have reported a nondestructive, scalable, three-step purification process that
yields materials with 98% purity. Their method contains a dilute nitric acid
(3M HNO3) reflux for 16 h, functionalized, and redistributes the nonnan-
otube fractions, so as to form a uniform and reactive coating on the SWNTs.
This coating is selectively removed by oxidation in stagnant air. In addition,
they investigated the effect of this procedure on arc discharge SWNTs, and
found that a relatively long-period exposure consumed a significant fraction
of the nanotubes themselves, due to the presence of a larger metal content.
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Additionally, other methods, including different chromatography meth-
ods [44–46] and centrifugation methods [47, 48], were also demonstrated to
be very useful for the purification of carbon nanotubes. For example, Had-
don’s group at UC Riverside discovered that ultracentrifugation at different
speeds can be a very effective method for the purification of SWNTs made
by the arc method [47]. The method is capable of large scaleup at low cost.

4 Sorting

Although there has been promising progress toward the selective synthesis
of carbon nanotubes of specific structure or electronic type (Sect. 2.4), all
synthesis methods reported to date produce mixtures of carbon nanotubes
of different structures and types. Therefore, significant research is currently
being devoted to developing methods for sorting these mixtures into specific
structures or types [29, 49]. By “sorting”, one ideally refers to the parti-
tion of a mixture into physically separated ensembles of carbon nanotubes
of a particular type (metallic or semiconducting) or structure (length, diam-
eter, chirality), or, even more ideally, a specific pair of (n,m) indices. Less
ideally, but often more realistically, one can also refer to partial sorting or
“enrichment” of samples having a higher proportion of a particular type, or
“fractionation” into ensembles having a narrower distribution of diameters
or lengths.

During the last five years, significant progress in carbon nanotube sorting
has been enabled by the development of new methods of dispersing carbon
nanotubes in solution [50], as well as by new methods of carbon nanotube
metrology (see contribution by Jorio et al.), which are critical for determining
the distribution of structures in carbon nanotube samples. The dispersion
of discrete carbon nanotubes in solution and their systematic population
analysis have also enabled the study of selective interactions between external
forces or chemical species and carbon nanotubes of different structures and/or
types. Any of these selective interactions can in principle be exploited for the
sorting of carbon nanotubes. This section reviews the different methods of
carbon nanotube sorting, and also the different selective interactions, which
could in principle become the basis for future sorting methods. Rather than
sequentially reviewing the more than 70 reports related to the topic of carbon
nanotube sorting, we shall first attempt to classify them in a rational way
by their operating principles. We then describe some of the most promising
methods of sorting reported so far, and finally try to draw some conclusions
and perspectives toward the ideal sorting of carbon nanotubes.

4.1 Classification of Sorting Methods and Selective Processes

The different methods of carbon nanotube sorting, and selective interactions
or processes, which could eventually lead to new methods of sorting, may be
rationally classified by the following aspects:
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1. Parameter of selectivity (from more general to more specific): length (L),
electronic type (M/S), diameter (dt), chirality (θ), and structure (n,m).

2. Type of selective force or interaction (from weaker to stronger, or from
longer to shorter range): gravity (e.g., in sedimentation), inertial forces
(e.g., in centrifugation), volume-exclusion forces (e.g., in size-exclusion
chromatography), electric-field (e.g., dielectrophoresis), selective nonco-
valent adsorption (e.g., by van der Waals forces, charge-transfer, π-stack-
ing, etc.), reversible covalent functionalization, irreversible chemical re-
action, and finally, a selective elimination by a chemical (e.g., etching) or
physical (e.g., electrical breakdown) process.

3. Type of medium (from less to more condensed): vacuum, plasma, gas,
organic solvent, aqueous solution, gel, and solid.

4. Degree of separation (from lower to higher): selective orientation (e.g.,
by electric field), selective modification (e.g., adsorption, reaction, etc.),
microscopic selection (e.g., selective deposition of individual nanotubes),
bulk enrichment, and finally, complete bulk separation.

5. Production scale or scalability, namely, what amount of nanotubes are
sorted, or can be sorted, using a particular method.

Combinations of different selection parameters, types of interactions, or types
of medium are also possible.

Table 2 summarizes different reported methods of sorting and selective
processes, with their respective references, classified by the parameter of se-
lectivity and the type of selective force or interaction. Specific subgroups of
interactions are listed in italics. The type of medium is indicated in paren-
theses, unless it is an aqueous dispersion with common ionic or nonionic
surfactants, such as sodium dodecylsulfate (SDS), sodium dodecylbenzene-
sulfonate (SDBS) or Triton X-100, assuming that the interaction with the
surfactants is not the main selective agent. In each field, the different items
are listed by increasing degree of separation (4). Items in black indicate ac-
tual sorting or enrichment methods, which are in principle scaleable, whereas
items in gray are selective processes not attaining a physical separation of
the different types of nanotubes. Specific remarks are listed below the table.

4.2 Nondestructive Sorting

Four exemplary nondestructive methods of carbon nanotube sorting selected
from Table 2 are schematically represented in Fig. 1, and explained below
(other methods have been described in recent reviews [29, 49]).

Dielectrophoresis (Fig. 1a)

This was the first demonstrated method of sorting by electronic type [59].
In this method, a surfactant-stabilized aqueous suspension of single-wall car-
bon nanotubes is placed onto an array of interdigitated electrodes, across
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Table 2. Classification of sorting methods and selective processes

L M/S dt

Gravity Precipitation1

Inertial forces Centrifugation1

Hydrodynamic
forces

Field-flow
fractionation [43, 51]

Volume-
exclusion
forces

Size-exclusion
chromatography [44,
45, 52–56]

Filtration1

Electric field Electrophoresis [57,
58]

Dielectrophore-
sis [59–67]

Electrophoresis [58]

Noncovalent
adsorption

RNH2 (THF)2 +
filtration [68, 69]; +
centrifugation [70,71]

Van der Waals Extraction TOAB
(H2O/EA)3 [72]

Encapsulation of
metallocenes [73]
Reversible cyclic
peptides +
centrifugation [74]

Charge transfer Br2 +
centrifugation [75]

Electrochemical
doping [76]
FeCl3 [77, 78]
K [77, 78]

π stacking Porphyrins +
centrifugation [79]

DNA +
centrifugation [80]

Reversible
covalent func-
tionalization

RN+
2 + e− [66]

RN(CH2)
−
2 +

precipitation [81]

Chemical
reaction

OsO4 + hν [82]

Chemical
decomposition

RN+
2 (l/s) [83]

H2O2 [84]
H plasma [85]
CH4 plasma (g) [86]

HNO3 [87]
O2 (g) [87]
H2SO4/H2O2 [88]

Physical
destruction

Electrical breakdown
(g/s) [89, 90]

Notes: 1 These processes are not selective per se, but are used for physi-
cal separation in combination with the selective processes listed be-
low. 2 THF = tetrahydrofurane. 3 TOAB = tetraoctylammonium bromide,
EA = ethyl acetate
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Table 2. continued

M/S + dt θ n, m

Gravity

Inertial forces

Hydrodynamic
forces

Volume-
exclusion
forces

Electric field Dielectrophoresis
field-flow
fractionation [91]

Noncovalent
adsorption

RNH2 (THF)2 +
filtration [92]

Van der Waals Bile salts +
density-gradient
centrifugation [93]

Charge transfer Fe(CN)3−6 [94]

π stacking DNA +
ion-exchange chro-
matography [95–98]

Reversible
covalent func-
tionalization

H+ [99]
RN+

2 [100–102]
RN+

2 + filtra-
tion [103]
RN+

2 + dielec-
trophoresis [104]

RN+
2 [105]

Chemical
reaction

CCl2 [106]

Chemical
decomposition

NO+
2 [107, 108]

F2 (g) [109]
H2SO4/H2O2 [110]

Physical
destruction

Notes: 1 These processes are not selective per se, but are used for physi-
cal separation in combination with the selective processes listed be-
low. 2 THF = tetrahydrofurane. 3 TOAB = tetraoctylammonium bromide,
EA = ethyl acetate
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which an ac voltage of 10V at 10MHz is applied for a few minutes. The
dielectrophoretic force acting on a particle is proportional to the field square
gradient and the Clausius–Mossotti factor (εp − εm)/(εp + 2εm), where εp

and εm are the dielectric constants of the particles and the medium, re-
spectively. The dielectric constant of metallic SWNTs is larger than that
of water, whereas that of semiconducting nanotubes is actually smaller, so
the Clausius–Mossotti factor is positive for metallic nanotubes but negative
for semiconducting ones. Hence, only the metallic carbon nanotubes are at-
tracted toward the electrodes, and selectively deposited onto them, while
the semiconducting nanotubes remain in the suspension. This method can
yield ∼ 100 pg quantities of carbon nanotubes enriched with 80% metallic
nanotubes. Interestingly, the Clausius–Mossotti factor can be modified by
varying the frequency [61] or by chemical functionalization [104], thus al-
lowing different sorting possibilities. The method can be used for depositing
thin films of aligned metallic nanotubes [67], and can in principle be scaled
up using macroscopic electrodes [64], filtration [62], and microfluidics. Di-
electrophoretic field-flow fractionation is an interesting way of combining the
advantages of dielectrophoresis and field-flow fractionation [91], which also
allows sorting by diameter. In any case, the fact that dielectrophoresis re-
quires an inhomogeneous field means that its scaling up for mass production
may not be trivial.

Covalent Functionalization (Fig. 1b)

This is a more classically chemical approach to type and diameter sorting.
Diazonium ions (RN+

2 , where R is an aromatic group, such as 4-chlorophenyl)
were shown to react selectively with metallic carbon nanotubes of small di-
ameters [100]. Similar selective functionalization with diazonium ions having
the bulky group R = 4 tert-butylphenyl enabled subsequent separation by
filtration on silica gel [103]. After separation, the metal-enriched function-
alized SWNTs could be defunctionalized into pristine SWNTs by thermal
treatment. This process can in principle be performed in a chemical reactor,
so it could be massively scaled up.

DNA-Assisted Dispersion (Fig. 1c)

This is an interesting pathway for type and diameter sorting [95]. Single-
stranded DNA was shown to wrap around SWNTs, allowing their dispersion
in aqueous solutions. The DNA-wrapped SWNTs are negatively charged,
and can then be fractionated by ion-exchange chromatography, yielding a
fraction enriched in metallic or semiconducting SWNTs with different diam-
eter ranges. The use of a specific DNA sequence consisting of a d(GT)10–45
repeat (i.e., 10 to 45 alternate G and T bases) significantly enhances the
structure-based sorting of SWNTs, producing highly enriched fractions of
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Fig. 1. Exemplary nondestructive methods of carbon nanotube sorting. (a) Di-
electrophoresis [59]. (b) Covalent functionalization [100] (EF: Fermi energy; ΔET:
charge-transfer energy). (c) Ion-exchange chromatography with DNA. Model of
a DNA-wrapped SWNT [95]. (d) Density-gradient centrifugation with bile salts
(e.g., sodium cholate) [93]

specific (n,m) [96]. This process is scalable in principle, but relatively expen-
sive due to the high price of oligonucleotides.

Density Differentiation with Bile Salts (Fig. 1d)

This is a very promising recent approach for (n,m) sorting [93]. Bile salts are
relatively bulky and rigid surfactants that are naturally derived from choles-
terol. They encapsulate SWNTs in such an arrangement that the density
of the supramolecular assembly depends on the nanotube diameter. Hence,
ultracentrifugation in a density gradient leads to separation by type and
diameter. Using narrowly dispersed starting materials, such as CoMoCAT-
grown SWNTs, and repeating the separation with the right combination of
surfactants, allow the production of highly enriched fractions with single
(n,m) structures. The fact that bile salts are abundant byproducts of the
meat-processing industry, and the relative simplicity of the centrifugation
technique, could make this sorting method highly scalable and inexpensive.

4.3 Selective Elimination

The last two rows of Table 2 show different sorting methods based on selec-
tive elimination. Such methods may be especially important for the elimina-
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tion of metallic nanotubes from nanotube-based electronic circuits in situ, in
order have only semiconducting nanotubes to operate as field-effect transis-
tors (FETs). Selective physical destruction of metallic nanotubes by electrical
breakdown has been used for this purpose [89, 90]. However, this method re-
quires the nanotubes to be connected to electrodes, which is a limitation for
large-scale integration of nanocircuits. Dai and coworkers [25] have recently
developed a process of methane plasma followed by annealing, to selectively
etch or hydrocarbonate M-SWNTs and retain S-SWNTs in the 1–2 nm diam-
eter window. It is revealed that diameter is an important factor in the chem-
ical reactivity of a SWNT towards hydrocarbonation and etching. Smaller-
diameter SWNTs (below ∼ 1.2 nm) are preferentially etched over larger ones
due to the higher radius of curvature and higher strain in the C–C bond-
ing configuration. In a certain diameter range, metallic tubes are selectively
etched over semiconducting ones due to more abundant delocalized electronic
states. The difference in chemical reactivity diminishes for SWNTs with large
diameters (∼ 2 nm and larger) without selectivity [25].

The gas-phase etching method is reliable and can provide 100% yield of
semiconductors in an ensemble of SWNTs. The retained S-SWNTs are free
of covalent alterations upon thermal treatment and thus exhibit electrical
properties similar to pristine materials. The distribution of diameters of the
S-SWNTs is narrowed down to a window (∼ 1.3–1.6 nm) that provides suffi-
cient bandgaps for high on/off ratios and allows for good electrical contacts,
both of which are important for high-performance electronics [25]. The dual
effects of selective metal removal and diameter-distribution narrowing com-
bined with compatibility with microfabrication technology make the method
promising for large-scale SWNT electronics. This method was used to demon-
strate FETs with large numbers of S-SWNTs in parallel by selectively etching
metallic SWNTs in a large ensemble of tubes. About 20 intact semiconduct-
ing SWNTs in parallel in SWNT devices were obtained without any metallic
short [25].

4.4 General Principles and Perspectives of Sorting

By looking at Table 2 and considering the selected examples, one can
learn several interesting principles: Length-sorting methods are usually based
on relatively weak and long-range forces, such as in field-flow fractiona-
tion [43, 51], size-exclusion chromatography [44, 45, 52–56], and electrophore-
sis [57, 58]. One interesting exception is the length-dependent extraction in
a two-phase liquid–liquid system using a phase-transfer chemical agent [72].
In contrast, methods for sorting by type and diameter (and combinations
thereof) are usually based on stronger or shorter-range forces, from electric
fields to covalent bonding. Nondestructive selective interactions with chem-
ical species cannot by themselves lead to sorting, unless they are combined
with an additional weaker or longer-range force, which is used to physically
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separate the different nanotubes, for example by precipitation [81], centrifu-
gation [70, 71, 74, 75, 79, 80, 93], filtration [68, 69, 92, 103] or chromatogra-
phy [95–98]. In these cases, the selective interaction with chemical species
will lead to a physical separation based on chemically induced differences in
solubility [68,69,74,81,92,103], density [75,93] or charge [95–98]. It is interest-
ing to note that type and diameter selectivity often come together. This can
often be attributed to the fact that smaller-diameter nanotubes have a larger
bandgap and a higher strain. Hence, the diameter also affects the physical and
chemical properties of the nanotubes. In general, metallic carbon nanotubes
are more reactive than semiconducting ones toward covalent functionalization
due to their higher density of states near the Fermi energy [100], resulting
in stronger orbital interactions [111, 112]. However, semiconducting-selective
reactions have also been reported [79]. Smaller-diameter nanotubes are gen-
erally more reactive toward covalent functionalization due to their higher
strain and sp2-orbital pyramidalization [113]. On the other hand, their dop-
ing or charge-transfer functionalization is more favorable for large-diameter
nanotubes due to their smaller bandgap [76, 77, 113]. Interestingly, there are
very few reports of chirality-dependent processes [105, 110], and their chiral
dependence can actually be attributed to a combination of type and diam-
eter selectivity. The lack of intrinsically chirality-dependent processes may
indicate that chirality per se does not strongly affect the chemical or phys-
ical properties of the nanotubes, but rather their type and diameter. More-
over, there is currently no method for chirally resolving left-handed from
right-handed nanotubes. One could envisage a chiral-dependent process by
a commensurate interaction between the rolled graphene sheet and a chiral
crystalline surface or a helical overlayer of chiral molecules, but such resolu-
tion has not yet been reported. Finally, the ultimate sorting of unique (n,m)
structures has so far been achieved by highly type- and diameter-selective
processes using narrowly distributed starting materials [93, 95]. From these
principles, it may be concluded that the most promising pathway for the pro-
duction of pure (n,m) samples could be a skillful combination of a selective
synthetic method (Sect. 2.4) with a highly type- and diameter-selective sort-
ing method, based in turn on a combination of chemical modification with an
effective means of physical separation. Amplification of (n,m)-sorted SWNT
“seeds” by continued growth [114–116] could make the sorting process even
more scalable in an analogous way as the synthesis of DNA has been boosted
by the invention of a polymerase chain reaction (PCR). If progress continues
at a good pace, the day when one can order carbon nanotubes with specific
(n,m) and length from a catalog may not be too far away.

5 Organization into Fibers

Carbon nanotubes, both single wall and multiwall have beguiling axial prop-
erties. Mechanically, they have been shown to be very strong and stiff, elec-
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trically they are conducting, and in the case of single-wall tubes, the nature
of the conductivity, ranging from metallic to a large-band-gap semiconduc-
tivity, depends critically on how the graphene sheet is joined up to make the
tube, in fact on its chirality. They also show promise as thermal conductors.

The challenge is to organize these individual nanotubes into a material
that will transfer their individual properties into an exploitable material form.
In the case of the axial properties of carbon nanotubes, the obvious material
form is a fiber in which the nanotubes are well aligned with the axis and as
closely packed as possible. There is a broad spectrum of research aimed at
maximizing the property transfer from the nano- to the macroscale, and it
reflects one of the central themes of materials science, namely the organization
of atomic, molecular, nano- and microscales of structure to realize desired
properties at the macroscale. The properties of the individual nanotubes, the
building blocks for the fiber, are crucial in determining the final properties,
for it is all but impossible that these will be enhanced on fiber forming, and
in general they will be degraded.

This section focuses on the developing technologies that are providing
routes to the production of fibers consisting of carbon nanotubes. However,
there are many options for incorporating varying amounts of a second ma-
terial, typically a polymer, within the fiber. Of course there is a continu-
ous range of compositions here, ranging from pure nanotube fibers, through
property-modified nanotube fibers, through composites, through to what are
really no more than nanotube-filled polymer fibers, and finally through to
pure polymer fibers themselves. An arbitrary limit is set in this section, in
that only fibers with concentrations greater than 20% carbon nanotubes are
discussed, and where the nanotubes are the minority component, then the
descriptions are limited to processes that can also make quite pure nanotube
fibers. Hence, coagulation spinning of composite fibers is included, but not
melt extrusion and drawing of a polymer containing carbon nanotubes as
a filler, as in this latter case the enhancement of the melt viscosity by the
nanotubes makes such processing difficult above concentrations of 10–20%.
There is also another focus, and most attention is given to processes that
have the ability to spin fibers continuously.

5.1 Processing Principles

The task is clear, we have to start with carbon nanotubes in some form, and
organize these into a fiber, while at the same time, as far as is possible, align
them perfectly with the fiber axis. Carbon nanotubes are long and thin, and
in the case of single-wall tubes, their diameter is similar to that of many
polymer molecules (e.g., the PMMA molecule is ∼ 0.7 nm in diameter). They
are, however, very stiff compared with even the stiffest polymer molecules.
Computational modeling [117] indicates that the persistence length of even
a small-diameter single-wall carbon nanotube (7,7) is some tens of microm-
eters, which would make it some 100 times stiffer than DNA. While such a
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value may be surprising, it should be remembered that a thin-walled tube is
amongst the stiffest, per unit mass, of all engineering structures, and in the
case of carbon nanotubes bending requires the stretching and compression of
the strong carbon–carbon bonds. A direct consequence of this stiffness is that
assemblies of carbon nanotubes are not expected to melt to form any free-
flowing phase. The melting point of any crystal is given by Tm = ΔH/ΔS.
In the case of nanotubes, the ΔS term is vanishingly small on two counts.
Firstly, their intrinsic stiffness means they are all but as rigid in the dis-
organized state than when packed parallel on an hexagonal net; secondly
they are large compared with individual atoms so the entropy of mixing is
correspondingly very small. The melting point is thus effectively “off scale”,
and melt-processing routes are not available. It is therefore necessary to look
at other options. There are two: creating free-flowing suspensions in a low
molecular weight liquid or applying mechanical fields to dilute assemblies
of nanotubes in a gas phase. In each gas the dilution of the nanotubes will
enable them to be oriented by the field as it forms the fiber. These two ap-
proaches, which may be classified as “wet” and “dry”, form the basis of all
the successful process strategies for the formation of carbon nanotube fibers.
A final method, which is currently being reduced to practice, involves the
extension of an existing fiber by continual synthesis and deposition of carbon
nanotubes onto its end [115]. In the descriptions below, the wet routes will
be explored first, and then the dry.

5.2 Liquid Suspensions of Carbon Nanotubes

With so little entropy to be gained through distributing nanotubes in a liq-
uid medium, it has to be achieved by treating the system so that there is a
clearly negative heat of mixing (ΔHmix), or in other words, there needs to be
a preference for bonds to be formed between the nanotube surface and the
molecules of the liquid. Such a favorable heat of mixing can be achieved either
by a very careful choice of solvent [118], or by surface treating the carbon
nanotubes so that they are compatible with the suspending liquid [119] or
through the use of surfactants, i.e., small molecules that have a liquid com-
patible part and a carbon nanotube-compatible part [52]. These strategies
continue to evolve. A key aspect of liquid suspensions of long rigid rods is
that they can organize in two ways, they can assume random orientations
(bag of nails) but with very inefficient packing so that such structures will
be associated with high dilutions. Alternatively, the rods can pack parallel,
but with solvent molecules still between them. Such a phase is a solvent sta-
bilized, or, specifically a lyotropic, liquid-crystalline phase. The relationship
between the concentration of rigid rods in a suspending medium, and either
the heat of mixing (ΔHmix), or the temperature, is shown as a schematic
phase diagram in Fig. 2, first predicted by Flory [120]. Song et al. [121],
first demonstrated nanotube liquid crystallinity using aqueous suspensions of
multiwall nanotubes. They extended the study to topological defects in the
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Fig. 2. Schematic phase diagram for a system consisting of a liquid containing
rigid rods in suspension. It shows isotropic and liquid-crystalline phase fields (I)
and (LC). The diagram does not allow for the possibility of crystallization of the
rods at high concentrations. The diagram is drawn here as a function of temperature
and χ, which is a variable related to the heat of mixing, ΔHmix

director fields relating these back to the precepts of liquid-crystal science. In-
cidentally, where there is a distribution of lengths and perfection amongst any
suspension of carbon nanotubes, it has been shown that, for concentrations
within the two-phase region or “Flory chimney”, the longer, straighter tubes
partition into the liquid-crystalline phase, with the poorer material being re-
jected into the isotropic phase. Such partition has recently been exploited in
a fractionation process [122], which has relevance as the longer, straighter
nanotubes are known to form stronger fibers, as is discussed further below.
Liquid crystallinity is an example of self-organization, and such phases are
known to be an excellent precursor for obtaining high orientation in fibers
spun from the liquid, the process for making aramid fibers being the most
important example, e.g., [123].

5.3 Spinning Carbon Nanotube Fibers
from Liquid-Crystalline Suspensions

The first successful spinning of a continuous single-wall carbon nanotube
fiber from a liquid-crystalline suspension was reported in 2004 by Eric-
son et al. [124] from Rice University. The suspending medium for an 8%
dispersion single-wall nanotube, which had been synthesized from carbon
monoxide in the HiPCO method, was 102% sulfuric acid (2wt% excess SO3).
The suspension was stabilized by the formation of a charge-transfer complex
as the acid protonated the nanotubes. The solution, which had to be kept
completely dry, was extruded into an aqueous coagulation bath where the
sulfuric acid was removed, leaving a fiber of the order of 50μm diameter.
Figure 3 shows a WAXS diffraction pattern of the fiber (fiber axis vertical)
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Fig. 3. Wide-angle X-ray diffraction picture of a
single-wall carbon nanotube fiber drawn from a
liquid-crystalline suspension in concentrated sulfu-
ric acid. The pattern indicates high-quality align-
ment of the nanotubes with the fiber axis [124]

and an azimuthal scan yielded a peak width of 31◦ (at half-maximum). The
fibers showed a strength of 0.16GPa and a stiffness of 120GPa.

Two other pieces of work have explored the production of fibers by es-
sentially the same route as the Rice work, but using rather more amenable
solvents. Steinmetz et al. [125] spun from a stabilized aqueous suspension of
arc-grown single-wall nanotubes into a coagulation bath of either ethylene
glycerol or ethylene glycol, to which 1% SDS had been added to act as a
surfactant. The fibers were then washed to remove the surfactant. By way of
comparison, Zhang et al. [126] spun from an ultrasonically stabilized suspen-
sion of multiwall nanotubes in glycol into a coagulation bath of ether. The
processes produced fibers of strengths of ∼ 0.1GPa (inferred) and 0.20GPa,
respectively. The elastic moduli, however, were 2GPa and 130GPa for the two
processes. The electrical conductivities were also very different, being 700 S/m
and 8000 S/m. Zhang et al. also measured the quality of the alignment in a
way that permits comparison with the sulfuric acid spinning of [124]. The
Zhang value was 20◦ width at half-height for the azimuthal peak, indicating
somewhat better alignment for the multiwall nanotube specimen.

It would appear that all three of these spinning processes were from ly-
otropic liquid-crystalline suspensions, although Steinmetz et al. do not say
so explicitly. The strengths, and in the case of the single-wall surfactant dis-
persed tubes, the elastic modulus, are disappointing. Various authors across
the field have commented that a central factor in maximizing strength will
be the lengths of the individual nanotubes [127, 128], in much the same way
as the strength of polymeric fibers is optimized at high molecular weights.
Strengths are also likely to be enhanced by crosslinks between individual
nanotubes [125].

5.4 Wet Spinning of CNT Composite Fibers

It appears that the first successful spinning of a carbon nanotube-bearing
fiber was by Vigolo, Poulin and coworkers in a sequence of papers stemming
from Vigolo et al. in 2000 [129]. In [130] the team reports the spinning of con-
tinuous lengths of a composite fiber consisting of a significant concentration
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Fig. 4. The wet spinning method developed
by Vigolo, Poulin and co-workers [130]. An
aqueous suspension of carbon nanotubes,
stabilized by a surfactant, is injected into a
flowing solution of polyvinyl alcohol which
causes the fiber to coagulate. It is then re-
moved from the bath and washed to remove
excess polymer. The resultant fiber is a com-
posite, typically 50/50 of carbon nanotubes
and polymer

of nanotubes in polyvinyl alcohol (PVA). They set the work in the context
of other alignment methods such as electrophoretic nanotube alignment for
short fiber lengths [131], and also provided a good basis for the use of sur-
factants to achieve the dispersions. Figure 4 [130], shows the essence of the
process. A dilute surfactant-stabilized aqueous suspension of single-wall car-
bon nanotubes, (CNT concentration < 1%, surfactant, SDS, concentration
< 5%) is injected into a flowing bath of PVA solution in water. The PVA
replaces the water causing the fiber to coagulate. The fibers had a strength of
0.15GPa and a stiffness of 15GPa. The work sparked a development process
involving stretching of “rewetted” fibers [132], to give a strength of 0.2GPa
and a stiffness of 40GPa.

Further developments have followed by the French group [133, 134], who
have shown that for SWNT PVA ratios in the region of 50/50, that in ad-
dition to improved strength and stiffness, very high toughness fibers can be
obtained. In particular, the process of hot drawing of the composite [133]
seems to provide an exciting enhancement of toughness at low strains, with
a strength of 1.5GPa and a toughness (at 11% fracture strain), of 55 J/g.
The orientation of the PVA molecules in such samples is of a particularly
high order. Figure 5 shows the stress/strain data from [133] correlated with
the WAXS patterns indicating the degree of alignment in the fibers. In a
parallel development involving coaxial flow, fibers of strengths as high as
1.8GPa [135] have been seen. Salt routes for nanotube dispersion, where a
sodium salt is made in association with the nanotube that then carries charge,
possibly as much as one unit per ten carbon atoms, are a further important
step [136]. When placed in a polar solvent the charged nanotubes form a
suspension without the need for sonication and the possible consequence of a
reduction in fiber lengths. Applying this suspension route to the coagulation
process [127], produced mechanical properties close to those for the SDS-
spun material, even with only 15% CNT loading compared with 50% for the
surfactant suspensions. Wet-spun composite fibers are unlikely to be good
candidates for high electrical conductivity owing to the insulating polymer
separating the nanotubes, and there are correspondingly only sparse reports
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Fig. 5. More recent results from the wet-spinning method showing X-ray and stress-
strain data from wet-spun composite fibers (SWNT/polyvinyl alcohol), incorporat-
ing additional alignment procedure during spinning, (a) to give a remarkable tough
fiber by any comparative standard, albeit measured up to a breaking strain of 430%
and (b), the result of hot drawing the fiber, giving much better orientation of both
the nanotubes and the matrix polymer molecules, and a resultant increased fracture
stress, whilst retaining a significant energy to break for only 11 % elongation [133]

of such measurements. However, values in the range of 4–300 S/m, have been
quoted for SDS wet-spun CNT fiber.

The coagulation spinning technique is versatile, and has been used by
several workers to generate fibers with a wide range of polymers with com-
paratively low nanotube loadings for specific purposes. References [137–140],
for example, cover polyanaline, polyacronitrile and UHMW polyethylene.

5.5 Dry Spinning from Carbon Nanotube Forests

Carbon nanotubes, especially multiwall ones, can be grown as “forests” from
a flat substrate with comparative ease (Fig. 6a). The nanotubes are rela-
tively straight and thus have only modest levels of entanglement. Jiang et
al. [141] first demonstrated that for forests grown under the right conditions,
the nanotubes can be drawn away from the forest edgeways to form a very
thin coherent film that can then be twisted into a fiber.

A process established for continuous wind-up [142] has provided an excel-
lent basis for determining the influence of twist on strength, where the rela-
tionships between twist angle and nanotube lengths can be analyzed using the
precepts of yarn technology, as it applies to the creation of continuous yarn
from twisted short fibers (staple) [143]. Figure 6b shows the process in oper-
ation. The twisted yarn in this example is in fact very fine (2μm diameter),
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Fig. 6. Dry spinning from carbon nanotube forests. (a) A typical “forest” of multi-
wall carbon nanotubes grown from a substrate, in this case a silica plate. (b) Pho-
tograph of the spinning of a carbon nanotube fiber from a forest of multiwall nano-
tubes. The fiber is drawn at right angles to the direction of the nanotubes in the
forest [142]

and could be difficult to see with the naked eye. The mechanical properties
first reported were tensile strengths in the range of 0.3–0.8GPa and stiff-
nesses up to 25GPa. The electrical conductivity reported was 30 × 103 S/m
(compared to Cu: 60×106 S/m). With the twist optimized, one route towards
increased mechanical and electrical properties is likely to be the growth of
forests of ever-increasing length [128, 144]. There is also the possibility of ex-
ploiting the thin films drawn as they first emerge from the forest. They are
exceptionally thin and transparent; they also show amazingly high strengths
on a mass per unit area basis [145].

5.6 Direct Spinning from Carbon Nanotube Fibers
from the CVD Reaction Zone

In all the techniques described so far, the carbon nanotubes have to be syn-
thesized in one stage, and the fibers spun as a second distinct step. The
method of spinning nanotube fibers directly from the CVD reaction zone was
introduced by Li and coworkers [146]. There have been numerous reports in
the literature of fibrous-like deposits in CVD reaction chambers. Of these
Zhu et al. [147] were the first to measure mechanical properties of 20 cm
strands, which they found were significant with elastic moduli of the order of
50GPa and strengths of 1GPa. The Cambridge process [146] took the signifi-
cant step of realizing that the carbon plume formed in the reaction chamber,
where the floating catalyst of iron was introduced into the furnace as fer-
rocene dissolved in the liquid hydrocarbon feedstock, had elastic properties
owing to the entanglement of the long nanotubes. This elastic smoke can
be “hooked” and wound up continually either within the furnace or outside.
The geometry can be varied to form either a fiber or a film (Figs. 7 and 8).
The elastic smoke is technically an aerogel. Its condensation into fiber or film
geometries is either achieved through the particular wind-up geometry em-
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Fig. 7. Schematic diagrams of the
process by which carbon nanotube
fibers are spun directly from the
CVD reaction zone. Two wind-up
schemes are illustrated here, one to
produce fiber, the other thin film

Fig. 8. Fiber being spun directly from the furnace via a gas valve that separates the
hydrogen in the furnace from the air. The fiber condensation, at an intermediate
level is achieved by the rotary motion of the gas. The inset shows a fiber after full
condensation using acetone evaporation

ployed, or by subsequent twisting or wetting with an appropriate solvent. The
process is enhanced through the addition of a sulfur-containing compound,
typically thiophene, to the feed stock. Optimization of the process depends
on the achievement of the right balance of feedstock composition, including
catalyst and sulfur concentration, injection rate, hydrogen carrier gas flow
rate, furnace temperature and wind-up speed [148, 149].

Fibers can be routinely spun with strengths of the order of 1N/tex (if
the specific gravity of the fiber is assumed to be unity, then these numbers
equate to GPa) and if the conditions are taken to the limits of spinnability,
then strengths of double this are seen. The elastic moduli are in the region
of 70N/tex [150] (Note: “tex” is a unit of measure for the linear mass den-
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sity of fibers, defined as the mass in grams per 1000 m, i.e. 1 tex is equal to
10−6 kg/m in S.I. units). Typical stress-strain curves of continuously spun
material that has not been subjected to any post-treatment except for con-
densation are shown in Fig. 9. Very much higher values have been seen on
short sections of the fiber, approaching 8N/tex strength and 200N/tex elas-
tic modulus (values about three times those of Kevlar), which indicate not
only the potential of the process but the directions for future development.
The fibers are also tough, absorbing 60 J/g at ∼ 10% extension. Adjustment
of the process parameters can control the type of nanotubes comprising the
fiber, whether they are single wall, thin wall or multiwall, and their mean di-
ameter. The fibers with the best mechanical performance appear to comprise
mainly double-wall nanotubes of unusually large diameter, so that many of
them have undergone autocollapse to give “dog-bone” cross sections. The
fibers also show a readiness to absorb polymer solutions, which opens up
one of several routes to the further enhancement of their properties. Their
electrical conductivity, without any optimization, is 0.3 × 106 S/m and their
thermal conductivity between 1000 and 1500Wm−1K−1. As with the fibers
made by dry spinning of nanotube forests, the fiber has yarn-like qualities.
It is tough, flexible and has a knot strength of 80%.

Of the three spinning methods described, the liquid route appears to
produce the best-ordered fibers and quite stiff ones (up to 130GPa), although
the strengths were low, at around 0.2GPa. Fibers dry-spun from multiwall
nanotube forests have reported strengths up to 0.8GPa, and stiffness of the
order of 25GPa. Fibers spun directly from the CVD reaction zone reach
strengths considerably above 1GPa, and stiffnesses equal to, or in excess of,
the liquid-crystalline spun material, while much higher strengths and stiffness
have been demonstrated on occasions, underlining the huge potential of the
process. A key parameter is the length of the component nanotubes, which
can now reach > 1mm by “supergrowth” (Sect. 6.1). Electrical conductivity
is also promising in pure dry-spun fibers, with values approaching 1% of
copper, or 8% on a weight basis. Nanotube–polymer coagulation spun fibers
show high energy absorption at fracture. Ultimately, the process that succeeds
to win a substantial portion of the high-performance fiber market ( 2 B p.a.)
will be the one that is the most industrially scalable, cheaper and better. See
also the contribution in this volume by Endo et al.

6 Organization on Surfaces

The organization of carbon nanotubes on surfaces is an important issue to-
ward many different future applications. Organization into vertical arrays
(Sect. 6.1) may be especially important for field emitters in display tech-
nology (see contribution by Endo et al.), as well as a source for dry spin-
ning of nanotube fibers (Sect. 5), whereas organization into horizontal arrays
(Sects. 6.2 and 6.3) is a critical prerequisite for large-scale integration into



126 Ernesto Joselevich et al.

Fig. 9. Stress–strain curves from standard
fibers that can be spun in the laboratory
by the km. Higher strengths can also be
achieved

nanocircuits [151]. An important difference exists between the organization
of SWNTs and MWNTs on surfaces, due to their different mechanical prop-
erties. MWNTs are relatively rigid, and their growth is more naturally di-
rectional. Therefore, significant progress in the organization of MWNTs on
surfaces was achieved relatively earlier [152–154]. In contrast, SWNTs are
relatively flexible, making their organization especially challenging. This sec-
tion focuses on the recent progress in the organization of SWNTs on surfaces.
Such organization can be achieved during nanotube formation by vertically or
horizontally aligned growth (Sects. 6.1 and 6.3, respectively), or by organized
assembly of pre-formed nanotubes (Sect. 6.2).

6.1 Vertically Aligned Growth and Supergrowth

With arc discharge or laser-ablation techniques, only tangled nanotubes
mixed randomly with various impurities are obtainable. Research in CVD
nanotube growth has also been initiated by the idea that aligned and or-
dered nanotube structures can be grown on surfaces with control, as first
demonstrated by Ren and coworkers by growing large-diameter MWNTs
forming oriented “forests” on glass substrates by PECVD [155], and by
Fan and coworkers by CVD on uniform and catalytically patterned sub-
strates [156]. Carbon nanotubes can self-assemble into aligned structures
during CVD growth into vertically aligned films or patterns perpendicular to
the substrate surface. The mechanism of nanotube self-orientation typically
involves the nanotube base-growth mode substrates. During CVD growth,
nanotubes interact with their neighbors via van der Waals forces to gain
rigidity, which allows the nanotubes to self-orient and grow perpendicular to
the substrate [7].

6.1.1 Supergrowth

Most growth methods based on CVD, such as those mentioned above, are
seriously limited by the low activity and short life time of the catalyst. The
resulting low catalytic activity of CNT synthesis has not only reduced the
availability of SWNTs, but the dead catalysts remain in the as-grown material
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as impurities. Addition of a controlled amount of water vapor in the growth
ambient can dramatically enhance the activity and lifetime of the catalysts
and address these problems [157–161]. This new CVD approach denoted as
“supergrowth”, works best on substrates with catalytic nanoparticles. With
the assistance of water, dense, vertical-standing, and aligned SWNT forests
with millimeter-scale height can be synthesized. Figure 10a shows a 2.5-mm
high SWNT forest that was grown in ten minutes [157]. The SWNT/catalyst
weight ratio exceeds 50, 000%, more than 100 times higher than for other
processes, illuminating the remarkable efficiency of water-assisted nanotube
synthesis. A close examination (Fig. 10b) at the ledge of the SWNT for-
est illustrates that the nanotubes are well aligned vertically relative to the
substrate. High-resolution transmission electron microscopy (TEM) studies
(Fig. 10c) show that the nanotubes are clean SWNTs free from amorphous
carbon. Low-resolution TEM studies (Fig. 10d) of the as-grown forest re-
veal the presence of only thin nanotubes and the absence of metallic par-
ticles and supporting materials that usually comprise a major constituent
of as-grown SWNT material. Raman spectra showed clear radial breathing
mode peaks that correspond well with the diameter of the SWNTs measured
by TEM. Thermogravimetric analysis (TGA) on pure SWNT material using
N2 gas with water shows that SWNT combustion in the presence of water
starts at about 950 ◦C, indicating that the water does not oxidize or damage
the nanotubes at the growth temperature.

Characterization of the structure of SWNT forests provided interest-
ing insights into the growth mechanism [162]. For a typical SWNT forest,
the SWNT area density is 5.2× 1011 tubes/cm2, the mass density of the for-
est is 0.037 g/cm3, the average SWNT size is 3.0 nm, and the SWNT area
density is 5.2 × 1011 tubes/cm2. The catalyst activity was estimated to be
84% (±6%), the highest value ever reported for SWNT growth. On average,
there exists one 3-nm diameter SWNT in a substrate area of 190 nm2 and
the average distance between tubes is 14 nm. SWNTs occupy 3.6% of the
total volume, and more that 96% is empty space. Interestingly, other SWNT
forests synthesized by different methods and catalysts also show a similar
sparseness, and the density of the CNTs is roughly in the range of a few to
10% [163]. The sparseness of the forest is thought to be essential for grow-
ing SWNT forests by CVD with root growth. This is because excessively high
densities inhibit carbon diffusion to the catalysts (diffusion limited); whereas,
for insufficiently high densities, the SWNTs would fail to grow vertically and
would instead form a mat and quickly suffocate the catalysts as observed in
normal CVD growth. With this sparseness, vast amounts of SWNTs can be
grown on a substrate while not restricting the delivery of the carbon feed-
stock.

The SWNT forest structure can be easily removed from the substrate
using, for example, a razor blade. After removal, the substrate is still cat-
alytically active to grow SWNT forests again, which means that growth by a
root-growth mode with catalysts remaining on the substrate after removal of
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Fig. 10. (a) Picture of a single-walled carbon nanotube (SWNT) forest. (b) Scan-
ning electron microscopy (SEM) image of the SWNT forest ledge. (c) High-
resolution transmission electron microscopy (TEM) image of SWNTs. (d) A large-
area TEM image. (e) SEM image of SWNT cylindrical pillars with 150 μm radius,
250 μm pitch, and 1 nm height. Inset, SEM image of a root of a pillar. Scale bar,
50 μm [157]

the forest. The high SWNT/catalyst weight ratio, the clean TEM images in
Fig. 10, and the easy removal of the forests suggest that the as-grown SWNT
material is highly pure. Thermogravimetric analysis (TGA) showed no mea-
surable residue after heating above 750 ◦C, indicative of a carbon purity
above 99%. Quantitative elemental analysis with X-ray fluorescence spec-
trometry detected 0.013% Fe as the only impurity, meaning a carbon purity
over 99.98%, i.e., the purest SWNT material ever made.

Realization of large-scale organized SWNT structures of [157] desired
shape and form is important for obtaining scaled-up functional devices. With
the assistance of water, SWNTs grow easily from lithographically patterned
catalyst islands into well-defined vertical-standing organized structures, as
demonstrated by the large-scale arrays of macroscopic cylindrical pillars
(Fig. 10e). The cross section of the SWNT structure corresponds well with
the patterned catalyst (inset of Fig. 10e), and thus it is possible to fabricate
arbitrary shapes of organized SWNT structures where the base is lithograph-
ically defined and the height is controlled by the growth time.

The effect of water can be revealed by [157] formulating a numerical
growth model that describes the time evolution of the supergrowth [164]. The
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time evolution of the forest heights (yield) (Fig. 11a) showed that the growth
rate gradually decreased over the subsequent 20min, and finally terminated
with a height of 970μm. The time evolution of the height H (t) of the forest
growth rate could be expressed, as H(t) = βτ0[1− exp(−t/τ0)], by assuming
that the catalysts lose their activity in a similar fashion to radioactive decay.
Important physical meaning can be assigned to the two fitting parameters:
β is the initial growth rate (IGR) and τ0 is the characteristic catalyst life-
time. Fitting the growth equation to the experimental time-evolution data
yielded excellent agreement (Fig. 11a), and the fitting parameters were: IGR
(β) of 207μm/min and lifetime (τ0) of 4.74min, respectively. According to
the growth equation, the product of the two fitting parameters, βτ0 gives
the theoretical maximum height, Hmax, that was calculated to be 980μm,
matching well with the experimentally obtained height of 970μm. A family
of time-evolution data of the supergrowth was obtained at different ethylene
flow rates at a fixed water level. From each growth equation curve, the ini-
tial growth rate β and the characteristic catalyst lifetime τ0 was calculated
and plotted as a function of the ethylene flow rate (Fig. 11b). Overall, the
lifetime and IGR followed divergent trends, i.e., the IGR monotonically in-
creases while the lifetime decreases with the ethylene level. The existence of
these crossings among growth equation curves is a direct result of this diver-
gent trend: slower initial growth with long lifetimes achieves higher maximum
heights than rapid initial growth but with short lifetimes. Furthermore, de-
spite this divergent trend, the theoretical maximum height (Fig. 11b, shown
as a histogram), being the product of the two fitting parameters, βτ0 exhibits
a peak representing the optimum ethylene flow rate for this water level. The
divergent trends are easily explainable: 1. IGR monotonically increases with
ethylene flow rate because the carbon source for SWNT growth increases,
2. the lifetime decreases since the catalyst is poisoned faster by rapid accu-
mulation of an amorphous-carbon coating, a factor known to kill the catalyst
activity.

Further analysis was carried out by the two-dimensional mapping of
the dependence of the lifetime, initial growth rate, and theoretical maxi-
mum height on water and ethylene. Rearranging the data into a plot of the
maximum height as a function of the water/ethylene ratio revealed a clear
trend. The maximum height initially increased with the water/ethylene ratio,
peaked at a value of about 1/1000, then decreased with further increase of
the water/ethylene ratio. The water-assisted enhanced growth efficiency is re-
flected in the initial increase of the maximum height, and the peak represents
the optimum growth conditions of the supergrowth. This result demonstrates
the existence of a scaling relation between ethylene and water, and that the
balance of the ethylene and water is the most critical factor for controlling
the supergrowth. The same maximum height can be achieved by both a slow
growth with a long lifetime and a fast growth with a short lifetime, given
that the water/ethylene ratio is the same. Furthermore, the existence of this
scaling law suggests that the catalysts consume a specific number of ethylene
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Fig. 11. Time evolution of SWNT forest growth. (a) Plot of the SWNT forest
height as a function of the growth time. (b) Overlaid plots of the lifetime, ini-
tial growth rate, and maximum height (histogram), as derived from each growth
curve [164]

and water molecules before they die, and this specific number is determined
by the water/ethylene ratio. This implies that the rate-limiting process of
the SWNT growth is the supply of carbon to catalysts from the gas phase.

Synthesis of catalyst-free DWNT forests with millimeter-scale height
is also possible by using catalyst nanoparticles tailored to achieve maxi-
mum DWNT selectivity [165] (see more on DWNTs in the contribution by
Pfeiffer et al.) Catalyst engineering is the key point for selective DWNT syn-
thesis and was achieved by determining the optimum mean tube diameter for
selective DWNT synthesis and by growing CNTs with this optimum mean di-
ameter by precisely controlling the thickness of the Fe catalyst film. To under-
stand and control CNT synthesis, the relationship between the tube type (sin-
gle, double or multiwall) and diameter was studied by constructing a phase
diagram (Fig. 12a) of the relative populations of SWNTs, DWNTs, MWNTs
vs. the tube diameter. The phase diagram clearly shows that DWNTs occupy
the majority of the nanotube population within a distinct diameter range
sandwiched between the SWNT and MWNT regions. The existence of this
distinct DWNT region affords selective DWNT growth via tuning the tube
diameter into this DWNT region. Importantly, the mean CNT diameter was
found to increase approximately linearly with the thickness of the Fe thin-film
thickness (Fig. 12b). This finding enabled control of the mean CNT diameter
accurately into the DWNT region. The maximum DWNT selectivity achieved
with this approach was 85%. This DWNT selectivity is one of the highest
reported, and it is worth noting that it was achieved on an as-grown sample
without any additional processes implemented to improve selectivity. Super-
growth was implemented to demonstrate highly efficient DWNT syntheses
from these engineered catalyst particles, demonstrating that it is possible to
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Fig. 12. Trends in CNT type and diameter. (a) Phase diagram of the relative
concentration of SWNTs, double-wall carbon nanotubes (DWNTs) and multiwall
carbon nanotubes as a function of the CNT diameter. (b) Plot of CNT mean
diameter as a function of Fe film thickness [165]

grow DWNT forests with the same quality, yield and purity as the SWNT
forests.

Generally, SWNT syntheses have been implemented on insulating sub-
strates, such as Si wafers or quartz. In many cases, growths on conducting
substrates are desired but have resulted in the formation of multiwalled car-
bon nanotubes (MWNTs) or graphite films. Ni-based alloys with Cr or Fe
were found to possess both high durability to the CVD ambient and the
ability to support highly efficient SWNT (DWNT) synthesis [166]. Successful
syntheses of SWNT forests were achieved on various alloy substrates such as,
Inconel 601, YEF 426, NiCr , YEF 50, SUS 310S, covering a wide range of
Ni–Fe–Cr compositions (Fig. 13a). The growth product was mainly SWNTs
with a selectivity of 95%, and the growth yield and quality was comparable
to the level of growth on Si wafers. To demonstrate an easy one-step assem-
bly of CNT devices by this approach, a short DWNT forest was grown on a
1-cm diameter YEF 426 metal cathode (Fig. 13b) as a field electron emitter.
The emission current increased exponentially with increasing electric field
(Fig. 13c), following the Fowler–Nordheim equation. The spatial mapping
of the emission current showed an excellent homogeneity that is evidence of
good electrical contact between DWNTs and the grid substrate. Metal foils
are much more economical and scalable than Si wafers or quartz substrates.
Therefore, this approach would open up an economical route towards the
mass production of SWNT and DWNT forests, and will facilitate flexible
design of device architectures and fabrication processes for CNT devices.

6.1.2 SWNT-Solid

The intrinsic excellent properties of individual CNTs are frequently lost in
macroscopic forms of CNTs. To address this matter, various CNT forms have
been demonstrated ranging from fibers and yarns (Sect. 5), mats, vertically
aligned CNTs (forests), powders, pellets, foams, and sheets. Yet, it is dif-
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Fig. 13. (a) Correlation between components of Ni–Cr–Fe alloys and photographs
of CNT forests grown on them. Symbols indicate the level of SWNT selectivity
(◦ high selectivity; � medium selectivity; × low selectivity). (b) Double/YEF 426
as an electron field emitter. SEM images of a DWNT forest directly grown on a YEF
426 grid. (c) Emission current versus applied voltage profile (the inset shows a
Fowler–Nordheim plot and fit) [166]

ficult to simultaneously retain the fundamental SWNT properties, such as
high surface area and electrical conductivity on a macroscopic scale and have
versatility in creating different shapes. A macroscopic bulk form of CNT ma-
terial called the “SWNT solid” addresses this issue and has aligned densely
packed SWNTs, while retaining the intrinsic properties of SWNTs [167].
When liquids are introduced into the sparse as-grown SWNT forest and dried,
the surface tension of liquids, and the strong van der Waals interaction ef-
fectively “zippers” the SWNTs together in a nearly ideal graphitic spacing.
Liquid-induced collapse shows a 4.5-fold decrease in the two lateral dimen-
sions with no detectable change in the height, producing a ∼ 20-fold increase
in mass density (Fig. 14a). This indicates that alignment of the as-grown
forest is critical in triggering an efficient liquid-induced collapse, which is
understandable because the aligned nature of the growth provides an ideal
condition for optimum van der Waals overlap. The initial 97% empty space
in forests is here reduced to ∼ 50%, and the intertube and innertube vol-
umes become equivalent. The Vickers hardness of the SWNT solid increases
over 70-fold to 7–10, which is comparable with that of highly oriented py-
rolytic graphite (HOPG). The zippering action proceeds without damaging
the tubes. The above characterization highlights the solidness and unity of
the liquid-induced collapsed material, and thus this form was denoted as a
“SWNT-solid”.

The SWNT solid concept can be extended to create a variety of unique
solid structures from as-grown forest material with diverse shapes by con-
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trolling the parameters that influence the collapse process, such as the forest
aspect ratio, the initial liquid contact point, and substrate–forest interac-
tion. For example, lithographically defined as-grown SWNT circular pillars
with [167] a high aspect ratio collapsed from the tip creates well-defined and
patterned SWNT solid needles with a high aspect ratio (Fig. 14b). Another
approach to extend the ability to engineer the shape of the solid is to employ
moderate external forces, such as very light pressure, to direct the direction
of the collapse. For example, applying light pressure in one lateral direction
suppresses collapse in one lateral dimension and creates a bar (Fig. 14d). Sim-
ilar application of light pressure at a shearing angle to the alignment induces
a vertical collapse, without any collapse in both lateral dimensions, results
in a solid sheet (Fig. 14c). Because the SWNTs are directed to lie like a field
of corn stalks flattened by a tractor, the solid sheets maintain a comparable
degree of alignment of the forest. This approach is easily extendable to fabri-
cate strongly adhered solid sheets on desired flat substrates without the use of
bonding agents by simply transferring the forest onto a target substrate and
implementing the collapse process. The ability to engineer the shapes of solids
is beneficial for a multitude of applications requiring high surface area, high
density, aligned, conducting, and flexible or rigid CNT material. The SWNT
solids represent substantial progress towards producing a macroscopic scale,
high-density SWNT material, engineered in both shape and structure, thus
opening diverse functionality that is advantageous for numerous applications,
such as energy storage.

6.2 Organized Assembly of Preformed Nanotubes

The controlled deposition of preformed nanotubes from solution onto a sub-
strate with well-defined structures has been a topic of intense research for
several years [168]. To be able to control the structure of deposited nano-
tubes, external forces, such as electrical, mechanical and chemical interac-
tions, are needed to provide guidance toward the desired structures. One of
the earliest examples of the controlled deposition of nanotubes on a substrate
was developed by Smalley ’s group at Rice University, where surface patterns
with chemically different functional groups are used to guide the structure of
deposited nanotubes [169]. More recently, the affinity of nanotubes to Al2O3

was used as a way to guide nanotubes to specific locations to form nanotube
devices in large numbers (Fig. 15) [170].

Surface patterns with different hydrophobic/hydrophilic functional groups
is another common method to provide forces needed for guided deposition
of nanotubes. A representative example for the use of such methods was
developed by Rao et al. [171] where individual nanotubes or small bundles
of nanotubes were deposited onto a substrate with precise control of their
location and orientation (Fig. 16). More recently, Mirkin and coworkers [172,
173] used the edge of a hydrophilic pattern on a hydrophobic background to
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Fig. 14. (a) Overlaid pictures illustrating the decrease in lateral dimensions before
(gray) and after (black) collapse. The double-ended arrow indicates tube alignment
direction. (b) Engineerable shape: SEM image of an array of lithographically de-
signed solid needles. Scale bar, 500 μm Inset, magnified individual needle. Scale bar,
60 μm. (c) Flexible SWNT solid, engineered into a flattened sheet adhered to a cop-
per sheet. Inset, Photograph of the as-grown forest. (d) SWNT solid, engineered
into a rigid bar [167]

Fig. 15. SEM image of a CNT field-effect tran-
sistor [170]. Functionalized CNTs were assembled
by their chemical affinity for the Al2O3 gate oxide,
then contacted with evaporated gold source and
drain electrodes [170]
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Fig. 16. AFM images showing large-
scale self-assembly of SWNTs: (a) Topog-
raphy (30 × 30μm2) of an array of in-
dividual nanotubes covering about 1 cm2

of a Au surface. The friction-force im-
age (inset) shows a single nanotube (dark
line), and the regions containing 2-mer-
captoimidazole (bright area) and octadecyl-
trichlorosilane (ODT; used to passivate the
SiO2 surface; dark area). (b) Topography
(20 × 20μm2) of an array of junctions with
no nanotube (�), one nanotube (◦), or two
nanotubes (�) covering an area of about
1 cm2. Arrows 1, 2, and 3 indicate ODT, 2-
mercaptoimidazole on Au, and ODT on Au,
respectively [171]

organize nanotubes on a substrate into rings with well-controlled diameters
and locations.

Electric and magnetic forces are also used to align nanotubes into desired
structures. There are many reports on the formation of aligned nanotube
structures under such forces. For example, Smalley and coworkers used a
very strong magnetic field to form films with aligned nanotubes [174–178].
Mechanical force introduced by liquid flow was also demonstrated to align
nanotubes into parallel structures [179]. However, it is the electric forces
that showed the most promising advances in organizing nanotubes into de-
sired structures. Both dc and ac dielectrophoresis have been used to deposit
nanotubes from a suspension onto a substrate with good control of the align-
ment [59–61, 180–183]. Krupke and coworkers [60] used ac dielectrophoresis
forces to precisely align nanotubes into parallel arrays of electrodes (Fig. 17),
and provide a convenient way to make nanotube devices under good con-
trol. The same approach was used to separate metallic and semiconducting
nanotubes [59] (Sect. 4).

Assembly of premade, chemically processed SWNTs on substrates is
also a promising approach for the placement of densely aligned nanotubes.
Langmuir–Blodgett (LB) films have been known for decades as an effec-
tive method for making well-organized organic monolayer patterns. Recently,
Dai and coworkers [184] produced LB films of SWNTs on a large scale us-
ing HiPCO nanotubes as well as laser-ablation-grown nanotubes (Fig. 18).
Suspensions of as-grown laser-ablation and HiPCO SWNTs in 1,2-dichloro-
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Fig. 17. SEM and AFM images of metallic nanotube bundles deposited on electrode
arrays by dielectrophoresis [60] (the right-bottom corner inset shows a topographic
section of a nanotube)

ethane (DCE) solutions of poly(m-phenylenevinylene-co-2,5-dioctoxy-p-phe-
nylenevinylene) (PmPV) were prepared by sonication, ultra-centrifugation
and filtration. The suspension contained mostly individual nanotubes well
solubilized in DCE without free unbound PmPV. PmPV binds to SWNT
sidewalls via π stacking of its conjugated backbone and thus imparts solubil-
ity to nanotubes in an organic solvent. Importantly, DCE was found to be the
only solvent in which PmPV-bound SWNTs remained stably suspended when
free unbound PmPV molecules were removed. The PmPV-treated SWNTs
exhibited no aggregation in DCE over several months. An LB film of SWNTs
was made by adding SWNT DCE solutions to water in a LB trough to form
a layer of SWNTs floating on a water surface upon vaporization of DCE. An
aligned SWNT film was then formed by compressing the SWNTs on a water
surface using two barriers. Such a film was then transferred to a substrate by
simple dipping. AFM microscopy and Raman spectroscopy characterization
revealed high-quality, densely aligned SWNTs (normal to the compression
and substrate pulling direction) formed uniformly over large substrates for
both HiPCO and laser-ablation-derived SWNTs. The height of the film rel-
ative to the nanotube-free regions of the substrate was < 2 nm under AFM,
suggesting a monolayer of packed SWNTs [184].

Aligned SWNT LB monolayers on oxide substrates can be treated as
carbon nanotube on insulator (CNT-OI) materials for patterning and inte-
gration into potential devices, much like how Si on insulator (SOI) has been
used for electronics. Lithographic patterning techniques and oxygen plasma
etching can be used to remove unwanted nanotubes and form patterned ar-
rays for device integrations. The LB assembly of densely aligned SWNTs
can be combined with chemical separation and selective chemical reaction
methods to yield purely metallic or semiconducting SWNTs in a massively
parallel configuration, useful for interconnection or high-speed transistor ap-
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Fig. 18. Langmuir–Blodgett (LB) monolayer assembly of aligned SWNTs. (a) AFM
image of a LB film of HiPCO SWNTs on a SiO2 substrate. (b) AFM image of a LB
film of laser-ablation-grown SWNTs [184]

plications on a large scale. The method is generic in terms of the type of
nanotube materials and substrates.

6.3 Horizontally Aligned Growth

An attractive approach for the organization of carbon nanotubes into hor-
izontal arrays is the directed growth on surfaces by CVD [185], under the
influence of an aligning force, such as an applied electric or magnetic field,
the gas flow or the surface. One can envisage the creation of a variety of car-
bon nanotube arrays by defining the growth of the nanotubes on the surface
in the form of a vector, having an origin, a direction, and a length. The origin
can be defined by patterning the catalyst nanoparticles at specific locations,
while the direction is defined by the aligning force, and the length is con-
trolled by the growth time and rate. Successive or simultaneous steps of such
“vectorial growth” [186] in different directions could yield different carbon
nanotube architectures on surfaces.

6.3.1 Field-Directed Growth

Electric fields can orient carbon nanotubes owing to their large and highly
anisotropic polarizability [187] (as seen in Sect. 4). This can be exploited
for the alignment of carbon nanotubes during their growth. The growth
of SWNTs suspended across lithographic ridges was observed by Dai and
coworkers to be directed into parallel arrays by an electric field, which was
applied by a pair of electrodes outside the ridges on a dielectric substrate
during CVD growth [188], as shown in Fig. 19a. In the absence of an electric
field, the SWNTs grow into random suspended networks (Fig. 19b).

Similar field-directed growth of SWNTs but lying on the surface was
also observed by Joselevich et al. [186, 189] on thermally oxidized silicon
wafers (Fig. 20a). In this case, the nanotubes are believed to grow up from the
surface, and to be aligned by the electric field before they settle down and get
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Fig. 19. Field-directed suspended SWNTs grown between two posts under an
electric field (a) and in the absence of an electric field (b) [188]. The field intensity
in (a) was 0.5 V/μm. The substrate is quartz. The distance between the poly-Si
suspending ridges is 20 μm, and the distance between the outer poly-Si electrodes
is 40 μm

Fig. 20. Field-directed growth of SWNTs on oxidized Si wafers [186]. (a) Aligned
array of SWNTs. The field intensity was 2×106 V/m. (b) Vectorial growth of SWNT
arrays by field-directed growth from Al2O3-supported catalyst islands on the oxi-
dized Si. (c) Bimodal angular distribution of field-directed short SWNTs (L = 200–
600 nm). The solid line indicates a narrow Gaussian distribution around the direc-
tion of the field, which may be attributed to the metallic nanotubes, plus a broad
distribution, which may be attributed to the semiconducting nanotubes. The inset
(scale 2.5 μm) shows the partially aligned SWNTs

pinned to the surface by van der Waals forces. Vectorial growth of SWNTs
from patterned islands of catalyst was used to produce ordered arrays of
parallel 5–20μm long SWNTs on oxidized silicon wafers (Fig. 20b) [186]. In-
terestingly, the angular distribution of short SWNTs (L < 200 nm) grown
under the same electric-field is not normal but bimodal (Fig. 20c). This can
be attributed to the selective alignment of metallic carbon nanotubes, due to
their higher polarizability compared to that of semiconducting ones.

Attempts to organize SWNTs into crossbar architectures by electric field-
directed growth in two dimensions actually led mainly to looped struc-
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tures [190]. This was attributed to the complex shape of the field lines,
and showed the limitations of purely field-directed growth. Crossbar archi-
tectures using field-directed growth were successfully achieved by Joselevich
and coworkers [191] in combination with surface-directed growth (vide in-
fra). Field-directed growth was also used to grow SWNTs between electrodes
to produce self-assembled field-effect transistors [192]. A different interesting
approach combining field-directed growth with surface-directed growth is the
oriented growth of SWNTs using lithographic alumina patterns, which cre-
ated a local electric field due to static charging [193], without the need for
electrodes and applied voltage. In this case, the SWNTs tend to lie perpen-
dicular to the straight or curved edges of the alumina islands. Yet another
approach for the generation of aligned arrays that is somehow related to
electric-field-directed growth is the orientationally selective ablation of ran-
dom networks with a planarly polarized laser [194]. SWNTs lying with a com-
ponent parallel to the plane of polarization were selectively ablated, leaving
on the surface only those nanotubes that are perpendicular to the plane of
polarization.

Magnetic fields were also used to direct the growth of carbon nanotubes
on surfaces in a few cases. Magnetic-field-directed growth of MWNTs was
attributed to the interaction of the magnetic field with the ferromagnetic
Fe catalyst [195]. Magnetic fields were also used to preorient the magnetite
(Fe3O4) nanoparticles from a magnetic bacterium, which were subsequently
used as catalyst for CVD growth [196]. (See contribution by Kono et al.)

Overall, field-directed growth seems to be a useful tool for the organiza-
tion of carbon nanotubes into horizontally aligned arrays. However, a prac-
tical limitation is that the electric field has to be generated by lithographic
electrodes or charging islands, which impose size limitations and could inter-
fere with other elements in functional devices. Also, silicon can significantly
screen the electric field, producing complicated field lines, which are not par-
allel to the surface. Therefore, field-directed growth works fine on dielectric
substrates, but is not ideal for large-scale organization on silicon wafers.

6.3.2 Flow-Directed Growth

Another promising approach to orient SWNTs is to use the feeding gas to
align SWNTs along the flow direction. This method was originally discov-
ered by Liu and coworkers [197–200] using a fast-heating CVD method, in
which the Si wafer containing catalysts patterns were heated quickly to the
reaction temperature by inserting the substrate into the center of a heated
furnace. Figure 21 is a typical SEM image of the nanotubes from the new
“fast-heating” process using Fe/Mo catalyst nanoparticles and CO/H2 as the
feeding gas. AFM height measurements show that the diameters of the nano-
tubes range from 0.8 nm to 2.5 nm, with an average diameter around 1.25 nm.
Note that not all the nanotubes under “fast-heating” are long and oriented.
In the catalyst area there are still many short random nanotubes, relating to
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Fig. 21. SEM image of SWNTs grown with the flow-aligned CVD method

Fig. 22. SEM image of a 2D nanotube net-
work grown using multistep growth [197]

different growth mechanisms, which will be discussed later. So, some of the
nanotubes grown by the “fast-heating” process, using monodispersed Fe/Mo
nanoparticles as a catalyst and CO/H2 as the feeding gas, are long (up to a
centimeter scale), well-oriented, and individual SWNTs. The orientation of
nanotubes was found to be determined by the gas flow.

It has been proved that such a “fast-heating” process is a general method
for growing superlong well-oriented SWNTs on a surface. Such superstruc-
tures of SWNTs can be generated by using different catalysts, other than
Fe/Mo nanoparticles (e.g., pure Fe nanoparticles, Fe/Pt nanoparticles, and
water-soluble molecular Fe/Mo clusters), and different carbon sources other
than CO (e.g., CH4, CH3OH, etc.). It is believed that fast heating is also suit-
able for other SWNT growth systems. Such a big window provides a chance
to control the SWNTs growth for different purposes.

As mentioned above, the long nanotubes from the “fast-heating” process
are well oriented and the direction is determined by gas flow without us-
ing any external forces like a strong electric field. Figure 22 shows an SEM
image of crossed nanotube arrays by a two-times patterning catalyst and a
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two-times growth using Fe/Mo nanoparticles as catalysts and CO/H2 as the
feeding gas. A growth mechanism was proposed by the researchers, where a
key component is that the nanotubes grow above the substrate surface. The
fast-heating process was believed to cause convection of the gas flow due to
the temperature difference between the substrate and feed gas. Such convec-
tion flow of the feed gas lifted the nanotubes upward and kept them floating
and waving in the gas until they were caught by the laminar flow and came
to the substrate. The actively growing nanotubes then floated in the feeding
gas and grew along the flow direction. More recently, a variation of the fast-
heating method, and even methods without the need of the fast-heating step,
were developed for the growth of aligned nanotubes with their growth direc-
tions controlled by the gas flow. For example, Burke and coworkers [201,202]
discovered that the growth of nanotubes from catalysts deposited on a high
platform fabricated on a flat Si wafer can grow long nanotubes not only along
the gas flow but also against the direction of the gas flow. Additionally, no
fast-heating step is needed in these studies. At first sight, the results seem to
contradict the proposed growth mechanism. However, after a closer look, the
nanotube alignment can be explained by the formation of reversed gas flow
reflected by the high platform, and the platform serves as a mechanism to lift
the catalysts and the growing nanotubes above the substrate, which are two
of the key components of the mechanism: nanotubes growing above the sub-
strate and the existence of a gas-flow current to direct the growth direction.
More recently, Kim and coworkers [203] also demonstrated the use of a small
quartz tube inside a large tube to achieve better alignment. It is believed
that the small tubes can achieve better laminar flow of the feeding gas. Li
and coworkers [204] also demonstrated the growth of well-aligned nanotubes
with their directions controlled by gas flow using different catalysts. Overall,
the use of gas flow to determine the growth directions of nanotubes not only
produces aligned nanotubes, but the nanotubes grown in this way are almost
always produced with extremely long lengths. A Raman study along indi-
vidual long nanotubes revealed that the majority of the nanotubes showed a
uniform radial breathing mode spectrum along their whole length, which is
very encouraging for future use of the nanotubes in nanoelectronic devices.

6.3.3 Surface-Directed Growth: “Nanotube Epitaxy”

A promising new approach to carbon nanotube horizontal organization, which
has developed rapidly during the last three years, is the growth of carbon
nanotubes directed by well-defined crystal surfaces, or “nanotube epitaxy”.
Epitaxy generally refers to the “growth of a crystal of one material on the
crystal base of another material in such a manner that its crystalline orien-
tation is the same as that of the substrate”. Epitaxy of inorganic materials
is very important in the semiconductor industry, as well as in many other
fields of technology. Molecular epitaxy [205], which refers to the formation
of organized molecular layers on crystalline surfaces, has a more complex
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nature than the classical commensurate epitaxy of inorganic crystals, and
has been recognized to exist in a hierarchy of different modes: Commensu-
rate, semicommensurate (or “coincident”) and incommensurate (or “orien-
tational”) epitaxy, taking place on atomically flat surfaces; ledge-directed
epitaxy, taking place on vicinal surfaces, which are terminated with atomic
steps; and graphoepitaxy, taking place on nanostructured surfaces. Josele-
vich and coworkers [206] have recently developed different nanotube analogs
to some of these epitaxial modes, followed by other groups. These orienta-
tional heteroepitaxial modes of nanotube growth should not be confused with
the continued growth of SWNTs [114–116] (Sects. 4.4 and 5.1), which may
be considered as a mode of nanotube homoepitaxy.

Different phenomena that can now be considered as early manifesta-
tions of carbon nanotube epitaxy include the aligned electrophoretic depo-
sition of SWNTs on highly oriented pyrolytic graphite C (0001) [43], the
aligned growth of short SWNTs along the low-index directions of Si (100),
Si (111) [207] and Au (111) [208] surfaces, the catalyst-free formation
of SWNTs along or across step edges of 6H-SiC (0001) [209], and the aligned
dry deposition of SWNTs on GaAs (110) [210, 211]. In all these cases, how-
ever, the nanotubes lay in different directions and were often too short to
be considered as organized arrays. The formation of highly aligned, unidi-
rectional and dense arrays of long SWNTs on surfaces was first observed
to form by CVD growth on low-quality C-plane sapphire [212]. The cheap
C-plane sapphire wafers turned out to be miscut a few degrees off the C-
plane, and the SWNT grew along the atomic steps of the vicinal α-Al2O3

(0001) surfaces (vide infra). This mode of surface-directed growth could thus
be related to ledge-directed epitaxy. Later, SWNTs were also shown to grow
along well-defined directions of a variety of other crystal surfaces by different
epitaxial modes. Following a rational order from smaller to larger aligning
features, three different modes of carbon nanotube epitaxy have been iden-
tified so far [206]: lattice-directed epitaxy (by atomic rows), ledge-directed
epitaxy (by atomic steps) and graphoepitaxy (by nanofacets).

Lattice-Directed Nanotube Epitaxy by Atomic Rows

Following the first reports of atomic-step-templated growth of SWNTs on
miscut C-plane sapphire [212], two independent groups reported the observa-
tion of aligned SWNT growth on singular A-plane and R-plane sapphire, i.e.,
α-Al2O3 (112̄0), α-Al2O3 (11̄02), respectively [213, 214], where the SWNTs
grow along the [22̄01] and [11̄01̄] directions, respectively [215, 216]. The pref-
erential growth of SWNTs along these lattice directions was attributed to
higher charge densities along these atomic rows due to electrostatic and
van der Waals forces. The lattice-directed epitaxial growth of SWNTs on
A-plane and R-plane sapphire was recently used for building field-effect tran-
sistors, and a nanotube-on-insulator technology of registry-free nanocircuits
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was proposed [217]. Lattice-directed epitaxial growth of SWNTs will proba-
bly take place on other atomically flat single-crystal substrates. Recently, for
instance, SWNTs were observed to grow on MgO (001) preferentially along
the [110] and [11̄0] directions [218].

Ledge-Directed Nanotube Epitaxy by Atomic Steps

SWNT produced by CVD on miscut C-plane sapphire were shown to grow
along the 0.2-nm high atomic steps of the vicinal α-Al2O3 (0001) sur-
faces [212]. This atomic-step-templated mode of nanotube growth leads to
the formation of dense arrays of highly parallel arrays of SWNTs, as shown
in Fig. 23. The miscut is characterized by an inclination angle θ and an az-
imuth angle φ, as defined in Fig. 23b. The degree of alignment correlates
mainly with the miscut inclination angle θ, while the straightness of the
nanotubes correlates with the azimuth angle φ: When the step direction is
along a low-index direction, such as [112̄0] or [101̄0], the nanotubes tend to
be straight. However, when the steps run along a high-index direction, then
the nanotubes tend to be kinked, with straight segments parallel to the near-
est low-index directions. Some nanotubes present sharp kinks of exactly 30◦,
which could be attributed to single pentagon-heptagon defects induced by
kinked steps. These defects may involve structural changes along the nano-
tubes, constituting interesting metallic–semiconducting intramolecular junc-
tions and superlattices. Single-nanotube Raman spectra from these samples
exhibit a high intensity of D-band peaks, which indicates a significant loss of
translational symmetry, consistent with this picture [219]. Polarized Raman
measurements confirm the preferred orientation of the SWNTs along low-
index directions [220]. A “wake-growth mechanism” has been proposed [212],
where the catalyst nanoparticle slides along the step leaving the nanotube
behind as a wake. Recent AFM images of SWNTs grown on well-defined
vicinal α-Al2O3 (0001) surfaces (Fig. 23d), succeeded to resolve the densely
packed atomic steps, and confirmed that the SWNTs continuously follow the
atomic steps [220].

Ledge-directed nanotube epitaxy was recently observed also on miscut
quartz [221]. In this case, the surface consists of vicinal α-SiO2 (11̄01) with
steps running along the [2̄11̄0] direction. SWNTs grown on this surface
by CVD form along the steps, similarly as on vicinal α-Al2O3 (0001). The par-
allel arrays of SWNTs on quartz were used as thin-film transistors. Patterning
of the catalyst allowed the formation of spatially selective arrays of SWNTs,
and their integration into submillimeter thin-film transistors [222].

Nanotube Graphoepitaxy by Nanofacets

“Graphoepitaxy” is a mode of incommensurate epitaxy that generally refers
to the orientation of crystals or periodic molecular assemblies by relief fea-
tures of the substrate, such as steps or grooves, which can be significantly
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Fig. 23. Nanotube formation along the atomic steps of miscut C-plane sapphire,
i.e., vicinal α-Al2O3 (0001) [212]. (a) Model of a kinked SWNT grown along an
atomic step on the background of an AFM topographic image of a real sample.
(b) Definition of the step vector s = (c/c) × n, miscut inclination θ, and miscut
azimuth φ, where c is the principal lattice vector and n is a unit vector normal to
the surface. A top-view model of the vicinal surface is shown below. (c) Large-
scale SEM micrograph of SWNTs grown on a vicinal α-Al2O3 (0001) surface.
(d) High-resolution AFM topographic image providing a direct observation of the
atomic steps on the surface, and a SWNT tightly following one of the steps [220]

larger than the lattice parameter [223, 224]. Graphoepitaxy of SWNTs was
demonstrated on thermally annealed miscut C-plane sapphire [206]. When
the vicinal α-Al2O3 (0001) surfaces are annealed at 1100 ◦C, the thermody-
namically unstable atomic steps of 0.2 nm height bunch together into periodic
nanosteps of 1.3 nm to 4 nm height. SWNTs grown by CVD on these period-
ically faceted surfaces generate a variety of morphologies, depending on the
shape and surface energy of the nanofacets. As shown in Fig. 24, annealing
of a C-plane sapphire miscut in different directions can yield nanofacets with
a variety of morphologies (straight or sawtooth) and different surface ener-
gies. SWNTs produced on these nanofaceted surfaces (Fig. 25d) can have
different morphologies (straight, wavy and ultrastraight). SWNTs grown on
metastable nanofacets are especially straight, with angular deviations of less
than ±0.5◦, for lengths of up to 100μm (Figs. 25a and b). This can be at-
tributed to the high surface energy of these nanofacets, which makes them
particularly sticky toward the nanotubes.
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Fig. 24. Flow chart describing the formation of possible morphologies of carbon
nanotube graphoepitaxy by miscut of C-plane sapphire, annealing, and CVD [206].
(a) Equilibrium shape of α-Al2O3, with facets C{0001}, R{11̄02}, S{101̄1},
P{112̄3}, and A{112̄0}, in order of increasing surface energy. The same drawing
is used to show the different miscut directions. (b) Miscut toward [11̄00] produces
a vicinal α-Al2O3 (0001) surface with atomic steps along [112̄0]. (c) Annealing leads
to R-faceted nanosteps. (d) SWNTs grow straight along [112̄0] (the ball represents
the catalyst nanoparticle). (e) Miscut toward [12̄10] produces a vicinal α-Al2O3

(0001) with atomic steps along [101̄0]. (f) Annealing initially leads to metastable
P-faceted nanosteps. (g) SWNTs grow straight along [101̄0]. (h) Further annealing
from (f) leads to sawtooth-shaped S/R-faceted nanosteps. (i) SWNTs grow loosely
conformal to the sawtooth-shaped nanosteps, with segments along [112̄0] and [21̄1̄0]

Nanotube Epitaxy Combined with External Forces

Combinations of nanotube epitaxy with field-directed or flow-directed growth
offer the possibility of generating more complex carbon nanotube patterns.
For instance, crossbar architectures are especially desired for nanoelectron-
ics, as they constitute the basis of most logic and memory elements in com-
puting devices [225]. Crossbar arrays of single-wall carbon nanotubes were
spontaneously produced in a single CVD step by simultaneous graphoepi-
taxy and field-directed growth, perpendicular to each other [191], as shown
in Fig. 26. The two alignment mechanisms take place selectively on miscut C-
plane sapphire and patterned amorphous SiO2 islands, respectively, without
mutual interference, producing dense nanotube grids, with up to 12 junctions
per μm2. This one-step method of orthogonal self-assembly may open up new
possibilities for nanotube circuit integration. In principle, nanotube epitaxy
should also be compatible with other external forces, such as in flow-directed
growth (vide supra).

Judging by these examples, nanotube epitaxy seems to be rapidly evolv-
ing into an efficient approach for the organization of aligned arrays of SWNTs
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Fig. 25. Graphoepitaxial SWNTs on different annealed miscut C-plane sap-
phire [206]: (a) Straight nanosteps along [101̄0], as in Fig. 24g, observed by SEM.
(b) AFM image of (a), showing the nanosteps. (c) Nanosteps along [112̄0], as in
Fig. 24d. (d) Highly faceted sawtooth-shaped nanosteps along [101̄0], as in Fig. 24i

with a variety of morphologies, including highly straight, kinked, wavy and
crossed. Some of these arrays have been already integrated into thin-film
transistors. An intriguing open question that remains is whether all of these
modes of nanotube epitaxy are indeed incommensurate, or may there be at
least some degree of commensurism or registry between the surface lattice
or the ledges, and the curved graphene lattice of the nanotubes. If this were
the case, then one could expect a certain degree of control over the chirality
and handedness of the nanotubes. Another question of greater practical im-
plications toward future applications of nanotube epitaxy in nanoelectronics
concerns the degree of atomic perfection and the electronic properties of the
epitaxial nanotubes. Moreover, it is not yet clear whether or not the atomic
steps and rows or nanofacets perturb the electronic properties of the nano-
tubes. The fact that these epitaxial substrates are bulk dielectric materials
has also made their integration and electrical characterization difficult. A pos-
sible solution would be to develop a procedure for transferring the organized
nanotubes from the epitaxial templates onto silicon wafers, or onto predefined
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Fig. 26. Orthogonal self-assembly of SWNT crossbar architectures by simulta-
neous graphoepitaxy and field-directed growth, in a single step of CVD [191].
(a) Schematic representation of the process, showing the annealed miscut C-plane
sapphire with nanosteps along the [112̄0] direction, while the electric field is applied
perpendicularly to the steps. The nanotubes originating from catalyst nanoparti-
cles lying on the sapphire (Al2O3) grow along the faceted nanosteps, while the
nanotubes emerging from the catalyst on patterned amorphous SiO2 stripes grow
freely without interacting with the surface, in a way that allows their alignment
by the electric field, eventually falling across the nanotubes grown on the sap-
phire. (b) SEM image of a dense SWNT grid obtained by simultaneous graphoepi-
taxy and field-directed growth (miscut inclination angle θ = 4◦, field intensity
E = 2 × 106 V/m)

target structures. Progress in these directions may enable the realization of
many applications.

6.3.4 Patterned Growth on Surfaces

Another important aspect of the organization of carbon nanotubes on surfaces
is not only their orientation, but also their location. One approach to control
the placement of SWNTs is to control the sites from which nanotubes are
grown by patterning catalyst particles on a substrate [5]. The initial idea
of such patterned growth was demonstrated with micrometer-scale islands
of catalyst patterned on SiO2/Si wafers (Fig. 27a). Approximate location
control of SWNTs (without orientation control) was obtained by chemical
vapor deposition (CVD) growth of nanotubes from the catalyst islands. Since
the initial patterned CVD growth demonstration, single-catalyst particle (∼
2 nm Fe clusters) patterning on substrates and orientation control of SWNTs
grown by CVD have been actively pursued [226]. Single catalyst-nanoparticle
patterning (Fig. 27b) for SWNTs growth by CVD was recently achieved
(Fig. 27c).
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Fig. 27. Patterned growth of SWNTs. (a) Previous growth from micrometer-sized
catalyst island (white structure) [5]. (b) AFM image of a recently made regular
array of individual Fe clusters [226]. (c) SWNTs grown from the single-particle
array

7 Summary and Outlook

Mass production, selective production, and organization of carbon nanotubes
continue to be major synthetic challenges toward future applications. Signifi-
cant advances during the last five years include the development of new CVD
methods for mass production and for aligned growth on surfaces, both verti-
cally and horizontally. Mass production and vertically aligned growth by CVD
have been significantly boosted by the discovery of “supergrowth”, adding
small amounts of water to the CVD precursor or using alcohol as the carbon
feedstock, to inhibit the formation of amorphous carbon, and thus to enhance
the formation of clean carbon nanotubes. A fundamental key to further in-
crease the control of carbon nanotube synthesis is understanding the different
mechanisms of formation of carbon nanotubes, which determine their struc-
ture, electronic properties and arrangement. Since the mechanisms of CVD
growth are not yet fully understood, further mechanistic insight will proba-
bly have an impact on the yield, purity and selectivity of CVD growth. An
important development in this direction has been the direct observation of
nanotube growth under the TEM [227].

We have seen promising advances in the selective production of carbon
nanotubes, as well as in the continued growth of carbon nanotubes with con-
servation of their initial (n,m) structure. Single-wall carbon nanotubes have
been sorted by length, electronic type and diameter using a variety of physi-
cal and chemical methods. Combinations of these methods promise to enable
the production of nanotube fractions with progressively narrower (n,m) dis-
tribution. However, the selective production of pure nanotube samples with
a unique (n,m) structure is a challenge yet to be met.

An important synthetic advance toward application of carbon nanotubes
as structural and textile materials has been the development of new methods
for spinning carbon nanotube fibers, either from liquid suspension, from dry
forests, or directly from the CVD zone during growth. The mechanical prop-
erties of these carbon nanotube fibers are remarkable, but are still inferior to
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those of individual carbon nanotubes. Approaching the nanoscopic properties
at a macroscopic scale will probably require a better control, not only of the
nanotube length and alignment, but also of the nanotube–nanotube inter-
actions. Textile processing of carbon nanotubes into ultrastrong or “smart”
clothing could be an exciting outcome to be seen soon.

Finally, the organization of carbon nanotubes into horizontally aligned ar-
rays on surfaces, which continues to be a major challenge toward integration
into nanocircuits, has been significantly advanced by the development field-
directed, flow-directed and surface-directed growth. Flow-directed growth has
allowed the controlled production of macroscopically long carbon nanotubes
on surfaces. More recently, aligned growth by orientational epitaxy on well-
defined crystal surfaces, directed by atomic steps, nanofacets or atomic rows,
has opened up new ways of organizing nanotubes on surfaces into perfectly
aligned arrays, as well as more complex morphologies. In addition to the
control of nanotube orientation, there is still a need for better control of the
nanotube location. This requires a reliable method for patterning catalyst
nanoparticles that nucleate carbon nanotubes with a 100% yield. Thanks to
encouraging advances in this direction, the combination of patterned growth
with orientational control is a promising prospect, which could greatly ad-
vance nanotube electronics in the next few years.
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Abstract. Ever since the discovery of carbon nanotubes (CNTs) in the early 1990s,
it was anticipated that these nanostructures would have truly remarkable mechan-
ical and heat-transport properties, given the strength of the carbon-carbon bond
within graphene layers in graphite. Nowadays, there is growing evidence, coming
from both experimental and theoretical studies, that CNTs do indeed have an out-
standingly high Young’s modulus, high thermal stability and thermal conductivity.
In this contribution, we provide an overview of the current state of knowledge on
these properties in CNTs and related nanostructures.

1 Introduction

In this contribution we present an overview of the mechanical, the thermal
stability and heat-transport properties of carbon nanotubes (CNTs). Ulti-
mately, all these seemingly different aspects of CNTs are a direct consequence
of the nature of the carbon–carbon chemical bond and of the particular geo-
metrical arrangement of such bonds in CNTs; it is therefore natural to con-
sider them together. These properties have led to the expectation that CNTs
and related nanostructures may be used in many different kinds of applica-
tions, such as reinforcement of composite materials (a field that is already in
very active development; for a recent review, see [1]), lubrication [2], fabrica-
tion of nanoelectromechanical devices (NEMS) [3], heat-dissipation compo-
nents of such devices [4], etc., see also the contribution by Endo, Strano and
Ajayan in this volume.

In spite of the common denominators existing between the mechanical
and thermal properties of CNTs, it is nevertheless true that the state-of-the-
art of research into these different aspects has not reached a uniform level of
development. The mechanical properties of CNTs are, we feel, on the whole
well understood, and have posed no major conceptual difficulty. The theory of
elasticity [5] provides an appropriate conceptual framework for understand-
ing the mechanical properties of CNTs, and although its use in the nanoscale
world requires some care, there is no significant difficulty involved. The sit-
uation is different, however, in what concerns the heat-transport properties
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Topics Appl. Physics 111, 165–195 (2008)
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of CNTs. Firstly, the body of experimental work on this problem is much less
than that probing the mechanical properties, so the picture is as yet far from
complete. Secondly, and perhaps more importantly, the microscopic theory
of heat transport is still under development, so the conceptual framework
that the theory of elasticity provides for understanding the mechanical prop-
erties of CNTs is still not there, or is only partially there, when it comes to
the heat-transport properties. It is not surprising that this is so, since heat-
transport phenomena are intrinsically more subtle than is the plain strength
of chemical bonds, given that both electrons and phonons may separately
contribute to the conduction of heat. These different levels of development in
our understanding of the mechanical and thermal properties of CNTs have
imposed slightly different styles in the way we address these two topics in
what follows below. The mechanical properties are covered in a fairly de-
scriptive fashion, referring mostly to published work, both experimental and
theoretical, which we consider to be particularly illustrative of the current
state–of–the–art regarding these properties. Concerning the heat transport,
although we also provide a brief summary of both experimental and theo-
retical work already available in the literature, the focus is put on recent
developments in the microscopic theory of heat transport and its application
to the characterization of the thermal conductivity of CNTs.

It is not our objective to produce an exhaustive review of the literature
on mechanical and thermal properties of CNTs here. Given the large number
of publications on these different aspects, to write such a review would be a
daunting task, beyond the scope of this work. We have instead set ourselves
the more modest aim of providing a bird’s eye view of these topics, illustrating
them with examples of research taken from the literature. Inevitably, some
important relevant literature, necessary for a comprehensive understanding
of the mechanical and thermal properties of nanotubes, will not be cited here
due to lack of space. Nevertheless, it is our hope that this bird’s eye view
of the important topics related to the mechanical and thermal properties
of CNTs may serve as a useful introduction for readers interested in these
properties, who, from here may be able to move on to the relevant articles
and detailed reviews [6–10] that are already available in the literature.

The contents of this contribution are as follows: in Sect. 2 we discuss
the mechanical and thermal properties of nanotubes; with the term thermal
properties we loosely refer to the behavior of nanotubes under a variety of
external factors, such as temperature, pressure, irradiation by an electron
or ion beam, etc. In Sect. 3, we discuss heat–transport phenomena of CNTs
over the whole temperature range. The contribution concludes with a brief
summary and outlook section.
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2 Mechanical Properties and Thermal Stability
of Nanotubes

2.1 Elasticity at the Nanoscale

The classical theory of elasticity [5] defines a series of moduli (Young’s mod-
ulus, bulk modulus, elastic constants, etc.) that characterize the response
of a material when subject to a perturbation that changes its shape and/or
volume from that of its equilibrium configuration. For example, the Young’s
modulus, Y , which defines the response of the system when it is strained
along a particular axis, is given by

Y =
1

Veq

(
∂2E

∂ε2

)
ε=0

, (1)

where E is the (free) energy of the system, ε is the axial strain, defined
as (L−Leq)/Leq, L being the length of the system along the strain axis, and
Veq is the equilibrium volume of the system; other elastic moduli are defined
in similar ways. Since the (free) energy is an extensive property (it grows with
the size of the system), the factor of V −1

eq is introduced in (1) so as to make
the Y intensive (i.e., size independent). However, the definition of Veq can be
problematic in nanoscaled objects, as is the case for SWNTs, because there
is no obvious way of defining the thickness of a shell that is one atom thick.
This difficulty is frequently overcome by assigning an arbitrary thickness to
the wall of SWNTs (e.g., the interlayer spacing in graphite, ca. 0.35 nm), but
there is no universally followed convention. A more generally useful definition
would be [11, 12]

Ŷ =
1
N

(
∂2E

∂ε2

)
ε=0

, (2)

where N is the number of atoms. This definition has the advantage of not
requiring any convention, and can be used regardless of the actual geome-
try of the system. When a system volume can be unambiguously defined,
the conventional definition of the Young’s modulus (1) can be recovered by
multiplying Ŷ by the equilibrium particle density, ρeq = N/Veq.

There are quite a number of publications containing seemingly contradic-
tory results obtained from similar computer simulations, where the difference
arises because a different convention in the definition of the elastic properties
has been used, a situation that leads to some confusion as to what the actual
value of, e.g., the Young’s modulus really is. In order to avoid this situation,
we strongly encourage the use of the definition (2), originally proposed by
Robertson et al. [11].

2.2 Mechanical Properties of Nanotubes: Elastic Regime

Probably the first theoretical study on the energetics and elastic proper-
ties of SWNTs was that due to Robertson et al. [11], published in 1992.
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These authors performed calculations on models of SWNTs using two differ-
ent empirical potentials, namely those of Tersoff [13] and Brenner [14]; for
a selected subset of nanotubes calculations were also performed employing
first-principles techniques as a check on the reliability of the empirical po-
tentials. This study established that the strain energy, defined as the energy
difference (per atom) of a given nanotube and an infinite flat graphene sheet,
scales as the inverse of the squared radius of the nanotube, in agreement
with what had been predicted by classical elasticity theory [15]. This is so
even down to very narrow nanotube radii. Concerning the Young’s modu-
lus, the calculations show that in the limit of large radii the stiffness of the
tube corresponds directly to the C11 elastic constant of graphite calculated
with the same model. The accepted experimental value for C11 of graphite is
1.06TPa [16, 17], and the empirical potential of Brenner [14] gave a value in
close agreement with this result, while that of Tersoff [13] slightly overesti-
mated it. Another interesting result to be derived from this study was that
both empirical models predicted that the Young’s modulus should decrease
for very narrow (radius ≤ 4 Å) nanotubes. This result is physically intuitive,
because as the curvature strain is increased, the C–C bonds are weakened,
and this effect should be reflected in the mechanical properties.

The first experimental report of the measurement of the Young’s modulus
of multiwall carbon nanotubes was that of Treacy et al. [18] in 1996. In this
article the Young’s modulus of a series of anchored nanotubes was obtained.
The authors employed transmission electron microscopy (TEM) to locate
tubes that were embedded in amorphous material at one end, having the other
end standing in free space. It was then possible to monitor the amplitude of
the thermally induced oscillations of the free-standing tip as a function of the
ambient temperature. From such measurements the Young’s modulus could
be inferred if the nanotubes were supposed to behave as hollow cylinders with
a given wall thickness. Treacy et al. obtained an average value of 1.8TPa out
of a sample of 11 different nanotubes, for which individual values ranged
from 0.4 to 4.15TPa. The scatter of the data is relatively large, reflecting the
experimental difficulties in obtaining accurate measurements of the amplitude
of the oscillations, the internal and external diameter of the tubes, their
length, etc. Nevertheless, these results provided the first proof that carbon
nanotubes possessed remarkable elastic properties.

The same experimental approach was later used by Krishnan et al. [19] to
measure the Young’s modulus of single-wall nanotubes. In this case a larger
sample of nanotubes (27 in total) was used, and the mean value obtained
was 1.25TPa, which is very similar to the value of the C11 elastic constant of
graphite, characterizing the inplane deformation of graphene layers. Likewise,
Chopra and Zettl [20] obtained a Young’s modulus of 1.22TPa for a boron
nitride (BN) nanotube, using the same approach. This was the first mea-
surement of the Young’s modulus of noncarbon nanotubes, and these results
indicated that the Young’s modulus of BN nanotubes was also very high, and
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even competitive with that of carbon nanotubes (see also the contribution by
Tenne et al. in this volume).

Shortly after the experimental measurements of Treacy and coworkers,
a different procedure to probe the mechanical properties of nanotubes was
employed by Wong et al. [21]. Instead of relying on thermal effects to induce
oscillations on the free tips of anchored nanotubes, these authors employed
an atomic force microscope (AFM) to laterally bend the nanotubes, and si-
multaneously record the restoring force exerted by the bent nanotube on
the AFM tip as a function of the nanotube deflection. Because the deforma-
tions inflicted on the nanotubes in this kind of experiment were much larger
than the amplitude of the thermal oscillations monitored in the experiments
of Treacy et al., it was necessary to actually pin the nanotubes by one end on
a substrate before they could be bent. This was done by first dispersing the
nanotubes on a cleaved MoS2 substrate, and then depositing on top a square
grid of SiOx pads. The experimental setup and procedure are illustrated in
Fig. 1.

Firstly, and in order to test the reliability of the experimental proce-
dure, measurements were carried out on SiC nanorods, for which a Young’s
modulus ranging between 600–660GPa was obtained, in good agreement with
both theoretical calculations and previous measurements performed in micro-
scaled SiC objects. Subsequently, the authors measured the Young’s modulus
of 6 multiwall nanotubes of varying diameters, obtaining an average value of
the Young’s modulus of 1.28±0.6TPa, which was insensitive to the nanotube
diameter.

The experiments of Treacy et al. [18] and Wong et al. [21] confirmed the
expectation that indeed carbon nanotubes possess truly remarkable mechan-
ical properties. But not only did nanotubes have the highest ever measured
Young’s modulus (twice as large as that of SiC rods); they were also shown
to be extremely flexible in the experiments of Falvo et al. [22]. In these
experiments multiwall nanotubes were laterally bent on a substrate using
an AFM probe until they twisted over themselves, without any sign of failure
being observed. Furthermore, it was possible to make the tubes reversibly
recover their original configuration, thus providing visible proof of their re-
silience, toughness and flexibility.

Salvetat et al. [23, 24] also used an AFM tip to probe the mechanical
properties of nanotubes. Their approach consisted of depositing bundles of
single-wall nanotubes [23] or individual multiwall nanotubes [24] on an ul-
trafiltration membrane with a regular pattern of holes having a diameter of
approximately 0.4μm. When a nanotube or bundle was found lying across
one such hole, the AFM tip was used to apply a load on the suspended length
of the tube, measuring at the same time the restoring force as a function of
the deflection. The assumption was made that the tubes were pinned to the
substrate by means of dispersion forces, so that they could not slide on the
surface of the membrane when the load was applied. For multiwall nanotubes
measurements were carried out on both tubes grown by the arc-discharge
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Fig. 1. The left panel shows a schematic overview of the experimental procedure
followed by Wong et al. [21] to measure the mechanical properties of SiC nanorods
and MWNTs. (A) SiC rods or MWNTs are deposited on a substrate, and then
pinned by the deposition of a grid of squared SiO pads, shown in the optical micro-
graphic image in (B). (C) An AFM image of a SiC nanorod protruding from a SiO
pad. (D) Diagram illustrating the use of the AFM tip to bend the SiC nanorods
or MWNTs and the restoring force. (E) Schematic of a pinned rod or nanotube
protruding from a patch. The beam of length L is subject to a load P at point a
distance a from the surface of the patch and to a friction force f distributed along
the length of the beam. The right panel shows images of MWNTs and SiC nanorods
before and during distortion by the AFM tip. In (A) a MWNT of diameter 4.4 nm
in its equilibrium position prior to bending (left) and the bent nanotube (right)
on which the buckling induced by the distortion on the surface of the nanotube is
clearly visible. In (B) similar images are shown for a SiC nanorod of 21.5 nm in
diameter. The rod is seen in its equilibrium configuration (left), but in this case
applying the load by the AFM tip resulted in fracture of the beam at the base of
the pinning (right)

method, as well as on catalytically grown nanotubes, which were structurally
much less perfect that the first ones. For the arc-discharge-grown nanotubes,
measurements were performed on both as-grown nanotubes and on a series of
thermally annealed nanotubes; the measured value of the Young’s modulus
ranged from an average of 0.87TPa for as-grown nanotubes to an average
of 0.755TPa for thermally treated nanotubes. While these values are some-
what lower than those previously obtained by Treacy et al. [18] and Wong et
al. [21], they are still very high. The differences could be due either to a
higher concentration of structural defects in the nanotubes used in these ex-
periments, or else to a partial breakdown of the assumption of pinning of
the nanotubes to the substrate. What was most remarkable in this study,
however, was that it clearly showed how much the mechanical properties of
nanotubes were affected by the presence of structural defects. Indeed, for the
catalytically grown nanotubes the value of the Young’s modulus was on av-
erage as low as 27GPa, ranging between 10 to 50GPa. Their measurements
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on bundles of SWNTs uncovered the fact that such bundles have a very low
shear modulus (≈ 1GPa), implying that nanotubes in a bundle easily slide
against each other, a fact perhaps not unexpected in view of the ease with
which graphite can be exfoliated. This situation can, however, be ameliorated
by using electron or ion irradiation to promote the formation of bonds be-
tween the different SWNTs in the bundle, as recently demonstrated by Kis
et al. [25]. The electron or ion bombardment kicks a percentage of carbon
atoms out of their lattice position, and such atoms are sometimes able to
form bonds with atoms of neighboring nanotubes. It is possible that similar
treatments may be used in nanotube–polymer composites in order to improve
the binding between the nanotubes and the polymer matrix.

In parallel to the above experimental studies on the mechanical prop-
erties of nanotubes, several research groups were working on simulation
studies aimed at complementing the experimental picture that was begin-
ning to emerge. Using the empirical potential due to Brenner [14], Yakob-
son et al. [26] performed a series of atomistic molecular dynamics simulations
of nanotubes subject to large compressive strains, and to bending or torsional
distortions. For nanotubes under compressive strain it was found that the
tubes began to buckle at critical strain values at which the energy of the
system displayed a slope discontinuity. The appearance of these buckles was
rationalized in terms of a continuum shell model with appropriately fitted
parameters of flexural rigidity and inplane stiffness. This model was also able
to account for the buckling observed under bending and torsional deforma-
tions. The atomistic simulations of this study confirmed that SWNTs could
sustain large structural distortions without any indication of bond breaking
or rearrangement of the bonding pattern, demonstrating the high elasticity
of nanotubes. The experimental observation [27] of similarly distorted nano-
tubes served as a confirmation of the conclusions derived from this study.

A detailed study of the mechanical properties of nanotubes was carried
out by Lu [28]. In this work, the Young’s modulus, the Poisson ratio (de-
fined as minus the radial strain divided by the axial strain) and other elastic
constants were calculated for a series of SWNTs, MWNTs and crystalline
ropes of SWNTs, using an empirical force field fitted to reproduce the vi-
brational frequencies and elastic constants of graphite. It was found that
the Young’s modulus of SWNTs was insensitive to the nanotube diameter
and chiral angle. The lack of sensitivity to the nanotube diameter, even for
narrow nanotubes, was in contradiction with the earlier finding of Robert-
son et al. [11]; the reason for this disagreement can be ultimately traced to
the simplicity of the model used by Lu, which included only harmonic springs
to represent carbon–carbon bonds and pairwise Lennard–Jones type poten-
tials to model the interlayer interaction in MWNTs. In the case of bundles
of SWNTs it was found that the Young’s modulus decreases as the diameter
of the nanotubes forming the bundle is increased. However, this does not
reflect a weakening of the C–C bonds in these bundles, but simply is a con-
sequence of the fact that the unit-cell volume grows more rapidly than the



172 Takahiro Yamamoto et al.

number of atoms. Therefore, the decreasing value of Y is a consequence of
the peculiar geometry of the system. The values of Y reported by Lu varied
between 1.11TPa for MWNTs to 0.97TPa for isolated SWNTs.

Other theoretical studies on the mechanical properties of nanotubes con-
ducted at this time were those of Hernández et al. [29,30] and Sánchez-Portal
and coworkers [12]. In the first one, the mechanical properties of SWNTs of
different compositions, including C, BN, BC2N, C3N4 and BC3, were ob-
tained employing a tight-binding model [31] parametrized on density func-
tional theory (DFT). This study confirmed that, among the different compo-
sitions considered, carbon nanotubes have the highest Young’s modulus, with
a value of 1.26TPa for the widest tubes, although this value was largely in-
sensitive to the nanotube diameter except for very narrow nanotubes, where
the high curvature resulted in a weakening of the chemical bonds and conse-
quently in a reduction of the Young’s modulus. BN nanotubes were calculated
to have a Young’s modulus of 0.8TPa, which, although lower than that of
carbon nanotubes, is still very high (higher than that of SiC nanorods, for
example). In the second investigation [12], an extensive study of the vibra-
tional and mechanical properties of SWNTs was conducted, both in isolated
and bundle geometries, employing DFT calculations with the SIESTA [32]
code. Sánchez-Portal and coworkers obtained values of the Young’s modulus
of 1TPa for SWNTs in an isolated geometry, while in a bundle geometry this
value came down to 0.5TPa for a bundle of (10,10) nanotubes. The results
of Lu [28], Hernández et al. [29, 30] and Sánchez-Portal et al. [12] essentially
agree on the finding that the Young’s modulus is insensitive to the diameter
and chiral angle of nanotubes (except for very low diameters), and provide
similar values of the Young’s modulus when the same convention is used to
define the thickness of the nanotube shell (δ = 0.34 nm). These theoretical
results are also in good agreement with the the experimental measurements
of Wong et al. [21] and those of Krishnan et al. [19] for MWNTs and SWNTs.

2.3 Beyond the Elastic Regime

The Young’s modulus measures the response of nanotubes to axial distortion
within the linear, elastic, regime. However, for practical applications and
also for fundamental reasons, it is crucial to understand and characterize the
mechanical properties of nanotubes beyond this linear regime, when plastic
(nonreversible) deformation begins to occur. It is desirable to know what is
the stress that should be applied on a given nanotube in order to break it,
that is, its strength, and how much strain it will sustain before failure sets in,
or in other words, what is the breaking strain. The first experiments aiming at
measuring the breaking stress and strain of nanotubes were conducted by the
group of Ruoff. Firstly, experiments were carried out on MWNTs [33]. Tensile-
loading experiments were carried out by attaching MWNTs simultaneously to
two opposing AFM tips (see Fig. 2). The nanotubes were attached to the tips
with the electron beam of a scanning electron microscope (SEM), a procedure
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Fig. 2. The left panel shows an individual MWNT attached to two opposing AFM
tips. In (A) a SEM image providing a general view of the experimental setup can be
seen, while in (B) a closeup of the tips with the tube visible between them is shown.
(C) and (D) show details of the MWNT attachment to the upper and lower AFM
tips, respectively. The right panel shows TEM images of different MWNTs after
fracture has taken place. Images taken from [33]

that transforms residual organic species present in the SEM chamber into a
carbonaceous solid film that binds the nanotube to the AFM tip. Once the
nanotubes had been attached to the AFM tips as described, the two tips were
pulled apart until failure was observed. The technical difficulties in carrying
out these experiments are illustrated by the fact that in about 50% of the
attempted load experiments, the nanotube detached itself from one of the
two tips before failure was observed. Nevertheless, Yu et al. [33] managed to
carry out 19 successful load experiments where failure of the tubes was indeed
monitored. In all such experiments the tubes were observed to break in the
so-called sword-in-sheath mechanism; failure was probably restricted to the
outer shell of the MWNT, i.e., that which was directly attached to the AFM
tips, while the inner shells were seemingly unaffected, and simply slid out as
a sword pulled from its sheath once the outer tube failed. The experiments
made possible the simultaneous measure of the load and the strain of the
nanotubes up to their breaking point. From the stress vs. strain curves the
Young’s modulus of the outer tube could be derived, obtaining values that
ranged between 270 to 950GPa. The breaking strain ranged between 3 and
12%, and the strengh from 11 to 63GPa. The variability in this data probably
reflects different contents in number of structural defects in the outer shells
of the MWNTs.

Similar experiments were conducted by the same group on bundles
of SWNTs [34]. Like in the case of MWNTs, it was found that the load
was essentially transmitted only to the tubes lying on the outer side of the
bundle, so that when yield was observed the inner tubes remained largely
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intact, and simply slid against the broken outer tubes. The average value of
the breaking strength was 30GPa, with individual values ranging from 13 to
50GPa; the average breaking strain was found to be 3.1%, with individual
values reaching up to 5.3%.

Thus, the experiments of Yu et al. [33,34] demonstrate that both MWNTs
and bundles of SWNTs are brittle, at least at ambient conditions. The ques-
tion then arises as to how the fracture mechanism depends on temperature.
Indeed, experiments have been recently reported [35] in which a SWNT is
stretched at high temperatures (T ≥ 2000 ◦C), and is observed to display
a superplastic behavior, sustaining strains of up to 280% with a concomi-
tant 15-fold reduction of diameter from 12 down to 0.8 nm. Similar behavior
has been reported for double-wall and even MWNTs [36]. Thus, it seems
that, although in normal conditions carbon nanotubes are brittle, at suffi-
ciently high temperatures they become extremely ductile. This superplastic
behavior seems to be a consequence of the ease of formation of dislocation
kinks at these conditions, a behavior that had been theoretically predicted
by Yakobson [37, 38] in the late 1990s.

Long before this superplastic behavior had been experimentally observed,
theoretical and simulation studies had been conducted in order to gain in-
sight into the possible yield mechanisms of nanotubes under axial strain.
Nardelli et al. [39, 40] found, by means of molecular-dynamics simulations,
a possible mechanism for stress release in tensioned nanotubes. This mecha-
nism consisted of the formation of a so-called 5/7/7/5 cluster defect, in which
two pentagonal and two heptagonal rings appear in the otherwise hexagonal
ring pattern of the nanotube through a Stone–Wales [41] bond rotation. At
zero stress the formation of such defects is endothermic, but as the stress
increases beyond a certain threshold (≈ 5% strain) the formation energy
becomes exothermic, although it is still necessary to overcome an activa-
tion barrier in order to form the defect. However, once formed, the 5/7/7/5
constitutes a dislocation dipole, which can split into two 5–7 pairs that are
really dislocation cores. The continued migration apart of these two dislo-
cation cores eventually results in the appearance of a neck in the nanotube,
which will have a different symmetry, and hence possibly different electronic
properties.

A second possible yield mechanism has been uncovered by simulations,
which may be relevant for brittle fracture [42] at low temperatures and
high stress. In recent work, Dumitricǎ and coworkers [43] have developed
a strength theory of nanotubes incorporating both the plastic and brittle
yield mechanisms, analyzing how these different mechanisms are affected by
the nanotube symmetry, the imposed strain and the temperature. This the-
ory, combined with the possibility of direct sublimation of carbon atoms, or
their direct kick-out by the electron beam, seem to explain all the observed
features of the superplastic behavior [44].
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2.4 Thermal Stability of Nanotubes

Nanotubes, both MWNTs and SWNTs, are metastable with respect to
graphite. From the earliest theoretical studies of nanotubes [11] it is known
that the strain energy (the curvature-induced energy of a nanotube, see
Sect. 2.2), scales as the inverse of the nanotube radius squared, in agree-
ment with what is predicted by classical elasticity theory [15]. In other words,
the wider the nanotube, the more stable it is. Since MWNTs are normally
wider than SWNTs, we can expect that the former will be generally the more
stable of the two. Furthermore, since the intershell spacing in MWNTs is sim-
ilar to that observed in graphite, we can expect that dispersion-type forces
between shells further stabilize this kind of nanotube. We can thus foresee
the following hierarchy of stability in carbon nanoscaled objects: graphite
> MWNTs > SWNTs > fullerenes, where the > sign is to be read as “more
stable than”. It therefore may be asked if it is possible to observe the transi-
tion between these different forms of carbon; in some cases such transitions
have indeed been observed. One example of this is the coalescence of fullerene
molecules trapped inside a SWNT, the so-called nanopeapods [45], (see the
contribution by Pfeiffer et al. in this volume) to form a tubular-like struc-
ture inside the original encapsulating tube [46,47]. The dynamics of this pro-
cess has been studied using molecular-dynamics simulations by Hernández et
al. [48].

In a similar way, pairs of SWNTs have also been observed to coalesce
forming either a wider SWNT (with the consequent reduction of strain en-
ergy) [49], and entire bundles of SWNTs can merge to form an individ-
ual MWNT [50]. The fusion of two individual SWNTs into a wider one
was observed using TEM [49] (see Fig. 3); while the driving force for this
coalescence of nanotubes is the reduction of strain energy thus achieved, it
seems that the process itself is catalyzed by the formation of vacancies on
the nanotubes due to the electron bombardment. It is known that the elec-
tron beam can kick out carbon atoms from the nanotube framework, forming
defects that can act as nucleation sites for the coalescence, which has been
suggested to take place via a zipper-like effect [49, 51]. The energy provided
by an electron beam can also be used to induce the welding of nanotubes to
form molecular junctions of different kinds and shapes, as demonstrated by
Terrones et al. [52]. The atomistic details of these coalescence processes have
not been experimentally resolved, although it is thought that the presence
of defects such as vacancies as well as Stone–Wales [41] transformations will
play a role [53, 54].

The effects of external pressure on the stability of nanotubes have also
been investigated, both experimentally and employing simulation techniques.
An early example of this is the work of Venkateswaran and coworkers [55],
who studied the pressure dependence of the Raman-active modes in bundles
of SWNTs subject to external pressure. Reich et al. [56] have used first-
principles techniques to obtain the bulk modulus and its pressure derivative
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Fig. 3. The left panel shows high-resolution TEM images of the cross section of
a bundle of SWNTs. In (A) the bundle is seen in its starting configuration, and
(B) shows the bundle a few seconds later, after being subject to high-intensity
electron irradiation (1.25 MeV) at a temperature of 800 ◦C. The two rightmost
tubes in the bundle in image A have coalesced after the electron irradiation, as can
be seen in image B [49]. The right panel shows a molecular-dynamics simulation
of the coalescence of two (10,10) nanotubes with 2.5 % vacancy density. Figures
reproduced from [49]

of bundles of SWNTs up to pressures of 8.5GPa, obtaining a bulk modulus of
37GPa, identical to the value for graphite. Simulations of nanotubes subject
to external pressure have also served to provide a picture of the transforma-
tions that nanotubes undergo at sufficiently high pressure. Reich et al. [57]
have reported simulations in which bundles of (6,6) SWNTs are observed to
squash and form links among nanotubes in the regions of higher curvature;
similar work, albeit using empirical potentials, has also been reported by
Zhang et al. [58] or Baltazar et al. [59], among others.

In 2000 Cumings and Zettl [60] demonstrated that it was possible to tele-
scopically extend MWNTs. Their experiment consisted of first opening the
tip of the MWNT by selectively eliminating some of the outer caps at the
nanotube end, thus exposing the inner shells. A nanomanipulator was then
brought into contact with the tip of the exposed inner tubes, and welded to
them by means of a short pulse of current. It was then possible to pull the
core of inner tubes out of the external shells in a sword-in-sheath fashion
(recall the experiments of Yu et al. [33] discussed in Sect. 2.3). The inner
core of tubes can be repeatedly pulled in and out as illustrated in Fig. 4,
without any apparent sign of wear or fatigue. The inner tubes could also
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Fig. 4. The left panel shows a schematic representation of the sword-pulling exper-
iment of Cumings and Zettl [60]; the MWNT is shown in its original configuration
in (A); external caps are selectively removed in (B), exposing the core tubes; in (C)
a nanomanipulator is approached and welded to the internal tubes, which are then
pulled out and as in (D), or released as in (E). The right panel shows TEM images
of a real nanotube undergoing the sequence of steps schematically illustrated in the
left panel

be released from the nanomanipulator at the point of largest telescopic ex-
tension. It was then observed that they rapidly (on a timescale of less than
4.6 ns) retracted into the outer shell, due to the pull of the van der Waals
force. These experiments provided proof of the possibility of nanoengineer-
ing MWNTs to construct NEMS such as nanobearings subject to low friction
and wear. A further step in the direction of constructing nanoscaled machines
was the impressive development of an electromechanical rotational actuator
by Fennimore et al. [3], in which a metal plate attached to a MWNT serving
as bearing was made to rotate around it.

The experimental work of Cumings and Zettl [60] on nanobearings in-
spired the proposal of constructing nanotube-based oscillators of similar
geometry [61], suggesting that such nano-oscillators could reach frequen-
cies in the GHz regime. Several atomistic simulations of such devices have
been reported [62–64], and models of nanoresonators of this kind have been
taken as prototypical models on which to study the nature of friction at the
nanoscale [65–68].

2.5 Summary of Mechanical Properties and Thermal Stability

Significant advances have been achieved in the characterization of the me-
chanical properties of both SWNTs and MWNTs within the elastic limit.
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Progress has also been substantial in studying the response of CNTs under
large stresses (i.e., in the plastic regime). Much work has also been directed at
probing the behavior of CNTs when subject to external perturbations such as
temperature, pressure and electronic or ionic radiation. Electronic radiation
has been used to improve the mechanical properties of bundles of SWNTs, to
cause welding of individual nanotubes resulting in Y junctions, or to cause
the fusion of separate tubes into wider ones. Local thermal or radiation treat-
ments may be able in the future to shape and twist NEMS components, and
in particular CNTs, to give them their desired functionality. At this stage
most of these examples of nanomanipulation constitute proofs of principle,
but they certainly pave the way and may become routine strategies for future
nanotechnologies.

3 Heat-Transport Properties

As well as mechanical stiffness and thermal stability, CNTs possess a high
thermal conductivity, surpassing diamond’s value ∼ 2000W/m-K, due to
the strong carbon–carbon chemical bonding (for example, see [69]). On ac-
count of their high thermal conductivity, the heat transport in CNTs has
attracted much attention from both theoretical and experimental points of
view [10]. Their high thermal conductivity has very recently been exploited to
develop a CNT-based heat-removal device that efficiently dissipates the heat
generated by an integrated circuit [4]. Besides their high thermal conductiv-
ity, various other interesting heat-transport properties of CNTs have been
discovered in recent years. In the following subsections, we present a compre-
hensive review of recent advances in theoretical and experimental studies of
heat transport in CNTs.

3.1 Ballistic Heat Transport in SWNTs

3.1.1 Landauer Theory for Phonon Transport

The phonon mean-free path (MFP) L0 of SWNTs is estimated to be of the
order of μm at low temperatures, both experimentally [70, 71] and theoreti-
cally [72]. Thus, SWNTs can be regarded as quasi-one-dimensional ballistic
phonon conductors at low temperatures [73] because typical lengths of CNTs
used in devices are much smaller than L0 at these temperatures. Depite the
long-standing theoretical interest that it has raised, going back to Peierls’
early work [74], little progress has been achieved toward elucidating ballistic
phonon transport in mesoscopic or nanoscale systems. This is because the
conventional transport theories for bulk systems, such as Kubo’s linear-re-
sponse theory, are not suitable for phonon transport in small systems far
from equilibrium. We discuss the ballistic phonon transport in SWNTs at
low temperatures using the Landauer theory for phonon conduction [75, 76].
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Fig. 5. (a) Phonon transmission functions and (b) thermal conductances of the
(8,8) SWNT with no defects (dashed curve) and with a single-atom vacancy de-
fect (solid curve) [77]. The dotted line in (b) is an asymptotic linear curve with
gradient 4π2k2

B/3h = 4 × (9.465 × 10−13 )W/K at low temperatures

Here, we consider a SWNT connected to hot and cold heat reservoirs at
temperatures Th and Tc(< Th), respectively. We also assume an infinitesimal
temperature difference, Th−Tc → 0, between the hot and cold heat reservoirs.
In this situation, the thermal conductance κph(T ) is given by

κph(T ) =
kB

2π

∫ ∞

0

dω

(
�ω

kBT

)2 e�ω/kBT(
e�ω/kBT − 1

)2 ζph(ω), (3)

where T is defined as the averaged temperature T = (Th + Tc)/2 and ζph(ω)
is the transmission function for phonons at energy �ω [75, 76]. There are
several alternative methods for calculating ζph(ω) for nanoscale objects with
complex atomic structures: the Green’s function method [77–79], the pho-
non wavepacket scattering method [80, 81], and the scattering boundary
method [82]. For perfect SWNTs, ζph(ω) shows a stepwise structure giving
the number of phonon branches at an energy �ω, as shown by the dashed
curve in Fig. 5a. Below 2.4meV, that is, below the bottom of the lowest
optical-phonon branch, the dashed curve has a constant value, ζph(ω) = 4,
equal to the number of acoustic branches (longitudinal, twisting, and doubly
degenerate flexural modes). If the SWNT contains defects (e.g., vacancies,
Stone–Wales defects, isotope impurities, etc.), then ζph(ω) deviates from the
stepwise structure because of the phonon scattering with defects. In Fig. 5a,
the ζph(ω) phonon transmission function for an (8,8) SWNT containing a
single-atom vacancy defect is shown by the solid curve. It can be seen that
this curve deviates dramatically from the dashed curve, particularly at high
energies. However, it remains unchanged in the low-energy region. This is
because long-wavelength phonons in SWNTs are not scattered by the single-
atom vacancy, which has a size much smaller than the phonon wavelength.
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3.1.2 Quantization of Thermal Conductance

According to experiments performed on crystalline ropes of SWNTs [70],
the measured thermal conductances κph(T ) (or conductivities) vary linearly
with temperature T at low temperatures and go to zero at T = 0, a signature
of quantum transport in one dimension. However, the gradient of the T -
linear behavior was not determined in [70] because of experimental difficulties.
Another interesting observation is that the temperature range where κph

shows a linear behavior increases with decreasing tube diameter [83].
The thermal conductance κph(T ) can be obtained theoretically by sub-

stituting the calculated ζph(ω) into (3). Figure 5b represents the calculated
κph(T ) for an (8,8) SWNT with no defects (dashed curve) and with a single-
atom vacancy defect (solid curve), as a function of temperature T . At low
temperatures, where the optical phonons are frozen out, the thermal con-
ductance displays a T -linear behavior with a gradient of 4 × (π2k2

B/3h) =
4 × (9.465 × 10−13)W/K, which is independent of the tube geometry (di-
ameter and chirality), as shown by the dotted line in Fig. 5b. The factor 4
in the gradient of the T -linear behavior represents the number of acoustic
branches. This means that the thermal conductance of CNTs is quantized in
terms of the universal value of κ0 = (π2k2

B/3h)×T per acoustic mode at low
temperatures. Recently, quantization of the thermal conductance κph(T ) has
been observed in individual CNTs [84].

With increasing temperature, the thermal conductance (solid and dashed
curves) deviates upward from the T -linear behavior, as seen in Fig. 5b, sig-
nalling that the optical phonons begin to contribute to the heat transport.
The solid curve for the defective SWNT with a single-atom vacancy de-
creases from the curve for the defect-free SWNT. The influence of struc-
tural defects on the thermal-transport properties of CNTs will be discussed
in Sect. 3.2.2. Here, we focus on the tube-geometry dependence of κph(T )
for defect-free SWNTs. Figure 6a shows the thermal conductances κph(T )
of SWNTs with various chiralities normalized by the quantum of thermal
conductance κ0. We found that the quantization plateau (the T -linear region)
in the thermal-conductance curve extends to higher temperatures in SWNTs
with smaller diameters. The extent of the quantization plateau increases be-
cause the energy gap ΔEop of the lowest optical-phonon modes increases as
∼ 1/d2 with decreasing tube diameter d [85]. This trend has also been verified
by experiments [83].

Another interesting feature is that the different curves of κph/κ0 in Fig. 6a
exhibit a universal behavior when the scaled temperature τ = kBT/ΔEop is
introduced. Taking account of the four acoustic and doubly degenerate lowest
optical modes, (3) can be rewritten in a simple form:

κph(τ) = 4κ0

{
1 +

3
π2

e−1/τ

(
1 +

1
τ

+
1

2τ2

)}
, (4)
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Fig. 6. Thermal conductance κph normalized by the quantum of thermal conduc-
tance κ0 as a function of (a) temperature T and (b) the dimensionless tempera-
ture τ = kBT/ΔEop scaled by the energy gap ΔEop of the lowest optical-phonon
modes [76]. The solid curve represents (4) in the text

under the conditions of ζph(ω) = 1 and at low temperature. The curves in
Fig. 6a are replotted against the dimensionless temperature τ in Fig. 6b. It
is evident that all curves (only three curves are shown for clarity) collapse
onto the universal curve of (4) in the low-temperature region below τ ∼ 0.3,
i.e., T ∼ 0.3×ΔEop/kB. Therefore, the low-temperature thermal conductance
depends only on the tube diameter, but not on the details of the atomic geom-
etry such as chirality. The temperature width of the quantization plateau Tqp

is estimated to be Tqp ∼ 0.14 × ΔEop/kB from Fig. 6b.

3.1.3 Electron Contribution to the Thermal Conductance

SWNTs can be either metallic or semiconducting, depending on the chiral-
ity [85]. For semiconducting SWNTs, the electron contribution to heat con-
duction is negligible for moderate temperatures because of the large electronic
bandgap. For metallic SWNTs, on the other hand, heat is carried by conduc-
tion electrons as well as phonons. However, according to the simultaneous
measurement of the thermal conductivity λtot and the electrical conductiv-
ity σ using SWNTs with an average diameter of d = 1.4 nm, the measured
ratio λtot/σT is at least two orders of magnitude larger than the Lorentz
number

λel

σT
=

π2

3

(
kB

e

)2

= 2.45 × 10−8 (V/K)2 (5)

for electrons over the wide temperature range from 10 to 350K [70]. This
means that the heat in SWNTs is predominantly carried by phonons over
this temperature range. At low temperatures, the electrical conductance G
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of SWNTs is quantized by the universal quantum of conductance G = 2 ×
(2e2/h) because two (π and π∗) bands cross the Fermi level [85]. According
to the Wiedemann–Franz law (5), the electron-derived thermal conductance
is also quantized by the same value as the phonon conductance, namely κel =
4π2k2

BT/3h. Here, we use the relation λel = (L/S)κel and σ = (L/S)G, where
L and S are the length and cross section of SWNTs, respectively. The total
thermal conductance of metallic SWNTs is given by κtot = κel + κph = 8κ0

at low temperatures [76].
A significant difference has been recognized between the widths of the

quantization plateaus of κph and κel in metallic SWNTs. The energy gap of
the lowest electronic subband is of the order of an electronvolt, while the
energy gap of the lowest optical phonon branch is typically less than 0.01 eV.
Consequently, the electron-derived thermal conductance is κel = 4κ0 over the
whole temperature range from T = 0 to 1000K, while the phonon-derived
thermal conductance begins to deviate from the plateau (at ∼ 3K for a
(10,10) SWNT with d = 1.4 nm), as shown in Fig. 6a. Thus, the electron
contribution to the heat transport becomes vanishingly small with increasing
temperature [76].

3.2 Quasiballistic Heat Transport in SWNTs

3.2.1 Length Effect of the Thermal Conductivity

For the purely ballistic phonon transport in SWNTs discussed in Sect. 3.1,
the phonon-derived thermal conductivity λph behaves linearly with respect
to the tube length L because the phonon mean-free path (MFP) L0 is bound
by L. However, L0 decreases as the temperature increases and eventually be-
comes comparable to the tube length L. In this quasiballistic region (L ∼ L0

or L < L0), the thermal conductivity is no longer proportional to L. Recent
molecular dynamics simulations show that the room-temperature thermal
conductivity λph of SWNTs with finite length L exhibits a power-law depen-
dence λph ∝ Lα [86,87]. Figure 7 shows the length dependence of the thermal
conductivity of a (5,5) SWNT at 300K, calculated by the nonequilibrium
molecular dynamics method on the basis of two different thermostats: the
phantom (circle) and Nosé–Hoover (asterisk) thermostats, respectively [87].
For short lengths below L ∼ 20 nm, the thermal conductivity λph is propor-
tional to L owing to the purely ballistic phonon transport. With increasing L,
λph deviates downward from the L-linear behavior and exhibits a power-law
behavior (λph ∝ Lα) in the region L > 100 nm. The exponent α is estimated
to be approximately α = 0.25 for the (5,5) SWNT at 300K [87].

The power-law behavior of the thermal conductivity in finite-length
SWNTs is reminiscent of the anomalous heat transport in one-dimensional
nonlinear lattice models, where the thermal conductivity diverges with L
as Lα [88]. However, the thermal conductivity λph of SWNTs should not di-
verge, but rather be an intensive quantity independent of L in the diffusive
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Fig. 7. The length dependence of the thermal conductivity of (5,5) SWNTs at
300 K calculated by molecular dynamics simulations based on the phantom (circles)
and Nosé–Hoover (asterisks) thermostats [87]. The dashed curve represents the
asymptotic linear curve in the short-length region

region (L � L0). According to theoretical analyses based on the Boltzmann–
Peierls phonon transport equation, the thermal conductivity λph of a SWNT
saturates to a finite value in the thermodynamic limit L → ∞ if 3-phonon
scattering processes are considered to second or higher order [89]. Therefore,
the exponent α for SWNTs becomes zero (α → 0) in the thermodynamic
limit L → ∞. Thus, we should note that the exponent α for SWNTs is an
effective exponent and valid within the limited quasiballistic region where
ballistic and diffusive phonons coexist, rather than the asymptotic exponent
at L → ∞.

In the quasiballistic region, the phonon transmission function ζph(ω) in
the Landauer formula (3) is approximately given by the phenomenological
expression [90]:

ζph(ω) =
L0(ω)

L0(ω) + L
, (6)

where L0(ω) is the phonon MFP. If the frequency dependence of L0(ω) is
assumed to be L0(ω) = Aω−r, the thermal conductivity λph = (L/S)κph is
given by

λph ∼
∫ ∞

0

dω

ωr + A/L
∝ L(r−1)/r (7)

at low frequencies �ω/kBT 
 1. Thus, we obtain the power-law dependence
λph ∝ Lα with the exponent α = (r − 1)/r in the quasiballistic region [90].

From the previous analysis, we find that the exponent α is closely re-
lated to the phonon-scattering mechanism. The phonon-scattering mecha-
nism in CNTs is not yet well understood. In the quasiballistic region, the



184 Takahiro Yamamoto et al.

Fig. 8. (a) Dependence of the thermal conductivity of a (5,5) SWNT on 13C
isotope concentration in percentage [92]. The triangles and circles are the thermal
conductivities of the (5,5) SWNT with L = 50nm at 100 K and 300 K, respectively.
(b) The calculated thermal conductivity of an (8,0) SWNT with 10.8 nm measured
at 300K as a function of the single-atom vacancy concentration in % [93]

dominant mechanism is expected to be Umklapp phonon–phonon scattering.
Umklapp phonon–phonon scattering yields α = 0.5 because the phonon MFP
behaves as L0 ∝ ω−2. However, this is not consistent with the nonequilib-
rium molecular dynamics result of α = 0.25 for the (5,5) SWNT. One reason
for this is that the Brenner potential [14], which was used in the molecu-
lar dynamics simulations in [87], underestimates the strength of the binding.
As we will see in Sect. 3.3, other scattering processes become important at
higher temperatures (above room temperature). Clearly, more experimental
and theoretical work is required to determine the exponent α for SWNTs and
fully understand the phonon-scattering mechanisms in CNTs.

3.2.2 Influence of Defects on the Thermal Conductivity

Theoretical studies suggest that the room-temperature thermal conductiv-
ity of CNTs could be higher than that of diamond [69]. However, there is
concern that the high thermal conductivity is diminished by defects (e.g.,
a vacancy defect, an isotope impurity, or a Stone–Wales defect) generated
during the CNT synthesis, or by artificial operations such as ion/electron
irradiation. Indeed, these defects have been observed directly using high-
resolution transmission electron microscopy (HR-TEM) [91]. The influence
of defects on the heat transport in the low-dimensional structure of CNTs
could be anomalously high, much larger than in bulk materials [92, 93].
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Figure 8a shows the molecular dynamics results of the thermal conductivi-
ties of (5,5) SWNTs with L = 50nm at an averaged temperature of 100K (tri-
angles) and 300K (circles), as a function of 13C isotope concentrations [92].
With 50% 13C isotopes, the thermal conductivity at 300K (circles) has de-
creased by 40%. Similarly, the thermal conductivity at 100K (triangles) af-
fects sensitively 13C isotopes. The isotope effect on thermal conductivity has
not yet been studied experimentally in CNTs, but it has been studied in
boron nitride nanotubes (BNNTs) [94]. It is known experimentally that the
thermal conductivity of isotopically pure BNNTs is comparable to that of
pure CNTs and is also sensitively decreased by isotopic substitution [94].

We found from Fig. 8a that the thermal conductivity at 100K (triangles)
is lower than that at 300K (circles). This contradicts experimental observa-
tions that the thermal conductivity increases monotonically with increasing
temperature up to room temperature [71] and then decreases due to Umklapp
phonon–phonon scattering [95]. This is because the Brenner potential under-
estimates the spring constants between carbons or the lattice temperature.
We note that the thermal conductivity (triangles) at 100K would not be re-
alistic because the classical molecular dynamics simulation cannot reproduce
the quantum effect in the thermal conductivity at low temperatures [87].

On the other hand, Fig. 8b represents the dependence of the thermal
conductivity of an (8,0) SWNT with L = 10.8 nm on the single-atom va-
cancy defect concentration, which was obtained by molecular dynamics sim-
ulations [93]. With a vacancy concentration of only 1%, the thermal con-
ductivity of CNTs is reduced to approximately 25%. In contrast to isotope
impurities, single-atom vacancy defects decrease the thermal conductivity
dramatically because they locally disrupt the hexagonal network of CNTs.
Since the single-atom vacancy in SWNTs is energetically metastable, a re-
bonding of two dangling-bond atoms occurs and only one dangling-bond atom
remains (i.e., rearrangement of the single-atom vacancy) as a result of ther-
mal treatments [96,97]. Thus, the thermal conductivity is expected to recover
somewhat. However, the room-temperature thermal conductivity is not dra-
matically increased by the structural rearrangement because the stable struc-
ture after rearrangement also disrupts the hexagonal network. In view of this,
defect-repair techniques other than thermal annealing are required to restore
the thermal conductivity by any appreciable amount. High-quality CNTs are
desirable to retain the intrinsic high thermal conductivity of CNTs.

3.3 Diffusive Heat Transport in SWNTs

Figure 9 shows the measured thermal conductivity of an isolated suspended
single-wall CNT with length L = 2.6μm and diameter d = 1.7 nm from
T = 300 to 800K [95]. In this temperature range, the thermal-conductivity
decays with temperature as T−β . We can obtain information on what scat-
tering processes are dominant for the thermal-conductance decay by esti-
mating the exponent β. The dashed curve shows the T−1 behavior expected
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Fig. 9. The measured thermal conductivity of an isolated suspended single-
wall CNT with a length L = 2.6 μm and diameter d = 1.7 nm in the tempera-
ture range of T = 300 to 800 K [95]. The dashed curve indicates the 1/T behavior
expected from the Umklapp phonon–phonon scattering

from the three-phonon Umklapp scattering. Thus, the three-phonon Umk-
lapp scattering is found to be dominant for the thermal-conductivity decay
in the temperature range below 400K. However, at higher temperatures,
above 400K, the decay of the thermal conductivity is faster than T−1. This
is attributed to four-phonon scattering processes. Consequently, the thermal
conductivity scales as (aT + bT 2)−1 where the parameters a and b are cho-
sen as a = 3.7 × 10−7 m/W and b = 9.7 × 10−10 m/(WK) by fitting to the
experimental data [95].

3.4 Heat Transport in MWNTs

As in the case of SWNTs, the heat flow in MWNTs is predominantly car-
ried by phonons [10]. In contrast to SWNTs, MWNTs with a large diameter
cannot be regarded as simple one-dimensional phonon systems, and exhibit
complex heat-transport phenomena because of the interwall interaction.

Figure 10 shows the measured thermal conductance of an individual
MWNT with diameter d = 14nm and length L = 2.5μm. In the temperature
range from T = 8 to 50K, the thermal conductance increases as ∼ T 2.5,
which is different from that in SWNTs, showing the T -linear quantization
behavior [98]. In order to observe the quantization of the thermal conduc-
tance of MWNTs, we need to lower the temperature to T ∼ 1K for typ-
ical MWNTs [10]. Over the intermediate temperature range, from T = 50
to 150K, the thermal conductivity increases as ∼ T 2. Above 150K, it de-
viates from the quadratic temperature dependence, reaching a maximum of
approximately 1.6× 10−7 W/K at 320K. In terms of the thermal conductiv-
ity, the maximum value is over 3000W/(mK). This value is comparable to
that of a SWNT (see Fig. 9). Beyond the peak, it decreases rapidly because
of strong phonon–phonon Umklapp scattering.
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Fig. 10. Measured thermal conductance of an individual MWNT of diameter
14 nm [98]

We now explain the temperature dependence of the thermal conductivity
of MWNTs. According to the Boltzmann–Peierls phonon-transport equation
in the relaxation-time approximation, the thermal conductivity is given by

λph =
∑
ν,k

vν,klν,kCν,k , (8)

where vν,k, lν,k, and Cν,k is the phonon group velocity, the phonon MFP,
and the specific heat of a phonon with wave number k on a branch ν [99].
The phonon MFP consists of a normal and an Umklapp scattering length.
At low temperature, Umklapp scattering is negligible in the heat transport
in MWNTs, and the normal scattering is temperature independent. Thus,
the temperature dependence of the low-temperature thermal conductivity
follows that of the specific heat. The low-temperature specific heat in a d-
dimensional phonon system is known to vary as T d/n for acoustic phonons
obeying the dispersion relation ω ∝ kn in the long-wavelength limit. Thus,
the temperature dependence of the thermal conductivity at low temperatures
contains information about the dimensionality of the system and the phonon-
dispersion relations. Although the phonon-dispersion relation of MWNTs has
not yet been elucidated, it is expected to be similar to that of bulk graphite,
due to the interwall phonon coupling except at extremely low temperatures
below ΘLOP ∼ 1K.

Below the interwall Debye temperature Θ⊥
D determined by the van der

Waals interaction between the walls of a MWNT, the thermal conductivity
has a three-dimensional nature, and consequently the thermal conductivity
at low temperatures (< 50K) increases as λph ∼ T 2.5, similar to the T 2.3

behavior in graphite fibers at low temperatures [100]. For T > Θ⊥
D , where

the weak interwall interaction is negligible, MWNTs behave as a two-di-
mensional phonon material because of their large diameter, and the thermal
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conductivity increases as T 2. The T 2 behavior has also been observed in
the thermal conductivity of millimeter-sized mats of MWNTs with 20–30 nm
diameter [73]. From the crossover between the two- and three-dimensional
regimes, the interwall Debye temperature is estimated to be Θ⊥

D = 50K.

3.5 Summary of Heat Transport

Heat-transport properties of CNTs have been reviewed from the standpoint
of the phonon-conduction mechanisms on the basis of the thermal conduc-
tance and/or thermal conductivity. At low temperatures, phonon conduction
is ballistic through the entire body of the SWNT, leading to universal quan-
tization in the thermal conductance. The quantized nature persists despite
the presence of structural defects. As the temperature is increased, the length
of the phonon mean-free path becomes comparable to that of SWNTs, and
phonon conduction ceases to be ballistic. As such, a marked reduction is
observed in the thermal conductivity due to defects. The heat-transport be-
havior changes from quasiballistic to diffusive at temperatures above room
temperature. MWNTs further show the characteristic temperature depen-
dence of the thermal conductivity due to the van der Waals interaction be-
tween the tube walls. CNTs are unique nanoscale materials that exhibit a
variety of interesting heat-transport phenomena.

4 Summary and Outlook

In this contribution, we have provided an overview of the current state
of knowledge on the mechanical, thermal and heat-transport properties
of CNTs. The characterization of these properties of CNTs has inspired some
remarkable feats of nanoengineering and nanomanipulation on the experi-
mental side, paving the way for future advances in the practical and com-
mercial exploitation of the nanoscale as foreseen by Richard P. Feynman in
his visionary talk “There is plenty of room at the bottom” at the end of the
1950s [101]. On the theoretical side, research on CNTs is fueling the devel-
opment of novel simulation techniques, and perhaps more importantly, the
development of the theoretical basis of the microscopic theory of heat trans-
port, which will be useful in other branches of physics and materials science.
The picture is as yet far from complete, but new experiments and theoretical
work will no doubt give us a more complete picture in the not so distant
future. There is no doubt that exciting times lie ahead for both theory and
experiment, for basic and applied research, in the realm of the nanoscale.
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singlewall capped carbon nanotubes under hydrostatic pressure, Condens.
Matter 18, 9119 (2006) 176

[60] J. Cumings, A. Zettl: Low-friction nanoscale linear bearing realized from mul-
tiwall carbon nanotubes, Science 289, 602 (2000) 176, 177

[61] Q. Zheng, Q. Jiang: Multiwalled carbon nanotubes as gigahertz oscillators,
Phys. Rev. Lett. 88, 045503 (2002) 177

[62] S. B. Legoas, V. R. Coluci, S. F. Braga, P. Z. Coura, S. O. Dantas,
D. S. Galvão: Molecular-dynamics simulations of carbon nanotubes as gi-
gahertz oscillators, Phys. Rev. Lett. 90, 055504 (2003) 177

[63] W. Guo, Y. Guo, H. Gao, Q. Zheng, W. Zhong: Energy dissipation in gi-
gahertz oscillators from multiwalled carbon nanotubes, Phys. Rev. Lett. 91,
125501 (2003) 177

[64] Y. Zhao, C. Ma, G. Hua, Q. Jiang: Energy dissipation mechanisms in carbon
nanotube oscillators, Phys. Rev. Lett. 91, 175504 (2003) 177

[65] J. Servantie, P. Gaspard: Methods of calculation of a friction coefficient: ap-
plication to nanotubes, Phys. Rev. Lett. 91, 185593 (2003) 177

[66] J. Servantie, P. Gaspard: Translational dynamics and friction in doublewalled
carbon nanotubes, Phys. Rev. B 73, 125428 (2006) 177



Mechanical and Thermal Properties 193

[67] P. Tangney, S. G. Louie, M. L. Cohen: Dynamic sliding friction between
concentric carbon nanotubes, Phys. Rev. Lett. 93, 065503 (2004) 177

[68] P. Tangney, M. L. Cohen, S. G. Louie: Giant wave-drag enhancement of
friction in sliding carbon nanotubes, Phys. Rev. Lett. 97, 195901 (2006) 177
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1 Introduction

Optical transitions in single-wall carbon nanotubes (SWNTs) were initially
interpreted as arising from band-to-band transitions. This interpretation
was very succesful in describing overall trends and providing a comparative
and even semiquantitative picture of the transition energies for a variety of
tubes [1]. Indeed, essentially correct (n,m) chiral indices assignments were
made using simple band-to-band transitions as a guide to the experimental
data [1, 2]. However, it was precisely the possibility of such assignments that
revealed irreconcilable differences between band-to-band transition energies
and experimental ones. A particularly striking manifestation of these discrep-
ancies was posed as the “ratio problem” [2]: As described in the contribution
by Ando, the ratio between ES

22 and ES
11 transition energies did not converge

to 2 in the limit of large-diameter tubes, as any single-particle description
required.

Reconciliation came through the excitonic description of optical transi-
tion energies. Early model calculations anticipated the possible importance
of many-body effects in systems with reduced dimensions [3], and full ab-
initio calculations [4–6] provided, with no fitting parameters, unquestionable
proof of the importance of many-electron effects and excellent agreement be-
tween theory and experiment. The ab-initio studies predicted extraordinarily
large exciton binding energies for the semiconducting SWNTs and the exis-
tence of bound excitons in the metallic SWNTs. [4, 5] One year later, the
direct evidence for the excitonic nature of the optical transitions in SWNTs,
by means of two-photon absorption measurements [7, 8], was the crowning
achievement of a successful interplay between theory and experiment in the
field of carbon-nanotube optics.

In this chapter, we focus on many aspects of the theory of excitons
in SWNTs. Section 2 provides an overview on the methodology for calcu-
lating quasiparticle and excitonic effects using ab-initio techniques. Section 3
presents the results for such calculations for a few semiconducting and metal-
lic SWNTs. Section 4 discusses how one can use model calculations to extrap-
olate the results of the previous section to many SWNTs of various diameters
and chiralities. Section 5 presents a group-theory analysis of the symmetries
and selection rules of excitons. Section 6 presents calculations of the radiative
lifetime of excitons, where temperature and dark-exciton effects are taken into
account. Section 7 discusses the effects of pressure, strain and temperature
on the optical transition energies. Finally, Sect. 8 presents results on related
systems (BN nanotubes and carbon nanoribbons), and Sect. 9 summarizes
our main conclusions and our vision on open issues that should guide future
work in this field.
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2 Methodology

Our overall approach for describing the electronic and optical properties of
crystals and nanostructures such as carbon nanotubes and nanoribbons is
based on a combination of first-principles or ab-initio theoretical methods,
each suitable for describing the relevant set of experimental observables (for
a general review, see for example [9]). Ab-initio approaches do not use fitting
parameters or simplifications that apply to restricted types of situations. We
attempt to describe the quantum-mechanical and many-particle interactions
among electrons and atomic nuclei as generally and accurately as possible.
Hence, this approach requires some computational effort but delivers results
that should be reliable and accurate for many situations.

Our investigation requires us to start with the proper atomic geometry
for carbon nanotubes or other nanostructures in their electronic ground-
state (i.e., prior to excitation). For this we employ density-functional the-
ory (DFT) [10, 11], the most widely used framework for ab-initio solid-state
and materials-physics calculations. DFT allows one, in principle, to find the
ground-state energy and electron density of an interacting many-electron
system by solving a set of effective, self-consistent, single-body equations.
Optimization of the total energy versus the atomic coordinates then yields
the stable atomic geometry. The single-particle eigenvalue equations are the
Kohn–Sham equations[

−�
2∇2

2m
+ Vion(r) + VH(r) + Vxc(r)

]
φj(r) = εjφj(r) . (1)

Here, Vion is the Coulombic attractive potential felt by electrons due to the
atomic nuclei, VH is the repulsive electrostatic Hartree field generated by
the average electronic distribution, and Vxc is an exchange-correlation po-
tential that encodes the complex, quantum electron–electron interactions. In
practice, some approximation is needed to make exchange and correlation
tractable: we use the standard local-density approximation (LDA) [11]. (Ap-
proximations including effects of density gradients are also standard [12–14].)
In addition, we describe electronic states using a plane-wave (Fourier) basis
that is a general, bias-free, and complete basis set. Furthermore, atomic pseu-
dopotentials remove the tightly bound core electrons from the calculation and
allow us to focus only on the physically active valence electrons. For details,
reviews are available [15]. DFT with the LDA provides accurate ground-state
properties for a large variety of systems. These include atomic geometries,
lattice constants, cohesive or surface energies, reconstructions, defect states,
vibrational spectra, etc. [15]. For our cases, the main output of DFT is the
atomic structure as well as a mean-field Kohn–Sham description of the elec-
tronic states.

Unfortunately, DFT has problems in predicting electronic excitations.
This is not surprising because it is a ground-state and not an excited-state
theory. If one interprets the electronic states φj and energies εj as the bona
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fide band structure, one finds serious errors and underestimations [16, 17].
Aside from these problems with band structures, ground-state DFT can not
describe optical excitations properly: an optically excited state or exciton is
comprised of (at least) one excited electron and hole. This is a two-particle
problem since both are charged and interact. A single-body theory such as
ground-state DFT does not contain such a description.

Therefore, we must go beyond DFT to describe excitations properly. Our
approach is based on many-body perturbation theory: we calculate response
functions or Green’s functions that yield experimental observables. Here,
there are two Green’s functions of interest: 1. the one-particle Green’s func-
tion provides the properties of quasiparticles, namely electron and hole band
energies and wavefunctions, and 2. the two-particle Green’s function provides
us with the energies and transition strengths for optical excitations.

For the single-particle response, the key quantities are the quasiparticle
energies εj and amplitudes ψj(r) that rigorously describe the energies and
amplitudes for adding or removing electrons to a material. For example, these
are the excitations involved in charge transport where quasiparticles propa-
gate through the system and we seek their energies and quantum amplitudes.
These quantities are determined by the self-consistent Dyson equation

[
−�

2∇2

2m
+ Vion(r) + VH(r)

]
ψj(r) +

∫
dr′Σxc(r, r′, εj)ψj(r′)

= εjψj(r) . (2)

The self-energy Σxc(r, r′, ω) encodes the exchange-correlation potential an
excited quasiparticle feels due to the surrounding electronic medium, and
it is nonlocal and energy dependent. For example, Hartree–Fock has a non-
local but energy-independent exchange self-energy. While in principle this
description yields the exact band energies and quasiparticle amplitudes, in
practice Σxc must be approximated. The “GW” approximation to the self-
energy includes the effects of dynamic and position-dependent screening by
the surrounding electronic medium on the dynamics of the quasiparticle under
consideration [17, 18]. The typical accuracy in band energies is ∼ 0.1–0.2 eV
when compared to experiment. In retrospect, the failure of DFT is not sur-
prising: the true nonlocal and energy-dependent effects in Σxc(r, r′, ω) are
approximated by a local and energy-independent potential Vxc(r).

We emphasize that the above band energies and amplitudes are for ex-
citations involving a single added or removed electron, whereas optical exci-
tations have a pair of particles (an electron and hole) added to the ground
state. Describing an optical excitation as a simple interband transition, i.e.,
a pair of noninteracting electron and hole, means that excitation energies
should equal the sum of electron and hole quasiparticle energies, i.e., the
differences between occupied and unoccupied εj . Such an interband approxi-
mation is reasonable only when electron–hole interactions are relatively weak,
e.g., when exciton binding energies are much smaller than the quasiparticle
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bandgap. As we show below, this view is qualitatively and quantitatively
incorrect for excitons in nanostructures: low-energy excitations are strongly
bound excitons and electron–hole interactions dominate.

To describe excitons, we use a two-particle Green’s function approach. For
each exciton (excited state) labeled by S, we seek the energy ΩS required to
create it and the quantum amplitude χS(re, rh) to find the excited electron
at position re and the hole at position rh. Within the Tamm–Dancoff ap-
proximation [19–25], the amplitude is given by

χS(re, rh) = 〈0|Ψ̂(rh)†Ψ̂(re)|S〉 =
∑
cv

AS
cvψc(re)ψv(rh)∗ . (3)

Here, the kets |0〉 and |S〉 are the ground and excited states so the excitation
energy is ΩS = ES − E0, Ψ̂(r)/Ψ̂(r)† are annihilation/creation operators
that remove/add an electron at r, and c and v label unoccupied and occupied
(conduction and valence) quasiparticle states, respectively. The states ψj and
energies εj are from the GW calculation. The amplitude χS is a coherent
sum over free electron–hole pairs: the AS

cv coefficients allow for correlation
and entanglement of the electron and hole and the formation of bona fide
excitons. We find ΩS and AS

eh by solving the Bethe–Salpeter equation (BSE)

(εc − εv)AS
cv +

∑
c′v′

K(ΩS)cv,c′v′AS
c′v′ = ΩS AS

cv . (4)

The electron and hole interact via the dynamic kernel K(ω) that, physically,
includes an attractive long-range screened Coulomb interaction as well as
a short-range repulsive “exchange” interaction [19–21]. The combined GW -
BSE approach predicts well both transition energies and optical transition
strengths: typical agreement for transition energies is ∼ 0.1–0.2 eV [22–25].
Armed with ΩS and transition amplitudes χS , we can calculate the linear
response of a system to external electromagnetic fields.

In summary, there are three distinct steps to our approach: 1. the ground
state is described using DFT that provides the atomic structure and a mean-
field description of electronic states that includes the realistic potential from
the atomic nuclei, 2. the GW approximation to the self-energy accounts for
the electronic correlations needed to describe quasiparticle excitation energies
corresponding to the addition of single electrons or holes, and 3. the BSE
accounts for electron–hole interactions and correlations and yields exciton
states (both bound and unbound) and optical transition strengths.

3 First-Principles Studies of the Optical Spectra
of SWNTs

Using the first-principles techniques outlined in the previous section, we have
computed the optical absorption spectra of several SWNTs, both semicon-
ducting and metallic, with diameters ranging from 0.4 to 1.4 nm. Because
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Fig. 1. Absorption spectrum and excitonic effects of a (8,0) SWNT calculated in
three ways: using optically allowed interband transitions from DFT eigenvalues and
wavefunctions (solid curve), without electron–hole interaction but including self-en-
ergy effects at the GW level (dot-dashed curve), and with electron–hole interaction
at the BSE level (dashed curve). The polarization of the light is parallel to the
nanotube axis. Adapted from [4, 5]

our calculations scale as the number of atoms to the fourth power (given the
plane-wave basis set), we have restricted our ab-initio studies to armchair
and zigzag SWNTs, which have smaller unit cells.

Figure 1 shows the optical absorption spectrum, for light parallel to the
nanotube axis, of the semiconducting (8,0) SWNT calculated at three dif-
ferent levels of approximation. First, we compute the absorption spectrum
at the DFT level, using Kohn–Sham energies and velocity matrix elements
between occupied and unoccupied wavefunctions from an LDA calculation,
neglecting the self-energy corrections and the electron–hole interaction. In
this case (shown in solid curve), three main peaks appear in ε2(ω) in the
photon energy range up to 4 eV, labeled A, B and C. The peaks correspond
to optically allowed interband transitions between DFT bands.

Next, we correct the Kohn–Sham eigenvalues for single-particle excita-
tions using the GW approximation to the self-energy, while continuing to
neglect the electron–hole interaction. The absorption spectrum (dot-dashed
curve) is dramatically blueshifted due to an increase in bandgaps due to
self-energy effects. We find that a “scissor” shift of ≈ 1.15 eV approximately
describes the GW quasiparticle corrections to the Kohn–Sham energies.

Finally, we take into account both self-energy GW corrections and the
electron–hole interaction. For the (8,0) tube, the overall electron–hole inter-
action is strongly attractive and leads to a dramatic qualitative change in the
absorption spectrum with respect to that calculated at the GW level. After
solving the Bethe–Salpeter equation, the absorption spectrum (dashed curve)
is redshifted with respect to the independent quasiparticle result, and each
peak corresponds to an excitonic (two-particle electron–hole) state. From
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Fig. 2. Wavefunction squared of the lowest-energy bright exciton in the
(8,0) SWNT showing isosurfaces of the electron probability distribution with the
hole fixed at the position indicated by the small dot. From [4, 5, 26]

these calculated shifts, the binding energy of excitons in (8,0) SWNTs can
be seen to be as large as ≈ 1 eV. This huge binding energy (compared to
the case of bound excitons in bulk semiconductors of similar bandgap) is due
to the enhancement of Coulomb effects [3–5] in these quasi-one-dimensional
systems.

It is interesting to note that the initial blueshift (at the GW level) and
subsequent redshift (at the Bethe–Salpeter level) tend to cancel each other.
However, this cancelation is not complete and there still remains a notable
blueshift between the absorption spectrum obtained from the BSE and the
one calculated from the ground-state DFT. Moreover, the physical nature of
the excitations and the shape of the optical spectra are dramatically differ-
ent in the two cases. A similar observation can be made for the other (n,0)
semiconducting tubes we studied: (7,0), (10,0) and (11,0).

Figure 2 shows the exciton wavefunction of the lowest bright exciton in
the (8,0) tube (labeled A′

1 in Fig. 1). In the upper panel one can see several
isosurfaces of the electron–hole probability distribution of finding the electron
about the hole that is fixed on top of a carbon atom as indicated by the
green star. The calculated root mean square size of the exciton along the
tube axis is 0.86 nm. The lower panel shows a cross-sectional plot of the
exciton wavefunction squared, in a plane that passes through carbon atoms.
The exciton is delocalized along the circumference of the tube, due to the
fact that there is only one pair of valence and conduction bands that mainly
contributes to this exciton. As we shall see in Sect. 8, the situation in boron-
nitride tubes is quite different, the wavefunction being localized in both the
axial and circumferential coordinates.

Table 1 shows our ab-initio results for 4 different semiconducting SWNTs,
compared with those deduced from resonant fluorescence spectroscopy [2]. We
compare the lowest two optical transition energies ES

11 and ES
22, as well as

their ratio. We see that we have excellent agreement between theory and ex-
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Table 1. Lowest two optical transition energies of four semiconducting SWNTs.
From [4, 5, 28]

ES
11 (eV) ES

22 (eV) ES
22 / ES

11

Tube Theory Exp.a Theory Exp.a Theory Exp.a

(7,0) 1.20 1.29 3.00 3.14 2.50 2.43
(8,0) 1.55 1.60 1.80 1.88 1.16 1.17

(10,0) 1.00 1.07 2.39 2.31 2.39 2.16
(11,0) 1.21 1.20 1.74 1.66 1.44 1.38

a [2]

periment, not only for the ES
22/ES

11 ratio but also for the absolute value of
the excitation energies. In the limit of large-diameter tubes, the experimen-
tal fits provide a ratio of ES

22/ES
11 = 1.85, while a traditional tight-binding

model in the noninteracting framework gives a ratio of 2. Our ab-initio cal-
culations explain the deviation of ES

22/ES
11 from 2 as a consequence of three

important physical effects: band-structure effects, quasiparticle self-energy
effects and excitonic effects. All three need to be taken into account for a
proper qualitative and quantitative understanding. Moreover, the predicted
large binding energies of excitons have recently been verified experimentally
using two-photon spectroscopy and other techniques [7, 8, 27].

We have also studied several metallic SWNTs, such as the small-diameter
tubes (3,3) and (5,0) [4, 5], as well as the larger-diameter tubes (12,0) and
(10,10) [29]. Except for the (5,0) tube, we found that optical absorption
spectra of these metallic tubes are also dictated by bound exciton states.
This is a novel predicted phenomenon that has not been seen in other metallic
systems. Normally, one does not find bound excitons in bulk metallic systems
because the long-range part of the electron–hole interaction is screened out
completely by the available carriers.

Due to the screening in metallic SWNTs, the GW quasiparticle correc-
tions to the LDA Kohn–Sham energies in large-diameter metallic tubes should
resemble those in a single graphene layer. We find that for the (12,0) and
(10,10) tubes, the slope in the dispersion relation of the quasiparticle bands
increases by approximately 25% when compared to the LDA result. In the
smaller-diameter tubes (3,3) and (5,0), we find that the metallic screening
is more enhanced, leading to self-energy corrections of about 15%, which is
similar to those we find in graphite [30].

In a quasi-1D system, all k-states along a band can have well-defined sym-
metry, which causes optical transitions to obey well-defined selection rules
across entire bands. In armchair and zigzag metallic tubes, the bands that
meet at the Fermi level, giving rise to the metallic character of the tubes,
do not allow optical transitions between them. As a consequence, the optical
spectra in these metallic systems show a symmetry gap. Figure 3 shows the
optical absorption spectra for the first allowed transition in the (10,10) tube.
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Fig. 3. The calculated first absorption peak in the (10,10) SWNT. The imaginary
part of the dielectric function is calculated in two ways: without electron–hole in-
teraction but including self-energy effects at the GW level (dashed curve), and with
electron–hole interaction at the BSE level (full curve). The curves are broadened
by convolving with a Lorenzian function with width 80meV. From [29]

When neglecting electron–hole interactions (but including GW self-energy ef-
fects), we find no dipole-allowed electron–hole transitions with energy below
the prominent peak at 1.89 eV. When including the electron–hole interaction,
which is dominated by the attractive (direct) term, we see that the prominent
peak in the noninteracting spectrum gives rise to one bound exciton with a
binding energy of 50meV. The surprising result of having a bound exciton in
a metallic nanotube stems from several factors owing to reduced dimension-
ality: incomplete screening of Coulomb interactions in quasi-1D systems, the
existence of symmetry gaps, and the ease of trapping a quantum state in an
attractive 1D potential well [29]. The existence of a sole bound exciton is due
to the metallic screening and the weakness of the repulsive exchange term
in the electron–hole kernel: the effective electron–hole interaction along the
tube axis resembles an attractive δ(z) function, and in 1D, the Hamiltonian
H = − 1

2m∗
d2

dz2 − |V0|δ(z) has a single bound eigenstate.
It is found that the optical absorption spectra of the metallic (3,3) and

(12,0) tubes are also dictated by bound exciton states. The binding energy
associated with the first optical transition is 86meV for the (3,3) tube and
about 50meV for the (12,0) tube. For the (5,0) tube, however, we found that
the electron–hole interactions do not create bound excitons: the symmetry
of the bands in the (5,0) tube diminishes the attractive (direct) interaction
term, which is dominated by the repulsive (exchange) interaction term and
is thus unable to bind excitons.

Table 2 shows our ab-initio results for the excitation energies of the four
metallic tubes we studied, in comparison with measurements. The theoretical
results for the lowest optical transition energy are shown at three different
levels of approximation: LDA, GW and Bethe–Salpeter (BS). At the Bethe–
Salpeter level the agreement with experiment is excellent. Moreover, as seen in
Fig. 3, a detailed analysis of the lineshape of the absorption spectrum should
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Table 2. Lowest optical transition energy of four metallic SWNTs. From [4, 5, 29]

Tube Theory Exp. References

LDA GW BS

(5, 0) 1.13 1.30 1.33 1.37 [31]
(3, 3) 2.83 3.26 3.17 3.1 [31]

(12, 0) 1.84 2.30 2.25 2.16 [32]
(10,10) 1.51 1.89 1.84 1.89 [32, 33]

provide a means to experimentally measure the properties of the predicted
bound excitons in metallic nanotubes.

4 Diameter and Chirality Dependence
of Exciton Properties

As discussed in the previous section, substantial reduction in the compu-
tational effort of ab-initio calculations of excitons is achieved if they are
restricted to achiral and/or small-diameter tubes [4–6]. However, in carbon-
nanotube physics, understanding the diameter and chirality trends of a given
property is often as important as the accurate determination of that prop-
erty for a limited set of tubes. Usually, trends have to be determined from
model calculations. But, when a reliable model for trends is coupled with an
accurate ab-initio theory that determines its parameters, the model acquires
quantitative and predictive powers. We describe in this section how one can
follow this procedure to extract the full diameter and chirality dependences
of several exciton properties in carbon nanotubes [34]. Similar studies along
these lines have been made by Perebeinos et al. [35], who obtained scaling
relations of binding energies and exciton sizes with diameter from model cal-
culations, as described in the contribution by Avouris et al.

We employ a symmetry-based, variational, tight-binding method, based
on the effective mass and envelope-function approximations [34]. Gaussian
envelope functions impose the localization of the exciton wavefunction in the
relative coordinate between electron and hole. The Gaussian width σ is then
a good measure of the exciton size and it is the only variational parameter
in the problem. We focus on binding energies and spatial extents for excitons
associated with the so-called ES

11 transitions.
We minimize the exciton energy that is composed of three terms: di-

rect, exchange and kinetic energies, written in a tight-binding basis [34]. We
treat singlet excitons only and the Coulomb integrals between atomic orbitals
are parametrized by the Ohno formula [36]. The onsite Coulomb repulsion
U0 = 16 eV and the dielectric constant ε = 1.846 are chosen to reproduce the
ab-initio values discussed in the previous section for the binding energy and
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Table 3. Ab-initio and model binding energies for ES
11 and ES

22 excitons for a few
small-diameter SWNTs. From [34]

Tube E11
b (eV) E22

b (eV)

Ab-initio Model Ab-initio Model

(7,0) 0.89 0.87 1.13 1.61
(8,0) 0.99 1.03 0.86 0.92

(10,0) 0.76 0.68 0.95 1.09
(11,0) 0.76 0.76 (fitted) 0.72 0.75

bright–dark exciton splittings for the (11,0) tube and kept constant for all
other tubes.

As a test of our model, we compare in Table 3 our variational binding
energies with ab-initio ones obtained from solving the Bethe–Salpeter equa-
tion [4, 5] for a few zigzag tubes. The agreement is excellent, except for the
ES

22 exciton in the (7,0) SWNT, for which exciton size becomes extremely
small (σ = 0.53 nm), owing to the large effective masses, and therefore the
envelope-function approximation is not expected to be valid. Notice also that
our model correctly captures the distinct family oscillations in the binding
energy.

Figure 4a shows the binding energy of the ES
11 bright exciton as a function

of diameter for 38 SWNTs covering the full range of chiralities. The (2n+m)
family indices are indicated in the figure. Notice the appearance of a clear
family pattern. As expected, binding energies decrease with tube diameter,
but chirality effects are also strong, contributing to about 20% spread in the
binding energies for nanotubes with 1 nm diameter. Excitons in (2n + m)
mod 3 = 1 (MOD1) tubes have generally larger binding energies than in
(2n + m) mod 3 = 2 (MOD2) tubes, an effect that can be traced to the
chirality dependence of the effective masses.

Figure 4b shows the exciton sizes as a function of diameter. Again, as
expected, exciton sizes increase with diameter and they show the oppo-
site MOD1-MOD2 trends as compared to the binding energies. Notice that
even for tubes as small as 0.5 nm in diameter the ES

11 exciton sizes are already
several times larger than the carbon–carbon bond, thus justifying the use of
the envelope-function approximation.

We provide analytical expressions for diameter and chirality dependences
of both binding energies and sizes:

Eb =
1
dt

(
A +

B

dt
+ Cξ + Dξ2

)
σ = dt(E + Fξ + Gξ2) , (5)

where dt is the tube diameter in nm and ξ = (−1)ν cos 3θ/dt captures the
chirality dependence. The best fits are given by A = 0.6724 eVnm, B =
−4.910× 10−2 eVnm2, C = 4.577× 10−2 eVnm2, D = −8.325× 10−3 eVnm3,
E = 1.769, F = −2.490×10−1 nm and G = 9.130×10−2 nm2. These analyti-
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Fig. 4. Binding energies (a) and sizes (b) for the lowest-energy bright excitons in
38 SWNTs with varying diameter and chirality. The dots are our model results and
the lines represent the analytical fit using (5). The labels indicate the (2n + m)
families. From [34]

cal fits are the lines in Figs. 4a and b. The agreement between the numerical
results and the analytical fit is nearly perfect.

We now compare our results to the available experimental determinations
of the exciton binding energies to date. Two-photon spectroscopy has been
performed for SWNTs in a polymeric matrix [7, 27] and in D2O solution
wrapped by a surfactant [8]. These environments provide extra screening, so
these results should not be directly compared with ab-initio theory for iso-
lated tubes. However, in our variational scheme, it is very easy to investigate
the influence of screening and to adjust the dielectric constant ε to match the
experimental results. In fact, we find that binding energies follow very nicely
the scaling Eb ∝ ε−1.4 proposed by Perebeinos et al. [35]. Therefore, it is
straightforward to apply (5) for SWNTs in any environment, provided that
one scales the binding energies by using the appropriate phenomenological
dielectric constant. For instance, taking ε = 3.049 gives binding energies in
excellent agreement (standard deviation of 0.02 eV) for all 13 SWNTs mea-
sured by Dukovic et al. [27]. Similarly, the results of Maultzsch et al. [8] for 6
different SWNTs are reproduced with a standard deviation of 0.03 eV using
a slightly larger dielectric constant ε = 3.208. Such good agreements indicate
that the use of a single dielectric constant for all tubes, although certainly
not correct, may not be a bad approximation for the exciton ground state of
tubes in a narrow range of diameters.

5 Symmetries and Selection Rules of Excitons

An analysis of exciton symmetries in SWNTs is crucial to understand in
greater detail many aspects of their optical properties, especially the nature
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Table 4. Irreducible representations (D) relevant to the exciton problem for chiral
and achiral nanotubes. GWV and LG stand for “group of the wavevector” and
“line group” notations, respectively. The dimension (d) of each representation is
shown on the right for both GWV and LG formalisms. The last column describes
the wavevector (k), quasiangular momentum (μ̃) and parity quantum numbers (Π).
For chiral tubes, the relevant parity is related to the C2 operation (ΠC2), whereas
for achiral tubes the parity Π is also related to σh, σv reflections and inversion i.
The GWV notation chooses the parity under i as a quantum number and the LG
notation chooses the parity under σh as a quantum number, thus making the trans-
lation between the two notations somewhat cumbersome. A zero parity quantum
number means that the representation does not have a well-defined parity. From [37]

GWV LG

Chiral D d D d (k, μ̃, ΠC2)
A1(0) 1 0A

+
0 1 (0, 0, +1)

A2(0) 1 0A
−
0 1 (0, 0,−1)

(Eμ̃(k) + E−μ̃(−k)) 1 kEμ̃ 2 (±k,±μ̃, 0)
Achiral D d D d (k, μ̃, Πσv , Πσh , Πi, ΠC2)

A1u(0) 1 0B
−
0 1 (0, 0,−1,−1,−1, +1)

A2u(0) 1 0A
−
0 1 (0, 0, +1,−1,−1,−1)

A1g(0) 1 0A
+
0 1 (0, 0, +1, +1, +1, +1)

A2g(0) 1 0B
+
0 1 (0, 0,−1, +1, +1,−1)

E|μ̃|u(0) 2 0E
Πσh
|μ̃| 2 (0, μ̃, 0, (−1)μ̃+1,−1, 0)

E|μ̃|g(0) 2 0E
Πσh
|μ̃| 2 (0, μ̃, 0, (−1)μ̃, +1, 0)

(B′(k) + B′(−k)) 1 kEA
n 2 (±k, n, +1, 0, 0, 0)

(B′′(k) + B′′(−k)) 1 kEB
n 2 (±k, n,−1, 0, 0, 0)

(E|μ̃|(k) + E|μ̃|(−k)) 2 kGμ̃ 4 (±k, μ̃, 0, 0, 0, 0)

of dark (optically inactive) states and the selection rules for 1-photon and 2-
photon transitions, which are used to measure exciton binding energies. [7, 8]
In this section, we describe the symmetries of the excitonic states in SWNTs,
as well as the selection rules for optical absorption and emission [37].

Two different but equivalent formalisms can be used for describing the
symmetry properties of carbon nanotubes: the group of the wavevector and
the line groups. Complete descriptions of all symmetry operations, quantum
numbers and irreducible representations labeling are available elsewhere, both
for the group of the wavevector [38] and line-group [39, 40] formalisms. In
this work, we focus on the irreducible representations that are relevant for
the exciton problem, described in Table 4. Despite its technical aspect, this
table is presented here for a clear definition of the symmetry-related quantum
numbers in both group-theory formalisms used in the literature.

The exciton wavefunction can be written as a linear combination of prod-
ucts of conduction (electron) and valence (hole) eigenstates, as shown in (3).
For moderately small-diameter nanotubes, the separation between singulari-
ties in the single-particle JDOS is large and it is reasonable to consider, as a
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first approximation, that only the electronic bands contributing to a given sin-
gularity will mix to form the excitonic states [4, 5]. This is the ideal situation
for employing the usual effective-mass and envelope-function approximations,
as we have done in the previous section:

ψEMA(re, rh) =
′∑

cv

Acvφc(re)φ∗
v(rh)Fν(ze − zh) , (6)

where the coefficients Acv are dictated by symmetry. It is important to em-
phasize that the approximate wavefunctions ψEMA have the same symmetries
as the full wavefunctions ψ. The use of such envelope functions serves merely
as a physically grounded guess for the ordering in which the different exciton
states appear. The envelope function Fν(ze − zh) provides an ad-hoc local-
ization of the exciton in the relative coordinate ze − zh along the axis, as
described in the previous section, and ν labels the levels in the 1D hydrogen
series [41]. The envelope functions will be either even (ν = 0, 2, 4, . . . ) or odd
(ν = 1, 3, 5, . . . ) upon z → −z operations. The irreducible representation of
the excitonic state D(ψEMA) is given by the direct product:

D(ψEMA) = D(φc) ⊗D(φv) ⊗D(Fν) , (7)

where D(φc), D(φv) and D(Fν) are the irreducible representations of the
conduction state, valence state and envelope function, respectively [42]. We
applied (7) to study the symmetry of excitons in chiral and achiral (zigzag
and armchair) carbon nanotubes [37]. In this review, we will illustrate our
procedure with the case of the first optical transition (ES

11) in the most com-
mon type of nanotubes, the chiral tubes. We refer the reader to the original
article for a description of zigzag and armchair tubes [37].

Figure 5a shows a schematic diagram of the electronic valence and conduc-
tion bands with a quasiangular momentum |μ̃|, for a general chiral SWNT,
where the electron and hole states at the band edge are labeled according
to their irreducible representations [38]. One can see that there are two elec-
tronic bands in chiral tubes, one with the band edge at k = k0 and the other
one at k = −k0. In order to evaluate the symmetry of the excitonic states,
it is necessary to consider that the Coulomb interaction will mix the two
inequivalent states in the conduction band (electrons) with the two inequiva-
lent states in the valence band (holes). These electron and hole states at the
van Hove singularities (vHSs) transform as the 1D representations Eμ̃(k0)
and E−μ̃(−k0) of the CN point group [38], where we have considered that
conduction- and valence-band extrema occur at the same k = k0. Taking this
into consideration, the symmetries of the exciton states with the ν = 0 enve-
lope function, which transforms as the A1(0) representation, can be obtained
using the direct product in (7):

(
Eμ̃(k0) + E−μ̃(−k0)

)
⊗

(
E−μ̃(−k0) + Eμ̃(k0)

)
⊗ A1(0)

= A1(0) + A2(0) + Eμ̃′(k′) + E−μ̃′(−k′) , (8)
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Fig. 5. Diagrams for the electronic bands and symmetries for (a) chiral SWNTs and
for (b) their respective excitonic bands. The electron, hole and exciton states at the
band edges are indicated by a solid circle and labeled according to their irreducible
representation. The electronic and excitonic band structures shown here are only
pictorial. Group theory does not order the values for the eigenenergies. From [37]

where k′ and μ̃′ are the exciton linear momenta and quasiangular momenta,
respectively. Therefore, group theory shows that the lowest-energy set of ex-
citons is composed of four exciton bands, shown schematically in Fig. 5b.
The mixing of electron and hole states with opposite quantum number k
(ke = ±k0, kh = ∓k0) will give rise to excitonic states that transform as the
A1 and A2 representations of the DN point group. These representations cor-
respond, respectively, to states even and odd under the C2 rotation. These
excitons will have a band minimum at the Γ point. The excitonic states
formed from electrons and holes with ke = kh = ±k0 will transform as the
Eμ̃′(k′) and E−μ̃′(−k′) 1D irreducible representations of the CN point group,
with an angular quantum number μ̃′ = 2μ̃. These exciton states will have a
band edge at k′ = 2k0 if 2k0 is within the 1st Brillouin zone (1BZ).

Let us now consider higher-energy exciton states ν > 0 for the E11 JDOS
(joint density of states) in chiral tubes. For ν even, the resulting decom-
position is the same as for ν = 0, since the envelope function also has A1

symmetry. For odd values of ν, the envelope function will transform as A2,
but that will also leave the decomposition in (8) unchanged. The result is
still the same if one now considers higher-energy exciton states derived from
higher singularities in the JDOS (ES

22 or ES
33 transitions). Therefore, (8) de-

scribes the symmetries of all exciton states in chiral nanotubes associated
with ES

ii transitions.
To obtain the selection rules for the optical absorption of the excitonic

states, it is necessary to consider that the ground state of the nanotube
transforms as a totally symmetric representation (A1) and that only K = 0
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excitons can be created due to linear momentum conservation. For light po-
larized parallel to the nanotube axis, the interaction between the electric field
and the electric dipole moment in the nanotube transforms as the A2 repre-
sentation for chiral nanotubes [38]. Therefore, from the 4 excitons obtained
for each envelope function ν, only the A2 symmetry excitons are optically
active for parallel polarized light, the remaining three being edark states. For
2-photon excitation experiments, the excitons with A1 symmetry are accessed
(A2 ⊗ A2 = A1), and thus, there will also be one bright exciton for each ν
envelope function. Thus, the explanation of the results obtained in 2-photon
excitation experiments [7, 8] does not rely on symmetry-selection rules and
should rather be related to oscillator-strength arguments. For instance, the
bright exciton associated with odd ν states in chiral tubes can be understood
as a product between an even Bloch function and an odd envelope function.
Therefore, although being formally bright, we expect a very low oscillator
strength for these excitons, since an odd envelope function should give a very
low probability for finding an electron and a hole at the same position for
recombination.

6 Radiative Lifetime

We now consider the radiative lifetimes of excitons in carbon nanotubes.
This topic has been addressed in the literature both from theoretical [43, 44]
(see also the contribution by Avouris et al.) and experimental perspectives
[45–47] (see also the contribution by Ma et al.). We begin with the intrinsic
radiative lifetime, i.e., exciton decay into emitted photons due to the coupling
to the electromagnetic field. An exciton in a structurally perfect and very long
nanotube has a well-defined center of mass crystal momentum �Q along the
nanotube axis. Let |S(Q); 0〉 be the state where the nanotube is excited into
exciton S with momentum �Q and the electromagnetic field is in its vacuum.
Let |0; qλ〉 denote the state with the nanotube in its ground state and an
emitted photon of momentum q and polarization λ. The transition rate is
given by the Fermi golden rule expression

γS(Q) =
2π

�

∑
q,λ

|〈0; qλ|Ĥ int|S(Q); 0〉|2δ(�ΩS(Q) − �c|q|) . (9)

The expression ΩS(Q) means that the exciton energy is momentum depen-
dent. In the Coulomb gauge, Ĥ int = − 1

c Â Ĵ is the coupling of the electro-
magnetic vector potential operator Â to the electron current operator Ĵ .

To proceed, we use the following facts: 1. during decay, only momen-
tum along the nanotube axis is conserved: this means that the component of
the photon q along the nanotube axis equals Q; 2. for optical photons, the
wavelength is large compared to interatomic distances, and we use the dipole
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Fig. 6. (a) Exciton energy relation versus momentum �Q (parabolic curve) and
photon light line (straight line). The momentum Q0 is where the two cross. Only
excitons with |Q| ≤ Q0 can decay into photons while conserving energy and mo-
mentum. Δ is the corresponding range of exciton energies and is much smaller than
thermal energies at room temperature. (b) Exciton effective radiative decay rate
versus temperature including phase-space considerations (radiative zone effect) and
dark excitons. The upper light grey curve is for (11,0) and the lower dark grey curve
for (10,0). From [43]

approximation for transition matrix elements; and 3. due to strong depolar-
ization effects in nanotubes, only transition dipoles parallel to the nanotube
axis have appreciable size. After some manipulations [43], we arrive at the
decay rate

γS(Q) =

⎧⎪⎨
⎪⎩

2πe2ΩS(0)2

�c2

μ2
S

a

ΩS(Q)2 − c2Q2

ΩS(Q)2
if |Q| ≤ Q0

0 if |Q| > Q0

. (10)

The intensive quantity μ2
S/a is the squared exciton transition dipole matrix

element along the nanotube per unit length of the nanotube (a is the nano-
tube unit cell size). As shown in Fig. 6a, the wavevector Q0 is defined by the
light cone crossing condition �ΩS(Q0) = �cQ0: it is the maximum momentum
allowed for an exciton that can decay radiatively, while obeying both energy
and momentum conservation. Clearly, the decay rate, or its inverse the life-
time, is momentum dependent. This reflects the phase-space for decay: for
|Q| < Q0, the photon has momentum q⊥ in the orthogonal directions in order
to satisfy energy conservation �ΩS(Q) = �c

√
q⊥2 + Q2. The magnitude of

q⊥ and hence the number of final states varies with Q.
Table 5 shows the calculated intrinsic radiative lifetimes for a set of small-

diameter semiconducting carbon nanotubes. Lifetimes are on the order of
tens of ps, ∼1000 times smaller than those of typical molecules. The reason
is that excitons in ideal nanotubes are coherent quantum states: while their
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Table 5. Lowest-energy bright exciton lifetimes in semiconducting carbon nano-
tubes. μ2/a is the dipole transition strength per unit length, �Ω(0) is the exciton
energy for the zero momentum (Q = 0) exciton, τi is the intrinsic radiative lifetime,
τ b
eff is the lifetime including thermal exciton distribution effects at 300 K, and τeff

is the effective lifetime including, in addition, the effect of dark excitons. From [43]

Tube μ2/a (a.u.) �Ω(0) (eV) τi(0) (ps) τ b
eff (ns) τeff(0) (ns)

(7,0) 2.8 1.20 12.8 1.1 —
(8,0) 2.8 1.55 8.1 1.0 —

(10,0) 2.8 1.00 19.1 1.8 10.4
(11,0) 2.5 1.21 14.3 1.7 8.8

dipole strengths per unit length (see Table 5) are rather typical of molecular
systems, a decaying exciton has these dipoles radiating in phase over a length
scale set by the photon wavelength λ. This enhances emission rates by ∼ λ/a,
which is ∼ 1000 for optical wavelengths.

There are many reasons why this intrinsic lifetime is much shorter than
what will be observed experimentally. Clearly the presence of defects will
reduce the length scale of exciton coherence thus reducing intrinsic decay
rates and increasing lifetimes. Even in defect-free nanotubes, thermal atomic
vibrations reduce the coherence length. If spin-flip mechanisms exist (e.g.,
through magnetic defects or multiple exciton collisions), spin singlet excitons
can be converted into triplet excitons that can not decay due to spin-selection
rules (in practice, spin-orbit perturbations make triplet lifetimes finite but
very long).

Here, however, we will be considering two significant effects operative
for singlet excitons in perfect nanotubes and excluding atomic vibrations.
First, we have seen above that excitons can couple to photons only inside the
radiative region |Q| ≤ Q0: this is true for decaying excitons as well as those
created by radiation. A simple estimate of Q0 based on an effective mass
expansion comes from �Ω(Q0) ∼= �Ω(0) + �

2Q2
0/2M∗ = �cQ0 (see Fig. 6a).

Due to the large value of the speed of light c, Q0 is quite small and is ∼
1/100th the size the first Brilouin zone for a reasonable effective mass. Thus,
excitons are created inside the small region |Q| ≤ Q0, and if we assume that
they thermalize on a timescale faster than the intrinsic radiative lifetime τi ∼
10 ps, then most excitons leave the radiative region and are effectively dark.
Only excitons that “wander” into the radiative region |Q| ≤ Q0 can decay.
An actual calculation uses a Boltzmann distribution of exciton momenta
and averages the decay rate of (10) over the thermal distribution [43]. For a
temperature of 300K, one arrives at the lifetimes τb

eff in Table 5. The lifetimes
are increased by roughly a factor of ∼ 100.

Secondly, so far we have only discussed optically bright excitons, i.e., ex-
citons that have nonzero dipole transition matrix elements. We have seen
that spin-singlet excitons with zero transition dipole (dark excitons) exist by
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reasons of symmetry. Our first-principle calculations together with symme-
try considerations show that in semiconducting nanotubes, there is always at
least one dark singlet exciton below the singlet bright exciton [37, 43]. The
calculated energy spacings are roughly 30meV for the (10,0) and (11,0) nano-
tubes and have a strong dependence on diameter [34]. Hence, if excitons ther-
malize faster than the intrinsic lifetime, most will inhabit the lower-energy
dark states and be radiatively inactive. This lifetime correction is straightfor-
ward to calculate using a weighted sum over decay rates multiplying thermal
occupation factors. The final effective lifetimes in Table 5 are τeff and include
the dark excitons at 300K. Lifetimes increase further by a factor of ∼ 10.

The main reason that these dark excitons are generically lower in energy
than the bright ones is due to the nature of the exchange contribution to
exciton energies. For any exciton, the exchange-energy contribution is

Ex
S = 2

∫
dr

∫
dr′ χS(r, r)∗χS(r′, r′)

|r − r′| . (11)

This is a positive Coulombic self-energy where χS(r, r) plays the role of a
density. Now χS(r, r), given by (3), is the amplitude to find the electron and
hole at the same position r. The orthogonality of electron and hole states
means that the integral of χS(r, r) is zero so that it represents a neutral
distribution. Hence, the dominant part of the exchange contribution comes
from the dipole–dipole term in the integral. Interestingly, this dipole is the
same as the transition dipole μS given by

μS = −e〈0|r̂|S〉 = −e

∫
dr r χ(r, r) . (12)

For a bright exciton, the exciton transition dipole μS is nonzero and we
then expect a positive and significant exchange energy. A dark exciton has
μS = 0 and will have a small or vanishing exchange energy. As described
in the contribution by Kono et al., recent experimental determinations of
bright–dark energy splittings employ a combination of magnetic brightening
of the dark excitons and temperature tuning of the exciton populations in
each level [48, 49]. The measured splittings for nanotubes in solution are
somewhat smaller than the ab-initio values for isolated SWNTs.

Finally, we can compute the full temperature dependence of exciton de-
cay rates including both effects as shown in Fig. 6b. The decay rate first
increases and then decreases with temperature due to competition between
the above two effects. The phase-space effect stemming from the small size
of the radiative zone |Q| ≤ Q0 makes for decreasing decay rates with increas-
ing temperature as the thermal distribution spreads out in Q. The effect
of low-energy dark excitons leads to increasing decay rates with increasing
temperature as the bright exciton becomes thermally occupied. Each effect
dominates the respective temperature regime. (See also the contribution by
Kono et al.)
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7 Pressure, Strain and Temperature Effects

Understanding the temperature, hydrostatic pressure, strain shifts of opti-
cal (excitonic) transition energies in carbon nanotubes provides important
information about the nature of the band-edge electronic states and their
coupling to static and dynamic lattice distortions. Likely, the most impor-
tant contribution to the excitonic energy shifts under pressure, strain and
temperature comes from the shifts in the bandgap (Eg). Strain [50–54], pres-
sure [52] and temperature [55, 56] shifts of the bandgap have recently been
theoretically predicted for isolated single-wall carbon nanotubes (SWNTs).
A number of experiments have also addressed these issues [53, 54, 56–61] (see
also the contribution by Lefebvre et al.).

Both in the case of pressure and temperature, clear “family behaviors”
(i.e., SWNTs with the same value of (n − m) behaving similarly) have been
observed and explained. In particular, it is found that the pressure induced
bandgap shifts have different signs for different nanotube families, in contrast
with traditional semiconductors. Similar results occur for the temperature
induced shifts at low temperatures.

Figure 7 summarizes the calculated results for the pressure coefficients
of the bandgap in the linear regime (dEg/dP ) for several SWNTs with var-
ious diameters and chiralities. Density-functional theory (DFT) is used to
obtain the diameter-dependent elastic constants (and therefore the atomic
relaxations under hydrostatic pressure conditions) and tight-binding (TB)
electronic structure calculations to calculate dEg/dP . Details of the method-
ology are described in [52]. Figure 7a shows that dEg/dP displays a very
strong family behavior and Fig. 7b shows that such an apparently compli-
cated dependence on diameter and chirality can be described by a simple
phenomenological equation:

dEg

dP
= A + B(−1)νdt cos(3θ) , (13)

where dt and θ are the SWNTs diameter and chiral angle, respectively, ν =
(n−m) mod 3, and A and B are constants. Analytical expressions for A and
B can be obtained within a single-orbital TB model. In fact, in a subsequent
study [56], (13) is generalized to describe the energy shift of any Eii transition
with respect to a general combination of radial (εr) and axial (εz) strains:

ΔEii = −2Eiiεr − 3γ0(−1)i(−1)ν(εr − εz) cos(3θ) , (14)

where γ0 is the hopping energy between p orbitals, i = 1, 2, 3, 4, . . .
for ES

11, ES
22, EM

11 , ES
33, etc., and ν can be extended to metallic tubes: ν = 1

and 2 for the lower and upper metallic transitions, respectively.
The two terms in the expression (13) for dEg/dP can be explained in

terms of the interplay of the anisotropic deformations introduced by hydro-
static pressure and the anisotropy of the band-edge states themselves. Carbon
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Fig. 7. (a) Bandgap pressure coefficient as a function of the energy gap for a large
number of semiconducting SWNTs. Tubes are grouped into different shades of grey
according to their (n − m) family. The values of (n − m) for each family are also
shown in the figure. (b) Collapse of dEg/ dP values to a single line when plotted
against (−1)νdt cos(3θ). From [52]

nanotubes have different elastic constants along the circumferential and ax-
ial directions: Upon hydrostatic pressure conditions, the radial strains are
larger than axial ones [52]. An isotropic compression of the tubes would lead,
according to (14) to a constant and positive dEg/dP for all tubes, due to
the overall increase in the Fermi velocity of graphene. This is the meaning of
the first term, that we can now call the “isotropic contribution” to dEg/dP .
However, since circumferential deformations are larger, gap shifts will be
more sensitive to the circumferential character (bonding or antibonding) of
the band-edge states. For the ν = 1 SWNTs, circumferential compression will
lead to the valence (conduction) band state shifting down (up) in energy due
to its bonding (antibonding) character along the circumference. Therefore,
this effect will lead to a gap increase in the ν = 1 SWNTs. The situation for
ν = 2 SWNTs is precisely the opposite, leading to a gap decrease. This is the
physics behind the second term in (13) that we can now call the “anisotropic
contribution” to dEg/dP .

We now turn to the analysis of temperature induced shifts. Figure 8 shows
the calculated thermal shifts of the bandgap for 18 different SWNTs, with
varying diameter and chirality. The shifts are calculated using a “frozen-
phonon” technique to obtain the electron–phonon couplings [55]. Although
the high-temperature behavior shows a universal decrease of the bandgap
with temperature (just like in 3D semiconductors), the low-temperature be-
havior shows a strong family dependence, with unusual nonmonotonic gap
shifts for some tubes. This behavior can be traced to the contribution of a few
low-frequency phonon branches (“shape-deformation modes”) to the thermal
shift [55] and the family dependence of the temperatures shifts at such low
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Fig. 8. Calculated ΔEg(T ) for 18 different SWNTs with varying diameters and
chiralities. Full dots and lines correspond to ν = 2 SWNTs, whereas open dots and
dashed lines correspond to ν = 1 SWNTs. Dots are numerical results and lines are
fits to model expressions. From [55]

temperatures share the same physical origin that we have just described for
the pressure shifts, i.e., the anisotropy of bonding and antibonding character
of the band-edge states [62]. (See also the contribution by Lefebvre et al.)

8 Related Structures: Boron-Nitride Nanotubes
and Graphene Nanoribbons

Many-electron effects are found to be similarly dominant in the quasiparticle
excitation and optical spectra of other quasi-one-dimensional systems such
as the boron-nitride nanotubes, small-diameter Si nanowires, and graphene
nanoribbons. Figure 9 shows the calculated optical spectrum of a (8,0) BN
nanotube [26]. As in the case of the carbon nanotubes, electron–hole in-
teractions give rise to a series of sharp lines in the absorption spectrum
due to strongly bound exciton states, and the optical strength is virtually
completely shifted to these exciton states from the continuum part of the
spectrum. For the (8,0) BN nanotube, which has the same diameter as the
(8,0) carbon SWNT, the binding energy of the lowest-energy exciton is over
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Fig. 9. (a) Absorption α2 spectrum of a (8,0) single-walled BN nanotube. The
imaginary part of the polarizability per tube is shown, with a Gaussian broadening
factor of 0.0125 eV. (b) Quasiparticle band structure, showing the different sets of
interband transitions contributing to the lowest-energy excitons. From [26]

2 eV. This is consistent with the fact that the BN nanotubes are wide-gap
insulators. Unlike the carbon SWNT case, the lowest-energy exciton here is,
however, composed almost in equal weight of 4 sets of interband transitions,
as indicated on Fig. 9b.

Figure 10 shows the exciton wavefunction of the lowest-energy exciton
of the (8,0) BN nanotube. It has a root-mean-square radius along the tube
axis that is only 0.37 nm. This is to be compared to a root-mean-square
radius of 0.86 nm for the lowest-energy exciton in the (8,0) carbon nanotube
(see Fig. 2), consistent with the larger binding energy in the BN nanotube.
Further, as seen in Fig. 10c, the exciton wavefunction for the BN case does
not extend around the circumference of the tube. This spatial localization
of the electron–hole separation around the circumference is a consequence of
the mixing of different subband transitions into forming the exciton state.
Experimentally, there have been only limited studies on the optical response
of the BN nanotubes [63, 64]. These measurements are inconclusive in terms
of comparing with each other and with theory. On the other hand, similarly
large quasiparticle and electron–hole interaction effects in the optical spectra
of small-diameter Si nanowires have been found. For example, for a 1.2-nm
diameter hydrogen-passivated Si nanowire, the excitonic binding energy is
again very large, with a value of nearly 1 eV [65].

Another related class of quasi-one-dimensional systems is the graphene
nanoribbons. As emphasized throughout this volume, graphene (a single
atomic layer of graphite) is a zero-gap semiconductor whose electronic struc-
ture near the Fermi energy is given by linear dispersing bands that cross at
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Fig. 10. Wavefunction squared of the lowest-energy bright exciton in the
(8,0) BN SWNT, showing the electron probability distribution for a fixed hole.
(a) Definition of the electron axial coordinate ze, as measured from the hole po-
sition (small dot). (b) Wavefunction squared along the axis. (c) Cross-sectional
electron probability isosurfaces. From [26]

two inequivalent points, K and K ′, in the hexagonal Brillouin zone (see the
contribution by Charlier et al.). This unique feature makes the low-energy
electrons of graphene behave like a system of two-dimensional (2D) massless
Dirac fermions and explains many of the electronic properties of SWNTs. In
fact, single-layer graphene has been fabricated and measured recently. These
measurements confirmed the 2D massless Dirac fermion behavior and showed
novel properties such as new spacing in the integer quantum Hall effect and
a Berry-phase contribution to transport properties [66, 67]. One expects that
nanoscale ribbons of graphene would also possess interesting properties and
have the promise of useful applications.

We consider here nanoribbons of graphene with the dangling σ bonds
passivated by hydrogen or other atoms or molecules. As in the case of carbon
nanotubes, graphene nanoribbons of different widths and edge shapes are
possible. Of the homogeneous edged graphene nanoribbons, there are two
common types – one is with armchair-shaped edges (the armchair graphene
nanoribbons AGNR), and the other is with zigzag-shaped edges (the zigzag
graphene nanoribbons ZGNR). These nanoribbons are labeled as n-AGNR
for an armchair-shaped ribbon with n dimer rows forming the width of the
ribbon, and n-ZGNR for a zigzag ribbon with n zigzag chains forming its
width. Within simple tight-binding theory [68–71] or the free massless Dirac
fermion model [72–74], the armchair graphene nanoribbons are metals if n =
3p + 2, where p is an integer; otherwise it is a semiconductor. For the zigzag
nanoribbons, these models yield a metallic system with very special edge
states on both sides of the ribbon regardless of its width [68–78].
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Fig. 11. Calculated bandgaps of Na-AGNRs as a function of the width (wa) ob-
tained (a) from tight-binding calculations and (b) from density-functional calcula-
tions. From [79]

Calculations based on DFT show, however, that GNRs with hydrogen-
passivated armchair- or zigzag-shaped edges both always have nonzero and
direct bandgaps. The origins of the bandgaps for the different types of ho-
mogeneous edges vary. The bandgaps of AGNRs originate from quantum
confinement, and edge effects play a crucial role [79–81]. For the ZGNRs,
the bandgaps arise from a staggered sublattice potential due to spin-ordered
states at the edges [79, 80]. Although the ribbon widths Wa and energy
bandgaps Δa of the GNRs are related to each other primarily in inverse
proportion, there is a rich structure in the ratio of the proportionalities as
in the behavior of carbon nanotubes, as shown in Fig. 11. For the AGNRs,
analytic scaling rules for the size of the bandgaps as a function of width have
been obtained [79]. The results from the analytical expressions are in good
agreement with first-principles calculations, and are useful in analyzing ex-
periments and in studying trends. As in the nanotubes, many-electron effects
are expected to be very important in the quasiparticle and optical excitation
spectra of the graphene nanoribbons. These effects need to be considered for
quantitative understanding of the properties of the nanoribbons. As seen in
Fig. 12, GW calculations of the quasiparticle bandgaps in the AGNRs show
significant enhancements as compared to the DFT Kohn–Sham bandgaps,
very similar to the effects observed in carbon nanotubes [82].

Another interesting and potentially useful phenomenon associated with
the GNRs is that the ZGNRs have been predicted to become half-metals un-
der a transverse external electric field [80]. In this state, the carriers at the
Fermi energy are 100% spin-polarized, and the spin could be tuned with an
external electric field. As mentioned above, if one neglects magnetic effects,
the ZGNRs are found to be metals due to the existence of a half-filled, doubly
degenerate edge-state band at the Fermi energy, with one state localized on
each of the edges. Inclusion of spin effects in local spin-density approxima-
tion (LSDA) calculations, however, shows that the ZGNRs have a magnetic
ordered insulating ground state that is ferromagnetically coupled along one
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Fig. 12. Calculated bandgaps of AGNRs obtained from Kohn–Sham eignvalues
within LDA (open symbols) and from quasiparticle energies within GW approxi-
mation (closed symbols). From [82]

edge and antiferromagnetically coupled across the edges, with a bandgap of
about a few tenths of an eV depending on the width of the ribbon. Appli-
cation of an external electric field transverse to the ribbon length splits the
antiferromagnetic spin-up/spin-down degeneracy of the edge states, resulting
in the occupied and unoccupied states of one spin type moving toward the
middle of the gap and the occupied and unoccupied states of the opposite spin
type moving away from the middle of the gap, as shown in Fig. 13. Above a
certain critical field strength (that depends on the ribbon width), the gap for
one spin type closes, resulting in a metallic state with 100% spin-polarized
carriers or half-metallicity. One can also envision achieving half-metallicity
at a lower field by doping the system with carriers. Moreover, the spin po-
larization of the carriers may be reversed by reversing the direction of the
applied electric field.

The physical origin of this phenomenon is associated with the potential
drop across the ribbon induced by the external electric field. Because the edge
states are ferromagnetically coupled along one edge and antiferromagnetically
coupled across the ribbon, in the presence of a transverse electric field, the
energies of the occupied (α-spin) and unoccupied (β-spin) edge states on
one side are shifted relative to the energies of the occupied (β-spin) and
unoccupied (α-spin) edge states on the other side. This shift in energies results
in the closing of the gap for one spin type and the opening of the gap for the
other spin type. Since the effect is due to the induced potential drop across the
ribbon, it should exhibit a systematic behavior as a function of the applied
field strength and the width of the ribbon. This is illustrated in Fig. 13b
where the bandgaps of ZGNRs with three different widths (n = 8, 16 and 32)
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Fig. 13. Energy bands of n-ZGNRs in a transverse electric field obtained
from LSDA calculations. Δα and Δβ denote the bandgaps of the two spin types.
Left panel: energy bands of a 32-ZGNR in a field of 0.2 V/nm. Right panel: energy
gaps as a function of the electric field strength. The inset shows the normalized
gap δ as a function of the potential drop wEext across the ribbon. From [80]

are shown as a function of the external field strength. As expected, it is
proportionally easier to make the system into a half-metal for wider ribbons.
In particular, as shown in the inset, the normalized bandgaps Δ (defined
as the bandgap in the presence of the field divided by the gap without the
field) as a function of the potential-drop collapse to a single universal curve,
confirming this physical picture.

9 Conclusion

We conclude this chapter with a brief mention of several topics that are of
considerable interest and warrant further exploration. A more comprehensive
understanding of exciton binding and binding energies, particularly in metal-
lic nanotubes, requires further experimental work. Theory has shown that
spin-singlet dark excitons are ubiquitous in nanotubes and can drastically
affect quantum yields and luminescent properties. Extending the experimen-
tal study employing methods that break symmetry to “brighten” the dark
excitons (thermal vibrations, magnetic fields, or controlled introduction of
defects) can play an important role. Another topic that we have not empha-
sized is the spin-triplet excitons. Ab-initio theoretical results are available on
these exciton states [43, 44]. Triplet excitons have lower energies, extremely
long lifetimes, and provide a separate reservoir of dark states. Singlet–triplet
conversion can be affected by magnetic defects as well as multiexciton colli-
sion processes. Exploration of splitting and tuning of triplet exciton energies
with magnetic fields would provide a separate avenue for control. In a related
note, first-principles work on exciton–phonon interactions is needed to further
the understanding of exciton and luminescent dynamics. Another wide-open
field is the ab-initio studies and experimental probes of exciton–exciton in-
teractions in the SWNTs. Other interesting avenues of inquiry involve going
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beyond the single-wall nanotubes. Experiment and theory on photoexcita-
tions in multiwall nanotubes is a largely unexplored area and may provide
complementary or new physics. Similarly, detailed studies of the photophysics
in graphene nanoribbons remain to be carried out, both in theory and experi-
ment; and one expects strong and rich many-electron effects in these systems
also.
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Role of the Aharonov–Bohm Phase
in the Optical Properties of Carbon Nanotubes
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Abstract. A brief review is given on the electronic and optical properties of car-
bon nanotubes with emphasis on Aharonov–Bohm effects. The topics include an
effective-mass description of the electronic states, optical absorption and excitons,
their fine structure, optical absorption for perpendicular polarization, and optical
phonons.

1 Introduction

Carbon nanotubes (CN) are either a metal or semiconductor, depending on
their diameters and helical arrangement. This condition can be obtained
based on the band structure of a two-dimensional (2D) graphite sheet and
periodic boundary conditions along the circumference direction [1]. This re-
sult was predicted first by means of a tight-binding model and also by a
k p method or an effective-mass approximation [2]. The cylindrical shape
leads to a strong Aharonov–Bohm (AB) effect in the band structure due to
a magnetic field parallel to the axis [3, 4]. The purpose of this chapter is to
give a brief review of the AB effect on the electronic and optical properties
of carbon nanotubes, predicted in the k p scheme.

2 Effective-Mass Description

A monolayer graphite (graphene) sheet is a zero-gap semiconductor in which
the conduction and valence bands consist of π states that cross at the K
and K′ points of the Brillouin zone [5]. The structure is shown in Fig. 1
together with the first Brillouin zone and coordinate systems to be used in
the following. Electronic states near a K point are described by the k p
equation [2, 6, 7]:

γ(σ k̂)F (r) = εF (r) , F (r) =
(

FA(r)
FB(r)

)
, (1)

where γ is the band parameter, k̂ = (k̂x, k̂y) = −i∇ is a wavevector operator,
ε is the energy, and σx and σy are the Pauli spin matrices. Two components
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Fig. 1. (a) Lattice structure of a two-dimensional graphite (graphene) sheet. The
coordinates (x′, y′) are fixed on the graphite sheet and (x, y) are chosen in such
a way that x is along the circumference and y is along the axis. (b) The first
Brillouin zone showing the K and K′ points. (c) The coordinates for the nanotube.
An Aharonov–Bohm flux φ is applied along the y-axis direction of the nanotube

of the wavefunction F (r) correspond to the amplitude at A and B sites in a
unit cell. Equation (1) has the form of Weyl’s equation for neutrinos. If we
use a nearest-neighbor tight-binding model with hopping integral −γ0, the
band parameter becomes

γ =
√

3
2

aγ0 , (2)

where a is the lattice constant.
An important feature of the Weyl equation is the presence of a topological

singularity at k = 0. A neutrino has a helicity and its spin is quantized into
the direction of its motion. The spin eigenfunction changes its signature due
to Berry’s phase under a 2π rotation [8]. Correspondingly, the wavefunction
acquires a phase −π when k is rotated around the origin along a closed
contour [9, 10]. The signature change occurs only when the closed contour
encircles the origin k = 0 but not when the contour does not contain k = 0.
This topological anomaly leads to the absence of backward scattering and the
perfect conductance in metallic nanotubes even in the presence of scatterers
unless their potential range is smaller than the lattice constant a [9, 10].
When the Fermi level lies in higher bands, there is a perfectly conducting
channel [11]. This unique property can be affected by various symmetry-
breaking perturbations [12–14].

A singularity at ε = 0 manifests itself in a magnetic field B. Semiclassi-
cally, the Landau levels can be obtained as εn =

√
|n| + (1/2) sgn(n)(

√
2γ/l)

with integer n (n = 0,±1, . . . ), where l is the magnetic length given by
l =

√
c�/eB and sgn(t) stands for the sign of t. There can be no Lan-

dau level at ε = 0. However, a full quantum-mechanical treatment gives
εn =

√
|n| sgn(n)(

√
2γ/l) due to Berry’s phase, leading to the formation of

the Landau level n = 0 at ε = 0 [15].
The structure of a nanotube is specified by a chiral vector L corresponding

to the circumference as shown in Fig. 1. In the following we shall choose the
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x-axis in the circumference direction and the y-axis in the axis direction, i.e.,
L = (L, 0) with L = |L|. The angle η between L and the horizontal axis is
called the chiral angle.

The electronic states can be obtained by imposing the periodic bound-
ary condition in the circumference direction ψ(r + L) = ψ(r) except in
extremely thin tubes. The Bloch functions at a K point change their phase
by exp(iK L) = exp(2πiν/3), where ν = 0 or ±1, determined by L. Be-
cause ψ(r) is written as a product of the Bloch function and the envelope
function, i.e., the neutrino wavefunction F (r), this phase change should be
canceled by that of the envelope functions and the boundary conditions are
given by F (r + L) = F (r) exp(−2πiν/3).

A nonzero curvature causes a shift in the origin of k̂x and k̂y in the k p
Hamiltonian. The shift in the y-direction is irrelevant and that in the x-
direction can be replaced by an effective flux φc. The flux was estimated
as [7, 16]

φc

φ0
=

2π

4
√

3
a

L
p cos 3η , (3)

with φ0 = ch/e being the flux quantum, p = 1−(3/8)γ′/γ, γ = −(
√

3/2)V π
ppa,

and γ′ = −(
√

3/2)(V σ
pp − V π

pp)a, where V π
pp (= −γ0) and V σ

pp are the conven-
tional tight-binding parameters for neighboring p orbitals [16]. The curvature
effect is largest in zigzag nanotubes with η = 0 and absent in armchair nano-
tubes with η = π/6. The above flux is different from that given in [17] in
which V σ

pp was neglected.
The presence of a lattice distortion u = (ux, uy, uz) also causes an effective

flux. It is estimated as [18]

φs

φ0
=

Lg2

2πγ
[(uxx − uyy) cos 3η − 2uxy sin 3η] , (4)

where uμν (μ, ν = x, y) denotes the strain tensor given by

uxx =
∂ux

∂x
+

2πuz

L
, uyy =

∂uy

∂y
, 2uxy =

∂ux

∂y
+

∂uy

∂x
, (5)

and g2 is the interaction energy given by g2 = (α/2)γ0 with α ∼ 1 [18]. This
shows that twist and stretch deformation give rise to nonzero flux in armchair
and zigzag nanotubes, respectively. The coupling constant g2 is about a factor
of three smaller than that discussed using a tight-binding model [19, 20].

In summary, the electronic states in nanotubes can be specified by a single
parameter ϕe defined by

ϕe = −ν

3
+ ϕc + ϕs , ϕc =

φc

φ0
, ϕs =

φs

φ0
, (6)

and energy levels for the K point are obtained by putting kx = κϕe
(n)

with κϕe
(n) = (2π/L)(n + ϕe) and ky = k in the above k p equation
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Fig. 2. The band edges ±(2πγ/L)|n − (φ/φ0)| as a function of φ for metallic
and semiconducting tubes. In the presence of an effective flux φe due to curvature
and/or strain, we have φ = φe for the K point and φ = −φe for the K′ point. An
AB magnetic flux shifts φ in the positive direction as shown by arrows

as ε
(±)
ϕe (n, k) = ±γ

√
κϕe

(n)2 + k2, where n is an integer (n = 0,±1, . . . )
and the upper (+) and lower (−) signs represent the conduction and valence
bands, respectively. For the K′ point, the Schrödinger equation is given by
replacing σ with complex conjugate σ∗ and the boundary condition gives
an effective flux −ϕe leading to kx = κ−ϕe

(n). When φc = φs = 0, a nano-
tube becomes metallic for ν = 0 and semiconducting with gap εG = 4πγ/3L
for ν = ±1.

When a magnetic field is applied parallel to the axis, i.e., in the presence of
a magnetic flux φ passing through the cross section, the AB flux leads to the
change in the boundary condition ψ(r + L) = ψ(r) exp(+2πiϕ), where ϕ =
φ/φ0. Consequently, κϕe

(n) is replaced with κϕ+ϕe
(n) for the K point and

κ−ϕe
(n) with κϕ−ϕe

(n) for the K′ point. The energy bands are given by
ε
(±)
ϕ+ϕe

(n, k) and ε
(±)
ϕ−ϕe

(n, k) for the K and K′ points, respectively. Figure 2

shows a schematic illustration of the band edges ε
(±)
ϕ±ϕe

(n, 0). The gap exhibits
an oscillation between 0 and 2πγ/L with a period φ0 with the change in the
AB flux φ [2]. This giant AB effect on the bandgap is a unique property
of nanotubes. In summary, the boundary conditions become ψ(r + L) =
ψ(r) exp[2πi(ϕ+ϕc +ϕs)] or F (r +L) = exp[2πi(∓ν/3+ϕ+ϕc +ϕs)] with
the upper and lower signs for the K and K′ points, respectively.
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Fig. 3. Calculated bandgaps
(dashed lines) and exciton absorp-
tion energies (solid lines) of the
first and second bands as a func-
tion of the effective Coulomb en-
ergy in the absence of flux for var-
ious cutoff energies

3 Excitons

A carbon nanotube has characteristic optical properties. In fact, the absorp-
tion of light polarized perpendicular to the axis is known to be suppressed
considerably because of a strong depolarization effect in comparison with that
of light polarized parallel to the axis [21, 22], and the Coulomb interaction
plays a crucial role. Interaction effects on the band structure were evaluated
within a conventional screened Hartree–Fock approximation and were shown
to enhance the bandgap considerably [23]. It was shown further that the ex-
citon effect is extremely important because of the one-dimensional nature of
the nanotube [23].

A later calculation of quasiparticle energies using a full dynamical random-
phase approximation [24, 25], which is often called the GW approxima-
tion [26–28], showed that the screened Hartree-Fock approximation works
sufficiently well in semiconducting nanotubes and in metallic nanotubes apart
from bands with a linear dispersion. It was demonstrated that the self-energy
shift depends on the cutoff energy, leading to an extra logarithmic dependence
on the diameter. The energy bands and excitons were calculated carefully in-
cluding this cutoff dependence [29].

Within the effective-mass approximation, the strength of the electron–
electron interaction is characterized by the dimensionless parameter (e2/κL)
(2πγ/L)−1 independent of L, where κ is a static dielectric constant describ-
ing the effects of the polarization of electrons of core states, σ bands, π
bands away from the K and K′ points, and the surrounding material. In
bulk graphite we have κ ≈ 2.4 [30]. Although the exact value of κ is un-
known in nanotubes, the interaction parameter is expected to lie in the
range 0.1 � (e2/κL)(2πγ/L)−1 � 0.2.
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Fig. 4. The ratio of the ab-
sorption energies (solid lines) and
bandgaps (dashed lines) between
the first and second bands as a
function of the effective Coulomb
energy

Fig. 5. Calculated amplitude of
the wavefunction of an exciton as
a function of the distance between
an electron and a hole along the
axis direction for a fixed distance
in the circumference direction

Figure 3 shows the bandgaps and the lowest exciton absorption energies
associated with the fundamental and second gaps as a function of the ef-
fective Coulomb energy (e2/κL) (2πγ/L)−1 in the absence of magnetic flux.
A dominant feature is the enhancement of the bandgaps with the increase of
the interaction strength. The binding energy of excitons increases with the
interaction but remains smaller than the bandgap enhancement. As a result,
the absorption energies become higher than the bandgap without interaction.
Further, interaction effects on the bandgap and the exciton binding energy
are larger for the second band than for the first band.
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Fig. 6. Calculated optical absorp-
tion spectrum of a semiconduct-
ing nanotube. The solid and dot-
ted lines represent spectra in the
presence and absence of interac-
tion, respectively. The band edges
are indicated by vertical arrows

The cutoff energy εc is of the order of half the π bandwidth ∼ 3γ0. This
leads to εc(2πγ/L)−1 ∼ (

√
3/π)(L/a), i.e., εc(2πγ/L)−1 ∼ 10 for typical

CNs with diameter ∼ 1.4 nm. Figure 4 shows the ratio of the excitation
energies of the second gap and that of the first gap. The ratio is essentially
independent of the cutoff energy and therefore of the diameter. Further, the
ratio of the exciton energies decreases from two in the absence of interaction
to about 1.8 in the presence of the interaction. This explains the feature of
the experimental results quite well.

Figure 5 shows an example of the exciton wavefunctions. The position of
a hole is fixed at the origin (x, y) = (0, 0) and the amplitude for an electron
is shown along the x-direction parallel to the axis and for several values
of y along the circumference. The amplitude is independent of the distance
toward the circumference direction except in the extreme vicinity of the hole,
showing that interband mixing effects are not important and that the exciton
is uniformly extended in the circumference direction.

Some examples of the absorption spectra are shown in Fig. 6 for εc

(2πγ/L)−1 = 10 and (e2/κL)(2πγ/L)−1 = 0.1. Most of the absorption inten-
sity is transferred to the exciton ground state from the interband continuum
for both the first and second gaps. In this figure the absorption for the sec-
ond gap has a larger broadening than that for the first gap simply because a
larger phenomenological broadening has been introduced due to the necessity
in the calculation.

In the present scheme the relevant parameter γ is related to the nearest-
neighbor hopping integral γ0 through γ =

√
3aγ0/2. Figure 7 shows the com-

parison of the calculated absorption energies with some of the existing exper-
iments [31–33] for γ0 = 2.7 eV. It is concluded that the overall dependence
on the circumference and the diameter is in good agreement with the experi-
ments. It should be noted that γ need not be the same as that of 2D graphite
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Fig. 7. The inverse of the ab-
sorption energies as a function
of the circumference and the di-
ameter. The experimental results
(Ichida et al. [31, 33] and Bachilo
et al. [32]) are plotted using γ0 =
2.7 eV

obtained by inclusion of interaction effects. Experimental results depend on
the chirality as well as the diameter (so-called family effect), in particular,
for thin nanotubes. In thin nanotubes various effects, neglected completely
in the present approximation scheme, start to manifest themselves.

Quasiparticle spectra of nanotubes were calculated using a first-principles
GW method [34], and calculations were performed also for optical absorp-
tion spectra with the inclusion of excitonic final-state interactions [35–38].
There have also been some reports on a phenomenological description of
excitons [39, 40].

4 Exciton Fine Structure and Aharonov–Bohm Effect

Because of the electron spin and the presence of K and K′ points, there are
16 exciton states. They can be written, for example, as |KK’〉, where an elec-
tron is in the conduction band at the K point and a hole in the valence band
at the K′ point. Similar definitions can be made for other combinations. First,
by a short-range part of the Coulomb interaction giving rise to scattering of
an electron between the K and K′ points, the excitons |KK〉 and |K ′K ′〉 are
coupled to form a bonding state |KK–K ′K ′(+)〉 with a lower energy and an
antibonding |KK–K ′K ′(−)〉 with a higher energy. Because of the momen-
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Fig. 8. The energy levels of exci-
tons as a function of w1/w2. The
singlet and triplet states are de-
generate for |KK–K′K′(−)〉.
The crossing of singlet
|KK–K′K′(+)〉 (bright) and
|KK–K′K′(−)〉 (dark) oc-
curs around at w1/w2 = 0.25.
(e2/κL) × (2πγ/L)−1 = 0.2

tum conservation, the |KK’〉 and |K’K〉 excitons remain decoupled by this
interaction. The matrix element of this interaction is given by [41]

V
(2)
(K′2,K1)(K4,K′3) = Ω0w2

∫
dr

[
FK′A

2 (r)∗FKA
1 (r)FKA

4 (r)∗FK′A
3 (r) (7)

+ FK′B
2 (r)∗FKB

1 (r)FKB
4 (r)∗FK′B

3 (r)
]
, (8)

with

w2 ≈
∑
R

V (R)ei(K−K′) R , (9)

where Ω0 =
√

3a2/2 is the area of a unit cell, F K and F K′
are the two-

component wavefunctions for the K and K′ points, respectively, and V (R)
stands for the Coulomb potential between π orbitals with lattice separa-
tion R. A similar equation can be rewritten also for V

(2)
(K2,K′1)(K′4,K3).

These excitons split into spin-singlet and triplet states due to the ex-
change interaction. Among them only the singlet |KK-K ′K ′(+)〉 exciton is
optically allowed (bright) and all others do not contribute to absorption and
emission (dark). The exchange interaction arises due to a short-range part
of the Coulomb interaction within the K and K′ points, not included in the
effective-mass approximation [41],

V
(1)
(K2,K1)(K4,K3) = Ω0w1

∫
dr

[
F K

2 (r)†σzF
K
1 (r)

][
F K

4 (r)†σzF
K
3 (r)

]
,

(10)
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Fig. 9. Calculated energy levels of the singlet and triplet excitons as a function of
the flux for the parameter w2/γ0 = 1.5 in semiconducting nanotubes with ν = 1 and
circumference L/a = 10. (e2/κL)(2πγ/L)−1 = 0.2. (a) w1/w2 = 0.4 and (b) 0.2

with

w1 ≈ 1
2

∑
R

[V (R) − V (R − τ )] , (11)

where σz is the z-component of the Pauli matrix and τ is a vector connecting
nearest-neighbor atoms shown in Fig. 1. When we assume the simple Coulomb
form V (R) ∝ e2/|R| for R �= 0, we have

w1 ≈ 1
2
[V (0) − c1V (a)] , w2 ≈ V (0) − c2V (a) , (12)

where c1 and c2 are constants given by c1 = 2.67 . . . and c2 = 1.54 . . .
determined by the lattice structure alone. This shows that w1 � w2/2. If we
use the Ohno potential V (R)=U [(U |R|/e2)2+1]−1/2with U ≈11.3 eV [42,43],
we have w1/w2 ∼ 0.17.

The amount of the splitting and shift is of the order of (a/L)2w2 or
(a/L)2w1, in contrast to ∝ a/L suggested in [44], and therefore becomes
rapidly smaller with L. Figure 8 shows the exciton energy levels determined
by w1 and w2 as a function of w1/w2. Except in the case of w1 = 0, the triplet
states are lower in energy and the bright exciton, i.e., singlet |KK–K ′K ′(+)〉,
increases in energy with the increase of w1/w2. Around w1/w2 = 0.25 it
becomes higher than the dark singlet exciton |KK–K ′K ′(−)〉.

This exciton fine structure is strongly affected by an Aharonov–Bohm
magnetic flux because of the splitting of the K and K′ points as shown
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Fig. 10. Calculated dynamical conductivity describing the absorption spectra. The
solid lines represent the conductivity and the dotted lines contributions of two
singlet KK–K′K′ excitons. The flux φ is varied with interval Δφ/φ0 = 0.001 up
to φmax/φ0 = 0.02. Curves of different φ are shifted in the vertical direction. The
peak positions in the presence and absence of the short-range interaction are shown
also. A phenomenological broadening Γ (2πγ/L)−1 = 0.01 is introduced. L/a =
10. (e2/κL)(2πγ/L)−1 = 0.2. (a) w1/w2 = 0.4 and (b) 0.2

in Fig. 2. This Aharonov–Bohm splitting was observed in recent experi-
ments [45–50]. Figure 9 shows some examples of the energy levels of the singlet
and triplet excitons as a function of the flux for the parameter w2/γ0 = 1.5 in
nanotubes with circumference L/a = 10. For w1/w2 = 0.4 the highest-energy
exciton is bright, while for w1/w2 = 0.2 the bright exciton has a lower energy
than the antibonding states of singlet |KK〉 and |K ′K ′〉 excitons. Mixing
between the K and K′ points diminishes rapidly with the increase of the flux
and excitons for the K and K′ points become independent of each other for
a sufficiently large AB flux. On the other hand, |KK’〉 and |K’K〉 excitons
remain at the same energy because of the cancelation of flux effects between
the conduction and valence bands.

Figure 10 shows some examples of the dynamical conductivity describing
the absorption spectra. In the absence of flux, a single absorption peak ap-
pears only at the energy of the bonding combination of |KK〉 and |K ′K ′〉
excitons depending on the ratio w1/w2, as mentioned above. When w1/w2 >
0.25, the bright |KK–K ′K ′(+)〉 exciton lies higher in energy than the dark
|KK–K ′K ′(−)〉 exciton and a new peak appears in the low-energy side.
When w1/w2 < 0.25, on the other hand, the bright |KK–K ′K ′(+)〉 exci-
ton lies lower than the dark |KK–K ′K ′(−)〉 exciton and a new peak appears
in the high-energy side.



240 Tsuneya Ando

Fig. 11. Examples of calculated absorption spectra for light polarized perpendic-
ular to the axis. The dashed lines turn into the solid lines by the depolarization
effect. (a) (e2/κL)(2πγ/L)−1 = 0.1. (b) 0.25

An important characteristic feature of the experimental results of the
Aharonov–Bohm splitting [45–50] is that the splitting does not seem to be-
come observable until the magnetic flux reaches a certain critical value and
then starts to increase with the flux. This is consistent with the above result
that two peaks become observable only when the Aharonov–Bohm splitting
exceeds the mixing between the |KK〉 and |K ′K ′〉 exciton due to the short-
range Coulomb interaction. A detailed and careful experimental study of the
Aharonov–Bohm effect on the exciton may be used to determine the relative
ordering of bright and dark excitons.

The exciton fine structure has been discussed also in different methods,
including first-principles [44, 51–53]. The Aharonov–Bohm effect on the dark
and bright excitons was also suggested in [48] and recently observed in pho-
toluminescence experiments [54].

5 Exciton Absorption for Crosspolarized Light

The interband absorption for perpendicular polarization is known to be sup-
pressed considerably because of a strong depolarization effect in comparison
with that of light polarized parallel to the axis [21, 22]. However, a peak
appears when the strong exciton effect is taken into account [55].

When the depolarization effect is ignored completely, the dynamical con-
ductivity giving the absorption spectrum is given by

σl
xx(ω) =

2�e2

AL

∑
KK′

∑
u

−2i�ω|〈u, l|v̂l
x|g〉|2

εu[ε2
u − (�ω)2 − 2i�ωΓ ]

, (13)
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Fig. 12. The exciton energies
for the perpendicular (solid lines)
and parallel polarization (dashed
lines). The dependence is larger
for the perpendicular polarization

where εu and |u, l〉 represent the energy and the wavefunction of the elec-
tron–hole pair, |g〉 is the ground-state wavefunction, v̂l

x is the velocity in the
circumference direction corresponding to the wave number 2πl/L (l = ±1),
and Γ is a phenomenological energy broadening.

The depolarization effect can be included in a self-consistent manner by
considering the electric field corresponding to the polarization [21, 22]. As a
result, the effective dynamical conductivity becomes

σ̃l
xx(ω) =

σl
xx(ω)

εl
xx(ω)

, εl
xx(ω) = 1 +

4π2i|l|
κLω

σl
xx(ω) . (14)

The absorption is proportional to the real part of σ̃xx(ω) given by

σ̃xx(ω) =
1
2
[
σ̃l=1

xx (ω) + σ̃l=−1
xx (ω)

]
. (15)

This shows that the excitation energy is given by a zero point of the dielectric
function εl=±1

xx (ω). Actually, we have σl=1
xx (ω) = σl=−1

xx (ω) within the present
effective-mass scheme and therefore εl=1

xx (ω) = εl=−1
xx (ω). In the presence of

a slight asymmetry between the conduction and valence bands, σl=1
xx (ω) �=

σl=−1
xx (ω) and therefore the absorption peak splits into two.

Figure 11 shows some examples of calculated absorption spectra. The
dashed lines change into the solid lines by the depolarization effect. The ab-
sorption intensity is reduced by the depolarization effect, but the exciton
manifests itself due to its large binding energy. Figure 12 shows the exciton
energies for both parallel and perpendicular polarization. In the absence of
interaction, the excitation energy for the perpendicular polarization is at the
middle of those of the first and second gaps in the case of the parallel polar-
ization. For the interaction strength (e2/κL)(2πγ/L)−1 � 0.1 corresponding
to actual systems, however, the exciton energy for the perpendicular polar-
ization is closer to the second gap.
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Fig. 13. The oscillator strength
of the exciton absorption for
the perpendicular (solid lines)
and parallel polarization (dashed
lines)

Figure 13 compares the oscillator strength of the exciton absorption be-
tween the case of the parallel and perpendicular polarization. The strength
for the perpendicular polarization is about 10–20% of that for the parallel
polarization. In spite of this weakening of the intensity, it is certainly possible
to observe exciton peaks for the perpendicular case.

Photoluminescence spectra of single-wall nanotubes were decomposed into
those associated with absorption of parallel and perpendicular light [56]. The
obtained spectra for perpendicular polarization showed that a peak with in-
tensity about an order-of-magnitude smaller than that for parallel polariza-
tion appears at a position closer to that of the second lowest peak for parallel
polarization. This result seems to be consistent with the theoretical predic-
tion of the exciton absorption and emission of perpendicularly polarized light.
The exciton peaks for perpendicular polarization were theoretically discussed
in very thin nanotubes [36, 53].

6 Optical Phonons

Long-wavelength phonons play important roles in electron–phonon interac-
tion and are usually described well by a continuum model. An equation of
motion for optical phonons of two-dimensional graphite in the long-wave-
length limit has been derived based on a valence-force-field model [18]. In
nanotubes the wavevector becomes discrete in the circumference direction
qx = 2πj/L with integer j and remains continuous in the axis direction (q).
In the following we shall confine ourselves to the long-wavelength limit, j = 0
and qL 
 1. Then, the phonon Hamiltonian is written as

Hph =
∑
q,μ

�ω0

(
b†qμbqμ +

1
2

)
, (16)
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where μ denotes the mode (μ = l for the longitudinal mode with the dis-
placement in the axis direction and μ = t for the transverse mode with the
displacement in the circumference direction), and b†qμ and bqμ are the creation
and destruction operators, respectively [57].

The lattice displacement can be expanded as

u(r) =
∑
qμ

√
�

2NMω0
(bqμ + b†−qμ)eqμeiqy , (17)

where N is the number of unit cells, M is the mass of a carbon atom, and

eql = i(0, q/|q|) , eqt = i(q/|q|, 0) . (18)

The interaction between optical phonons and electrons is described by the
Hamiltonian

Hint = −
√

2
βγ

b2
σ × u(r) , (19)

where b = a/
√

3 is the equilibrium bond length and β = −d ln γ0/d ln b
with γ0 being the resonance integral between nearest-neighbor carbon atoms
appearing in a tight-binding model related to γ through γ = (

√
3a/2)γ0 with

a = 2.46 Å being the lattice constant [57]. The corresponding results for the
K′ point are obtained by replacing σ by σ∗.

Because the interaction is weak, the shift Δω and the broadening Γ of
the phonon frequency are given by the lowest-order perturbation. They are
given by

Δωμ =
1
�
�Πμ(q, ω0) , Γμ = −1

�
�Πμ(q, ω0) , (20)

where Πμ(q, ω) is the self-energy of the phonon Green’s function. For the
contribution of the K point, for example, we have

Πμ(q, ω) = −gs

∑
s,s′

∑
n

∫
dk

2π

(βγ

b2

)2 �

NMω0

× 1
2

(
1 ± ss′[κνϕ(n)2 − k(k − q)]√

κνϕ(n)2 + k2
√

κνϕ(n)2 + (k − q)2

)

×
f [εs

νϕ(n, k)] − f [εs′

νϕ(n, k − q)]
�ω − εs

νϕ(n, k) + εs′
νϕ(n, k − q) + i0

, (21)

where f(ε) is the Fermi distribution function and the upper and lower signs
correspond to μ = l and t, respectively. The factor two comes from the
electron spin. The correct self-energy is obtained by subtracting from the
above the contribution in 2D graphite, which is obtained by the summation
over a discrete wavevector in the circumference direction κνϕ(n) replaced
with a continuous integration.
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Fig. 14. Calculated frequency
shifts of the optical phonons. The
transverse and longitudinal modes
are denoted by TO and LO, re-
spectively. The shadowed region
shows the broadening. The lon-
gitudinal mode is lowered in fre-
quency and has large broadening
in metallic nanotubes

The self-energy shows that a singular behavior occurs when the denomi-
nator vanishes. Because the phonon frequency is usually much smaller than
bandgaps in semiconducting nanotubes, this occurs in metallic nanotubes
with/without an Aharonov–Bohm magnetic flux and strain or in narrow-gap
semiconductors with a small gap due to curvature. In fact, the most notable
feature appears in the broadening.

Γt = α(L)ω0
gvgsπϕ2

ω̃
√

ω̃2 − 4ϕ2
, (22)

Γl = α(L)ω0
gvgsπ

4

√
1 −

(
2ϕ

ω̃

)2

, (23)

α(L) = λ
a

L
, (24)

with ω̃ = �ω0(2πγ/L)−1, where λ is the dimensionless parameter

λ =
27
π

β2γ0
�

2

2Ma2

(
1

�ω0

)2

. (25)

For the parameter �ω0 = 0.196 eV, γ0 = 2.63 eV, and β = 2, the parameter
becomes λ = 0.08, but can be larger or smaller depending on β.

Figure 14 shows the frequency shift as a function of the circumference L.
The broadening appears only in the longitudinal mode in metallic nanotubes
and is shown by the dark region in the figure. In metallic nanotubes, the fre-
quency decreases for the longitudinal mode and increases for the transverse
mode. In semiconducting nanotubes, the behavior is completely opposite al-
though the shift itself is much smaller.
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Fig. 15. The broadening of opti-
cal phonons in metallic nanotubes
as a function of the bandgap in-
duced by Aharonov–Bohm flux.
When the gap reaches the optical-
phonon energy �ω0, the broaden-
ing disappears for the longitudinal
mode and becomes infinite for the
transverse mode

Figure 15 shows the broadening as a function of the Aharonov–Bohm
gap 4πγ|ϕ|/L. For the transverse mode, with the increase of the gap, the
broadening increases in proportion to ϕ2, diverges when the gap reaches the
optical-phonon energy �ω0, and vanishes when the gap exceeds the phonon
energy. For the longitudinal mode, on the other hand, the broadening gradu-
ally decreases with the magnetic flux and vanishes when the gap reaches the
phonon energy �ω0.

The magnetic field required for the observation of this anomaly is about
200T for typical single-wall nanotubes with diameter ∼ 1.5 nm. This Aharo-
nov–Bohm effect can be used for the determination of a narrow gap present
in chiral nanotubes or in strained nanotubes, because this gap is also a result
of an effective flux [7] as has been discussed in Sect. 2. Further, this effect
can be sensitive to carrier doping.

Optical-phonon modes in nanotubes were studied theoretically using var-
ious methods such as the zone-folding scheme [58], force-constant mod-
els [59,60], first-principles methods [61–68] and some combinations [69]. Some
of the features are in agreement with the results of these calculations, but
there seem to remain significant disagreements among them and with the
present results. The results can be compared with the G+ and G− peaks ex-
perimentally obtained [70]. The amount of the peak splitting seems to be in
good agreement with the experiments for metallic nanotubes, but is smaller
than the experiments for semiconducting nanotubes. The broadening of the
longitudinal mode in metallic nanotubes predicted theoretically has the same
order of magnitude as that of the G− peak observed experimentally.
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Abstract. This chapter includes both experimental and theoretical results on Ra-
man spectroscopy of carbon nanotubes. Raman-scattering measurements are re-
ported on the effect of using different kinds of carbon nanotube samples. Resonance
Raman profiles (intensity vs. excitation energy), associated with different types of
carbon nanotubes have been obtained from a quasicontinuous change of the exci-
tation energy. Experimental plots of optical transition energies as a function of the
nanotube diameter have been obtained from the experiments and can be directly
compared with theoretical calculations. In the theory part, we have investigated the
Raman spectra of the first-order Raman process in terms of excitonic states and
their interaction with photons and phonons. We compare these results with former
theoretical results obtained on the basis of the electron–hole pair picture. We show
that the Raman intensity shows a unique chiral-angle and diameter dependence for
single-wall carbon nanotubes.

1 Introduction

1.1 Outline

In this chapter, we present recent progress on resonance Raman spec-
troscopy (RRS) of single-wall carbon nanotubes (SWNTs), which has been
investigated intensively since the first observation of RRS from a single indi-
vidual SWNT [1]. RRS is widely used for the sample evaluation and charac-
terization of carbon nanotubes because it is a noncontact and nondestructive
measurement, operated at room temperature and in air (see the contribution
by Yamamoto et al., and the contribution by Jorio et al.). By changing the
laser excitation energies, we can observe resonance-enhancement phenomena
associated with the Raman intensity from which we can assign (n,m) values
to individual SWNTs precisely. Now we know that the RRS intensity for an
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Topics Appl. Physics 111, 251–286 (2008)
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(n,m) SWNT has a strong chirality and diameter dependence. Thus, we can
determine the population of specific (n,m) nanotubes in the sample by com-
bining experiment and theory. Thus, an understanding of the Raman spectra
of SWNTs is important from both a scientific and an applications point of
view.

An important concept in RRS is the exciton picture in which a photo-
excited electron and hole pair is combined into an exciton. In semiconductor
physics, the exciton normally has a binding energy on the order of a few meV
and is observed only at a low temperature. However, for one-dimensional (1D)
materials, the exciton binding energy (0.3–0.5 eV) is much larger than the
thermal energy kBT at room temperature (see the contribution by Spataru
et al.) and thus exciton effects can be obtained even at room temperature. Be-
cause of the localized wavefunction of an exciton, the intensity of the optical
process is enhanced significantly, and thus, Raman spectroscopy in SWNTs
is dominated by excitons from photoexcited electron–hole pairs.

In this contribution, we give an overview of both observations and calcu-
lations of RRS phenomena in SWNTs. In Sect. 2, we review the Raman spec-
tra observed for the various spectral features, including the radial breathing
modes (RBM), G-band, G’-band, and so on. In Sect. 3, the resonance Raman
profile is discussed. In Sect. 4 we discuss Raman intensity calculations using
exciton wavefunctions. The results for the exciton Raman intensity are com-
pared with the corresponding results obtained for free electron–hole pairs.
Finally, in Sect. 5, topics of special interest are briefly discussed and future
directions for the field are suggested.

1.2 Overview of Resonance Raman Measurements

Resonance Raman spectra of SWNTs are usually acquired using a triple-
monochromator micro-Raman setup in a backscattering configuration. The
fore-monochromator stage is used to eliminate the light originating from elas-
tic scattering processes and the spectrograph is responsible for the dispersion
of the light originating from the inelastic scattering. Alternatively, a single-
monochromator micro-Raman system can be used. In this case the scattered
light goes directly from the sample to the spectrograph stage passing by a
notch filter that blocks the elastic scattered light. A more intense Raman
signal is obtained with a single monochromator. However, when many laser
excitation energies are used in the experiment, such as in a tunable laser, a
triple-monochromator setup is necessary.

Most of the experiments described here were performed using both dis-
crete excitation energies from Ar:Kr and He:Ne lasers, and tunable Ti:sapp-
hire and dye lasers. Both Ti:sapphire and dye lasers are usually pumped by an
Ar ion laser in a multiline mode, with output power ≥ 5W. The Ti:sapphire
laser provides output wavelengths in the near-infrared (NIR) range from
(1080 to 700 nm) and the dye laser allows us to change the output wave-
lengths in the visible region and the specific wavelength range depends on
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the kind of dye solution used. Usually, three different dyes are used in the
experiments described here: DCM special1, rhodamine 590, and rhodamine
560, whose output wavelengths range from 680 to 520 nm. For wavelengths
in the range from 520 to 458 nm, several discrete lines of the Ar:Kr laser are
frequently used.

In micro-Raman measurements, an optical microscope is attached to the
system so that we can get a spatial resolution up to the wavelength of the
light. Usually the samples are focused using 10×, 50× and 100× objectives
for SWNTs in solution, in bundles and isolated on a SiO2 substrate, respec-
tively. In experiments with carbon-nanotube samples on SiO2 substrates or
suspended in aqueous solution, high laser power density (up to 40mW/μm2)
can be used without heating or damaging the samples. For nanotube sam-
ples in bundles or as isolated SWNTs suspended in air, a low power density
(< 1mW/μm2) must be used. For polarized Raman experiments, an analyzer
is placed after the microscope and two half-wave plates are placed, one before
and another after the microscope, to rotate the polarization of the incident
and scattered light in relation to the nanotube axis. Alternatively, only one
half-wave plate that rotates both the incident and scattered light can be used.

1.3 Overview of the Raman Intensity Calculation

The resonance Raman intensity calculation is based on several other compu-
tational programs, such as that of 1. the electronic structure, 2. the phonon
dispersion, 3. the electron–photon interaction, and 4. the electron–phonon
interaction. The first-order Raman process (Fig. 1) consists of optical ab-
sorption (Mop(μ, k)), phonon emission (M el–ph(μ, k)), and photon emission
(Mop(μ, k)), which are calculated by the following intensity formula for each
phonon mode at the center of the Brillouin zone with energy Eph and for the
μth cutting line2 and for a given laser energy EL

Iμ(EL) =
∑

μ

∫ ∣∣∣∣
Mop(μ, k)M el−ph(μ, k)Mop(μ, k)

[EL − Eμ(k) − iγ] [EL − Eμ(k) − Eph − iγ]

∣∣∣∣
2

dk. (1)

Here, the integration on k is taken for the μth cutting line that is relevant
to the ith optical transition (Eii) [2, 4]. In the second-order resonance Ra-
man spectra, two-phonon scattering (instead of one) occurs in the Raman
processes [5, 6]. For defect-induced Raman features such as the D-band, we
need to consider the elastic scattering of an electron in one of the two pos-
sible sequences of scattering processes in a second-order Raman process [7].

1 DCM special is a 1 : 1 mixture of the dyes DCM (4-dicyanomethylene-2-
methyl-6-p-dimethylaminostyryl-4H-pyran [C19H17N3]) and sulphorhodamine B
(C27H30N2S2O3).

2 The cutting line is defined by the one-dimensional Brillouin zone lines of a SWNT
in the two-dimensional Brillouin zone of graphite [2, 3].
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Fig. 1. First-order resonance Raman processes, (a) incident resonance process and
(b) scattered resonance process. G, a and b denote, respectively, the ground state
and the intermediate states

In second-order Raman processes, the scattering of a phonon can have a fi-
nite k value since an electron can go back to its original position to recombine
with the hole [5]. The electronic and phonon structures are calculated by the
extended tight-binding method in which up to 20th nearest-neighbor param-
eters are fitted to the first-principles calculation to reproduce the interatomic
potential and the energy dispersion of the electrons and phonons [8].

When we consider many-body effects such as the Coulomb interaction
between a photoexcited electron and valence electrons, the electron–hole
wavefunction is localized in real space to form an exciton by mixing dif-
ferent k states. The exciton wavefunction is calculated by solving the Bethe–
Salpeter equation within the extended tight-binding method [9]. The exciton
wavefunction is used for calculating the exciton–photon and exciton–phonon
interactions as well as the Raman intensity [10, 11].

In a real RRS process, we do not expect a singular resonance response
at EL = Eμ(k) (Fig. 1a) or EL = Eμ(k) + Eph (Fig. 1b), but rather a finite
response because of the resonance width γ. The γ values in resonance Raman
spectra appear in the denominators (EL−E(k)−iγ) or (EL−E(k)−Eph−iγ)
of (1) that give an energy width of γ in the resonance Raman profile. The
origin of γ is associated with the finite lifetime of the scattering event that is
expressed as an energy by the uncertainty relation of quantum mechanics [12].
Since the phonon emission lifetime is less than 1 ps, the corresponding energy
width is about 0.1 eV. Thus, for intensity calculations, the explicit consider-
ation of γ values is essential.
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2 Measurement of Raman Spectra

2.1 Raman Spectra of SWNTs

In Fig. 2, we show the Raman spectrum for bundled SWNT samples. The low-
frequency features (100–400 cm−1) show the radial breathing mode (RBM),
associated with vibrations of carbon atoms in a radial direction from the
nanotube axis associated with all SWNTs within the resonance window
of EL. The band observed between 1500 and 1600 cm−1 is associated with
the highest-frequency optical phonon modes at the Γ -point in the Brillouin
zone. This band is also denoted by the graphite-like band or simply the
G band, because these modes originate from the even parity E2g Raman
mode of graphite, which in the case of nanotubes splits into G+ and G−

peaks. In addition to the G-band, we can see in the spectrum of Fig. 2 the
defect-induced band (also denoted by the D-band) at ∼ 1300 cm−1 that is
induced by the presence of amorphous carbon remaining from the synthesis
or by symmetry-breaking defects in the nanotube structure and this Raman
feature originates from a double-resonance process [5]. The overtone of the
D-band called the G′-band (also seen in highly oriented graphite) is observed
at around 2600 cm−1. The inset (a) in Fig. 2 represents a zoom of the spec-
tral range between the RBM and the D-band, from 600 to 1100 cm−1. We
can see in the zoom the presence of several low-intensity features, and since
their frequency occurs between the low- and the high-frequency regions, we
call these modes intermediate-frequency modes (IFMs). Most of these modes
are associated with second-order (two phonon) Raman processes. Other weak
features observed in Fig. 2 with frequencies above the G-band also originate
from a two-phonon process. The so-called M (2oTO) and iTOLA features are
enlarged in the inset (b) in Fig. 2.

In the following sections we discuss in some detail all of these features
in the Raman spectra and the recent advances in the understanding of the
nanotube physics provided from RRS.

2.2 The Radial Breathing Mode

The radial breathing mode is a totally symmetric vibrational mode associ-
ated with the vibration of carbon atoms in a radial direction in relation to
the nanotube axis. Theoretical and experimental results show that the RBM
frequency (ωRBM) is inversely proportional to the nanotube diameter, fol-
lowing the equation, ωRBM = A/dt + B. The parameters A (cm−1nm) and
B (cm−1) are determined experimentally and different values have been ob-
tained for 1. nanotubes on a SiO2 substrate [1] (A = 248, B = 0), 2. bundled
nanotubes3 [13] (A = 239, B = 0), 3. dispersed in aqueous solution [14]
(A = 218, B = 16) or 4. free-standing nanotubes [15] (A = 204, B = 27).

3 Based on the formula for an (n, m) tube, ωRBM = {239 − 5(n − m)/n}/dt.
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Fig. 2. Raman spectrum of SWNT bundles (HiPco) obtained with excitation
laser energy EL = 1.96 eV. The radial breathing mode (RBM), the disorder-in-
duced (D) band, the graphite-like (G+ and G−) band, the intermediate-frequency
modes (IFMs), G′-band, M and iTOLA bands are observed in the figure. The
ranges associated with the IFM (600–1100 cm−1) and the M and iTOLA bands
(1650–2000 cm−1) are enlarged in the insets (a) and (b), respectively

Because of its dependence on the nanotube diameter, the spectra of this
mode is largely used for the characterization of the diameter distribution in
a carbon-nanotube sample. The Raman intensity for the RBM is strongly
enhanced when the incident or scattered light is in resonance with an exci-
tonic transition according to (1). Thus, the Raman spectra of the RBMs for a
sample composed of an ensemble of different nanotube chiralities is strongly
dependent on EL because for each value of EL, the optical transition energies
(Eii) for different SWNTs are in resonance, and thus, the intensity of the
RBM for these nanotubes is resonantly enhanced. Figures 3a and b show the
RBM spectra obtained using different laser excitation energies (EL) for two
SWNT samples produced by the HiPco [16] and arc-discharge [17] methods,
respectively (see the description of these synthesis methods in the contribu-
tion by Joselevich et al.). We can see in Fig. 3 the strong dependence of the
RBM spectra on EL and on the synthesis method and synthesis conditions
used in the growth process, because of the different distribution of nanotube
diameters in the two samples. The arc-discharge sample shows RBM peaks
at lower frequencies than the RBMs observed for the HiPco sample, showing
that the HiPco synthesis method produces smaller-diameter nanotubes.

The strong resonance enhancement in the RBM Raman spectra makes it
possible to observe the Raman spectrum of one single nanotube when the
energy of the incident or the scattered light is in resonance with the energy
of an optical transition to an excitonic level. The observation of the RBM
for single nanotubes allows us to get the (n,m) assignment for the nanotube
observed as described in [1]. Figure 3c shows some RBM spectra for isolated



Resonance Raman Spectroscopy 257

Fig. 3. RBM Raman spectra, obtained with different laser excitation energies, of
bundled carbon nanotube samples prepared by the (a) arc-discharge and (b) HiPco
methods. (c) RBM Raman spectra, obtained with EL = 2.19 eV, for 5 different
isolated SWNTs grown by the HiPco method on an SiO2 substrate. (d) a ωRBM

vs. dt plot and their fitting functions. CVD SWNTs on SiO2 (×), HiPco SWNTs
on SiO2 (solid circles), HiPco SWNTs in solution [14] (open circles), free-standing
SWNTs [15] (gray squares), whose data is fitted, respectively, to ωRBM = A/dt +B,
with (A, B) = (248, 0) for CVD [1], (218,16) for HiPco [14], and (204,17) for free-
standing [15] samples

carbon nanotubes prepared by the HiPco method on a SiO2 substrate. The
sample has a density ≤ 1 SWNT/μm2, and therefore, only one nanotube
is probed in each spectrum. The spectra were obtained with EL = 2.19 eV
and the (n,m) assignment is obtained from the observed RBM frequency.
From the (n,m) assignment, the nanotube diameters are obtained and the
resulting RBM frequencies are plotted in Fig. 3d as a function of the inverse
of the nanotube diameter. Experimental results obtained for different kinds of
samples (see figure caption) are shown in Fig. 3d. The three curves presented
here become close to one another for large (1.5–2.5 nm) dt compared with
the shift due to the environment. In the contribution by Jorio et al., more
discussion on sample dependence is given.

2.3 G-Band

The graphite-like band (G-band) in carbon nanotubes is directly related to
the G-band in graphite that is identified with an in-plane tangential optical
phonon involving the stretching of the bond between the two atoms in the
graphene unit cell. While the G-band in graphite exhibits a single Lorentzian
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feature of E2g symmetry at ∼ 1582 cm−1, the G-band of carbon nanotubes
is composed of several peaks originating from the quantum confinement of
the wavevector along the SWNT circumferential direction, and the folding
of the graphite Brillouin zone into the SWNT Brillouin zone. The G-band
of a chiral (achiral) SWNT is composed of phonon modes of symmetries
A(A1g), E1(E1g) and E2(E2g) originating from a first-order Raman process.
Two phonons of each symmetry are both predicted [18] and observed [19].
However, for defective samples other phonons of different symmetries can also
be observed due to the double-resonance Raman process [20]. The G-band
feature has been extensively studied for both bundled and isolated carbon
nanotubes and the differences in the spectral features for semiconducting
and metallic nanotubes, as well as the diameter dependence of their peak
frequencies is well established. Moreover, the identification of the phonon
symmetries and the assignment of single- and double-resonance features in
the G-band have been obtained by polarized Raman experiments [6, 21–23].

The right panels of Fig. 4a show the G-band Raman spectra of isolated
semiconducting SWNTs, where two main features, the so-called G− and G+

components, are observed with frequencies at ∼ 1570 and ∼ 1590 cm−1, re-
spectively. These two features are associated, respectively, with vibrations
of the carbon atoms along the circumferential direction (TO phonon) and
along the nanotube axis (LO phonon). The G− feature is strongly sensitive
to whether the nanotube is metallic or semiconducting, showing a Breit–
Wigner–Fano (BWF) lineshape in the case of metallic nanotubes, as described
in [24, 25]. The diameter dependence of the frequencies of the G+ and G−

features are obtained from measurements of the RBM [Fig. 4a left panels]
and G-band spectra [Fig. 4a right panels] for the same SWNT. Such mea-
surements reveal that the frequency of the G+ feature is both diameter and
chiral-angle independent, while the G− feature shows a dependence on the
nanotube diameter. The frequencies of the G− and G+ features are plotted
in Fig. 4b as a function of 1/dt for 46 isolated semiconducting (solid circles)
and 16 isolated metallic (open circles) SWNTs. The frequency of the G−

feature can be very well fitted with the equation ω−
G = ω+

G − C/d2
t , with the

constants ω+
G = 1591 cm−1 and C = 47.7 (79.5) cm−1nm2 for semiconducting

(metallic) SWNTs [19].
According to the resonance Raman selection rules for chiral (achiral)

SWNTs, A (A1g) symmetry modes must be observed when both the incident
and scattered light are polarized parallel to each other (VV configuration),
and, on the other hand, E1 (E1g) modes must be observed when the po-
larizations for incident and scattered light are perpendicular to each other
(VH configuration). However in the case of bundled nanotubes, they must be
aligned so that polarization effects can be observed, although both A1 and E1

modes will be observed in the VV and VH polarizations. The E2 (E2g) sym-
metry phonons are only observed when the polarization of the incident and
scattered light are both polarized perpendicular to the nanotube axis. The E2

phonons can be clearly distinguished from the other ones in the experiments
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Fig. 4. (a) G-band spectra for some isolated, semiconducting SWNTs. (b) Diam-
eter dependence of the G− and G+ frequencies [19]

on aligned bundled SWNTs, while the A and E1 can not be clearly separated
because their frequencies overlap [22]. The E2 symmetry modes are observed
for crosspolarized light in resonance with optical transitions from the Ev

μ to
Ec

μ±2 excitonic states [23]. However, a strong reduction in the Raman inten-
sity is observed, especially for metallic nanotubes, when both the incident
and scattered light are polarized perpendicular to the nanotube axis [26, 27]
due to the antenna effect [28]. Thus, the optical spectra of carbon nanotubes
are dominated by the absorption/emission of light polarized parallel to the
nanotube axis and, consequently, by A symmetry modes.

Recent studies show that the properties of the BWF lineshapes for metal-
lic SWNTs, i.e., its low-frequency and broad aspect, are related to the elec-
tron–phonon coupling near the Fermi energy [10, 29–31]. Because of the elec-
tron–phonon interaction, the phonon mode frequency at a certain wavevector
is downshifted (Kohn anomaly) for one of the two G-modes of SWNTs. In
this case, the assignment for TO (G+) and LO (G−) phonon modes in metal-
lic SWNTs is opposite to the assignment for TO (G−) and LO (G+) phonon
modes in semiconducting SWNTs [31]. This effect demonstrates the impor-
tance of the electron–phonon interaction for the high-energy optical phonons
in nanotubes, important for the electronic properties (see the contribution
by Charlier et al.).

Several theoretical studies have proposed that the BWF lineshape of the
G− peak of metallic nanotubes is the result of a Kohn anomaly (KA) at the
Γ point [10, 29–31]. In accordance with the KA, the LO phonon distorts the
lattice in such a way that a dynamic bandgap is induced in the electronic
band structure [32,33]. This effect on the electron–phonon (el–ph) interaction
lowers the energy of the valence electrons near the Fermi point that in turn
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lowers the energy required to distort the lattice, hence softening the phonon
(see the contribution by Charlier et al.).

Since it is the LO phonon that is softened by the KA, the TO(G+) and
LO(G−) assignment in metallic SWNTs is opposite to that of semiconducting
nanotubes, where the TO phonon is at a lower energy due to the curvature of
the rolled up graphene sheet. This assignment is supported by experiments
on individual metallic nanotubes in which the el–ph coupling is observed to
be weakened by tuning the Fermi level away from the Dirac point [34,35]. As
the interaction between electrons and phonons is reduced, the LO frequency
increases and eventually becomes higher than the TO frequency, resulting
in the recovery of the LO(G+) and TO(G−) frequency ordering found in
semiconducting tubes.

Experiments at the single-nanotube level have also reported an assortment
of G-band lineshapes [36]. By correlating the (n,m) assignment of metallic
tubes with their G-band lineshape, Maultzsch et al. show that the degree
of phonon softening depends on the diameter and chiral angle, likely be-
cause of differences in the el–ph matrix elements. Raman selection rules also
contribute to the assortment of G−-band lineshapes that are observed. For
instance, in zigzag(armchair) nanotubes the TO(LO) Raman mode is not al-
lowed. This chirality dependence explains the absence of the BWF feature in
the Raman spectra of certain individual metallic nanotubes.

2.4 D-Band

In contrast to the first-order process, where only phonons near the Γ point of
the Brillouin zone are probed, in second-order Raman spectra it is possible
to probe features identified with phonons associated with interior points in
the Brillouin zone. This becomes possible because the selection rules for the
second-order features are relaxed with respect to the first-order features. The
most common example of a second-order feature in the Raman spectra of
carbon nanotubes is the disorder-induced D-band, observed in the ∼1300–
1400 cm−1 range (see Fig. 2). The D-band, common to all sp2-hybridized
disordered carbon materials, originates from phonons close to the K point of
the graphite Brillouin zone, and becomes active in carbon nanotubes due to
the presence of defects, such as impurities or missing atoms, finite-size effects
and molecules linked to the nanotube sidewalls. In graphite, the frequency
of this band shows a strong linear dependence on the excitation laser energy,
presenting a dispersion ΔωD/ΔEL ∼ 53 cm−1/eV. This strong EL depen-
dence is caused by a softening of the LO phonons near the K(K’) point due
to the electron–phonon coupling, i.e., the Kohn anomaly [37,38]. The disper-
sive behavior of this band has been explained by a double-resonance process
involving a phonon and a defect [5, 7, 39]. In this process an electron–hole
pair is created when the incident photon is absorbed. After that, the electron
is scattered by a phonon (or a defect) with wavevector q and scattered back



Resonance Raman Spectroscopy 261

by a defect (or phonon) with wavevector −q, recombining with the hole and
emitting a scattered photon.

The EL dependence of the D-band has been largely investigated for both
bundled and isolated carbon nanotube samples. In both cases, a dispersion in
ωD as a function of EL has been observed, but, with some marked differences.
In the case of bundled carbon nanotube samples, it has been observed for a
given value of EL that the D-band frequency is always smaller by about
∼ 20 cm−1, as compared with other sp2 carbon materials. The ωD for SWNT
bundles is observed to follow the relation ωD = 1210 + 53EL, with ωD in
cm−1 and EL in eV [40]. For bundled nanotubes an oscillation is observed in
the EL dependence of ωD. Such an oscillation is not observed for other sp2

carbon materials [40].
For a given EL, the different isolated SWNTs actually exhibit different

ωD values, because the double-resonance condition must be satisfied for each
tube [41, 42]. It is also observed for isolated nanotubes that ωD decreases
with decreasing nanotube diameter [41, 43, 44]. Thus, the D-band spectra
observed for a sample composed of an ensemble of nanotubes is a sum of
different features originating from different (n,m) species of nanotubes and
for resonances with different Eii, which together give rise to the oscillatory
behavior discussed above.

2.5 G′-Band

The most intense feature in the second-order Raman spectra of SWNTs is
the overtone of the D-band feature discussed above, the so-called G′-band,
whose frequency is 2ωD (see Fig. 2) and its frequency dispersion is twice the
D-band frequency dispersion. While the D-band originates from a double-
resonance process involving a phonon and a defect, in the G′-band, instead
of a defect, another phonon is responsible for the momentum conservation in
the double-resonance process.

In contrast to what happens in graphene, where the G′-band is a single
Lorentzian feature, sometimes two features are observed for the G′-band in
isolated carbon nanotubes [45]. The presence of two peaks in the G′-band
of a single nanotube indicates the resonance with two different van Hove
singularities, one in (space) resonance with the incident photon of energy EL

and another inresonance with the scattered photon EL ± E′
G. The signals +

and − correspond to the anti-Stokes and Stokes processes, respectively. The
two peaks observed in the G′-band are associated with phonons corresponding
to the wavevectors qi = 2ki where i represents the ith optical transition
energy Eii. In the case of semiconducting nanotubes where the resonance
occurs with the optical transition energies ES

33 and ES
44, the difference in

the phonon wavevectors is q4 − q3 � 4dt/3. Thus, the two different features
observed in the G′-band are related to phonons with different wavevectors in
the phonon dispersion around the K point.
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In the case of metallic nanotubes, the two peaks observed in the G′-
band originate from the splitting in the van Hove singularities caused by the
trigonal warping effect [46, 47]. The electron wavevector, and consequently
also the phonon wavevectors, for the two resonance states in this case show
almost the same magnitude but opposite signs in the wavevector relative to
the K point. Thus, the two peaks observed in the G′-band are caused by
an anisotropy of the phonon dispersion around the K point, known as the
phonon trigonal warping effect [48].

2.6 Intermediate-Frequency Modes

In the spectral range between the RBM and the D-band, we observe some
low-intensity features, the so-called intermediate-frequency modes (IFMs) as
we can see in the inset (a) to Fig. 2. It was observed that these modes exhibit
a strong dependence on the laser excitation energy, and a dispersion of their
frequency with Elaser has been reported [49]. However, the dispersive behavior
is not monotonic, as observed for many features in graphite-like materials
due to energy-selective double-resonance Raman-scattering processes [5, 7],
but it rather occurs in “steps”, and we refer to this effect as a “step-like
dispersive behavior” [50, 51]. Figures 5a and b show the Raman spectra of
bundled SWNT samples grown by the arc-discharge and HiPco methods,
respectively, obtained in the frequency range 600–1100 cm−1, and measured
using many laser energies (Elaser) in the range 1.62–2.71 eV. The shaded
areas represent some nondispersive peaks that can be assigned as first-order
Raman features [51], in particular, the central peak arises from the out-of-
plane transverse optical (oT0) phonon of graphite, and its frequency is ωoT0 ∼
860 and 845 cm−1 for the arc-discharge and HiPco samples, respectively. This
difference in the oTO frequency is due to the different diameter distributions
of the two samples. The arrows in Figs. 5a and b clearly show well-resolved
step-like dispersive IFM peaks appearing and disappearing in the spectra
while Elaser is varied. A lineshape analysis of the spectra reveals the same
effect for peaks above ωoTO. It is important to emphasize that the number of
IFM peaks below and above ωoTO and their frequencies are different for the
two samples discussed here.

The dispersion of the IFMs can be described by considering the creation
of both an optic and an acoustic-like phonon (positive dispersion), or consid-
ering the creation of an optic phonon and the annihilation of an acoustic-like
phonon (negative dispersion).4 Thus, the IFM frequency can be written as

ω±
IFM = ω±

O ± ωA , (2)

where ωO and ωA correspond, respectively, to the frequencies of the optic and
acoustic-like phonon [50]. The frequency of the acoustic phonon can be writ-
4 We call these modes acoustic-like because they originate from an acoustic branch

for 2D graphite, but, in SWNTs, they are actually optic modes.
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Fig. 5. Raman spectra of the IFMs for arc-discharge (a) and HiPco (b) samples
obtained by changing the laser energy between 1.63 and 2.71 eV. The arrows in
the figure represent the well-resolved and step-like dispersive IFM peaks below the
first-order peak at ωoTO ∼ 860 cm−1 in (a) and at ωoTO ∼ 845 cm−1 in (b). The
shaded areas mark the nondispersive features [51]

ten as ωA = vAq⊥ where vA is its dispersion and q⊥ is the wavevector perpen-
dicular to the nanotube axis. However, this two-phonon coupling assumption
does not by itself explain the resonance-selective process responsible for the
step-like dispersion that is observed. Both the nanotube electronic structure
and a double-resonance process must be considered in the discussion.

The IFM can be explained considering a double-resonance process where
two electronic states Ei and Ej are connected by two phonons, e.g., an op-
tical and an acoustic-like phonon. In this case, both the incident and scat-
tered photon are in resonance with different electronic states, connected to
one another by phonons with symmetry Eμ that follow the selection rule
(μphonon = μj −μi). In the case of the arc-discharge sample, the ES

33 and ES
44

optical transition energies are resonant, and the electronic states ES
4 and ES

3

are connected by phonons with symmetry E3, and in this case q⊥ = 6/dt,
showing an explicit diameter dependence of the IFM frequencies. The pro-
posed model to explain the IFM in semiconducting nanotubes [50] can also
be applied to explain the electronic transitions associated with metallic
SWNTs [51], by just changing the phonon symmetry. The diameter depen-
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dence of the IFM features has been confirmed in experiments with DWNTs
where the inner and outer tubes show distinctly distinguishable bands in the
IFM region [52]. The explanations above have been made considering free
electron–hole pairs. The IFM spectra have not been explained yet consider-
ing excitons. Another unexplained point about the IFMs is their dependence
on the nanotube length and on the presence of defects in the nanotubes.

2.7 Other Two-Phonon Modes

Beside the G’ band and the IFMs discussed above, several other two-phonon
modes present in the Raman spectra of carbon nanotubes have been assigned
and deserve to be mentioned here. Some low-intensive modes observed with
frequencies above the G-band (see inset (b) to Fig. 2) have recently received
some attention. One set of modes is the so-called M-band observed at ∼
1750 cm−1, and is assigned as an overtone of the out-of-plane (oTO) phonon
in graphite [53]. The M-band is composed of a nondispersive M+ feature
associated with an intravalley q = 0 scattering process, and an M− feature
associated with an intervalley q = 2k process, that exhibits a small negative
dispersion of −23 cm−1/eV. Another low-intensity second-order feature is
observed at ∼ 1900 cm−1. This band, which shows a very large dispersion
(∼ 200 cm−1/eV) in its frequency as EL is changed and has been assigned
as a combination of the iTO + LA phonons in graphite [53]. These modes
are usually strong when using FT-Raman at EL = 1.16 eV. The intensity of
these and other double-resonance features is a very important open issue.

Another two-phonon mode observed in the Raman spectra is a weak fea-
ture at around 2450 cm−1. This feature was assigned to the q = 0 scattering
of optic-phonon modes [5] and a weak dispersion of its frequency with laser
excitation energy has been observed [54]. However, recently, the 2450 cm−1

mode has been assigned to other Raman combination modes of TO and LA
at q = 2k along the K-Γ direction near the K point [55].

3 Resonance Raman Profile

3.1 Experimental Optical Transition Energies

Because of the strong dependence of the Raman intensity on the density of
electronic states, the resonance Raman profiles of the RBM, i.e., the RBM
Raman intensity as a function of EL, are very useful in the study of the
nanotube electronic structure. When EL is continuously changed in the mea-
surements of the RBM, it is possible to observe a change in the intensity of
the RBM when it comes in and out of the resonance condition. The resonance
Raman profile for an RBM was first observed for an isolated SWNT grown
by the CVD method on a SiO2 substrate, and from the experimental spectra
the joint density of states associated with that SWNT was obtained [56]. For
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Fig. 6. (a) RBM resonance Raman measurements of HiPco SWNTs dispersed in
a sodium dodecyl sulfate (SDS) aqueous solution, measured with 76 different laser
lines EL [14]. The nonresonance Raman spectrum from a separated CCl4 solution is
acquired after each RBM measurement, and the CCl4 features are used to calibrate
the spectral intensities and to check the frequency calibration with high resolution
(better than 0.5 cm−1). (b) Top view of (a). The intensity scale is given on the right

a sample composed of an ensemble of different (n,m) nanotube species, the
resonance behavior for the RBMs associated with different (n,m) nanotubes
is observed.

Figure 6 presents Stokes resonance Raman measurements of carbon nano-
tubes, grown by the HiPco process and dispersed in a sodium dodecyl sul-
fate (SDS) [CH3(CH2)11–NaSO4] aqueous solution [57], in the frequency re-
gion of the RBM features. In these experiments a tunable laser system that
allows an almost continuous change of the excitation laser energies (EL) in
the range between 1.52 eV up to 2.71 eV was used [14]. This quasicontinuous
variation of EL allows us to obtain detailed information about the evolution
of the RBM Raman spectra as a function of EL. Several RBM peaks ap-
pear in Fig. 6, each peak corresponding to a carbon nanotube in resonance
with EL, thereby delineating for each nanotube the resonance profile. This
experiment can be used to determine, from resonance Raman spectroscopy
measurements, the two sets of information (Eii, ωRBM) for each (n,m) nano-
tube. The frequency determination ωRBM is directly given in the Raman
spectra with 0.5 cm−1 accuracy. The electronic transition energy determina-
tion Eii is obtained by analyzing the resonance profile for each RBM peak,
as discussed below.

From these measurements, plots of the Stokes and anti-Stokes Raman
peak intensities for each RBM frequency versus EL are determined (see
Fig. 7a). Stokes and anti-Stokes resonance profiles are shifted in energy due
to the difference in the emission and absorption energies, given by the ±Eph



266 R. Saito et al.

Fig. 7. (a) Stokes (solid symbols) and anti-Stokes (open symbols) experimental reso-
nance windows obtained for the RBM of an SDS-wrapped nanotube [14]. (b) Elec-
tronic transition energies Eii vs. ωRBM for 41 different (n, m) carbon nanotubes
measured by resonance Raman spectroscopy [14]. Open and solid circles denote,
respectively, semiconducting and metallic SWNTs wrapped with SDS in aqueous
solution. Solid lines, delineate nanotubes belonging to families of constant values
of (2n + m) (c) A theoretical plot similar to (b) of Eii vs. 1/dt based on the ETB
model [2, 8, 58]

term in (1) for the EL-dependent resonance Raman intensity. From the fit-
ting of the resonance windows, the γ values for the different (n,m) nanotubes
are determined. The γ values for SDS-wrapped nanotubes in solution are be-
tween 40 and 80meV depending on the (n,m). This (n,m) dependence of
the γ values is further discussed later in this review.

The intersection points between the Stokes and anti-Stokes resonance
windows [see arrows in Fig. 7a] give the transition energies Eii accurately
(to ±5meV). The intensity for the anti-Stokes resonant windows is nor-
malized by the relation IAS/IS = n(Eph)/[n(Eph) + 1], where n(Eph) =
1/[exp(Eph/kBT ) − 1] is the Bose–Einstein thermal factor. For the SWNTs
in solution, T = 300K in the Boltzmann factor normalizes the Stokes and
anti-Stokes resonance windows, so that heating due to laser power need not
be considered in the analysis.

Figure 7b plots the experimental results obtained for Eii vs. ωRBM for
each (n,m) nanotube. Open and solid circles represent, respectively, semi-
conducting and metallic HiPco nanotubes wrapped in SDS. Different Eii

electronic transitions for semiconducting (ES
22 and ES

33) and metallic (EM
11 )

tubes are clearly seen. The geometrical patterns for carbon-nanotube fam-
ilies with (2n + m) = constant (solid lines) for ES

22 and EM
11 can be seen

in the figure, and for each family the corresponding value of 2n + m is
shown. The (Eii, ωRBM) results (Fig. 7a) can be compared with extended
tight-binding (ETB) predictions (Fig. 7c), where curvature effects and σ − π
rehybridization are considered [8, 58].

The electronic transition energies for metallic SWNTs, not observed in
the photoluminescence studies, are also determined by RRS (black circles in



Resonance Raman Spectroscopy 267

Fig. 7b), and the formation of families of constant (2n + m) is also observed
for these nanotubes. Surprisingly, the expected splitting in the EM

11 van Hove
singularities (see Fig. 7c) caused by the trigonal warping effect [59, 60] was
not observed in this experiment, and only the lower-energy component of EM

11

for each (n,m) SWNT was observed (Fig. 7a). The observation of only one
EM

11 peak arises because the electron–phonon coupling matrix elements for
the EM+

11 are very weak as compared with the EM−
11 ones [61,62]. Some RBM

Raman peaks associated with resonances with EM+
ii were recently observed

for individual SWNTs grown by the CVD method [63] and the observation
confirms the very weak intensities predicted for resonances with these higher-
energy optical transitions. The maximum intensities for the observed RBM
peaks associated with the EM+

11 resonances are about 7 times lower than that
associated with EM−

11 resonances. The families observed in the geometrical
pattern for the metallic nanotube data are also used to find the (n,m) as-
signment for metallic nanotubes. From the (n,m) assignment the relation
ωRBM(cm−1) = 218/dt(nm)+ 16 between the RBM frequency and the nano-
tube diameter (open circles and black solid curve in Fig. 3d) was obtained,
with a deviation of the experimental points from this relation that is smaller
than ±2 cm−1. A more detailed description of the determination of the (n,m)
assignment and the use of RRS for nanotubes characterization is presented
in the contribution by Jorio et al. of this book.

A comparison between Figs. 7b and 7c reveals an up to 240meV shift to
lower energies in the theoretical plot, obtained from the ETB model [8, 58]
when compared with the experimental plot obtained by resonance Raman
spectroscopy [14]. This discrepancy between the experimental and theoretical
results, 10 times larger than the experimental accuracy, is corrected when
many-body effects originating from both electron–electron and electron–hole
interactions are considered and such corrections have been applied to ETB
calculations [64].

4 Electron–Phonon and Electron–Photon
Matrix Elements

Starting from a discussion of the early calculations (ETB) that showed the
origin of (2n + m) family behavior, we explain here why we need the more
recent work on the exciton and how to calculate the resonance Raman inten-
sity (1) by the ETB model and the excitonic wavefunctions.

4.1 Extended Tight-Binding Method for Electrons and Phonons

The extended tight-binding (ETB) method is a tight-binding (TB) method
for calculating the electronic and phonon structure in which we consider
long-distance carbon–carbon interactions and σ–π interactions as TB pa-
rameters [8]. We adopted the TB parameters given by the Porezag function
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Fig. 8. (a) Extended tight-binding results of Eii as a function of inverse diame-
ter d−1

t , (b) comparison of theory with photoluminescence energy measurements [8]

for the interatomic distance between two carbon atoms that are fitted either
to first-principles calculations or to experimental results [65]. In the ETB
method, we consider both 2s and 2p orbitals of a carbon atom within the
Slater–Koster scheme so that we can take into account the curvature effect
of a small-diameter (less than 1 nm) SWNT. In the phonon-structure calcu-
lation, we construct the dynamical matrix elements in which we use force
constants up to 20 nearest neighbors fitted to the phonon dispersions ω(q)
based on inelastic X-ray [55] and electron energy-loss spectroscopy [66] and
first-principles calculations [30].

For the phonon-dispersion calculation, we use the symmetry of the
SWNT, to help solve for each cutting line, a 6 × 6 dynamical matrix for
each k [67]. Thus, the calculation of the phonon dispersion for a given (n,m)
SWNT is very quick. By calculating the electronic density of states, we ob-
tain the energy separation Eii of two van Hove singularities between the ith
conduction and ith valence energy bands. The plot of Eii as a function of the
diameter of SWNTs (dt or d−1

t ) is called the Kataura plot within the ETB
scheme (see the contribution by Jorio et al.). The ETB calculation repro-
duces well the experimental Kataura plot (see Fig. 8) provided that we add
the empirical many-body effect [64].

In Fig. 8a, Eii values for metallic (solid circles), type I (open circle),
type II (open-dot circles) semiconducting nanotubes are plotted as a function
of d−1

t . In Fig. 8b, we also plot the experimental photoluminescence (PL)
energy values (crosses). We can see that the calculated values reproduce PL
energies well. Here, type I and II semiconducting SWNTs are defined by
mod(2n + m, 3) = 1 or 2, respectively, for an (n,m) semiconducting SWNT.
The SWNTs with the same 2n + m value are identified as a (2n + m) family
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Fig. 9. (a) The normalized dipole vector is plotted as a function of k over the 2D
BZ. (b) The oscillator strength is plotted over the 2D BZ in units of atomic dipole
vector mopt as a function of k (by A. Gruneis, Thesis, Tohoku Univ. 2004)

that is shown in Fig. 8a by lines connecting appropriate circles. Since (n,m)
SWNTs with the same 2n + m family values have similar diameters to one
another, the variation of Eii within the 2n+m family shows the chiral-angle
dependence. In RRS, for a given EL, we can find the resonance (n,m) value
and its dt (or ωRBM) from the Kataura plot. Since the frequency of the RBM
is inversely proportional to dt, the plot of Eii as a function of ωRBM is given
purely by experiment, which we call the experimental Kataura plot.

From the Kataura plot, we can assign the (n,m) value of the PL or Raman
spectra for a given laser energy. However, in actual experiments, the Eii values
shift by up to 80meV depending on the surrounding materials of a SWNT
(environmental effect, as discussed in the contribution by Jorio et al.). This
is due to the screening of the Coulomb interaction by dielectric materials.
Nevertheless, the shift by the environmental effect is systematic, so that if
we can get experimental information on a set of Eii for a given family (and
the family pattern), we can determine the (n,m) values without difficulty.

4.2 Dipole Approximation for the Optical Matrix Element

In order to estimate the optical absorption and emission, we usually adopt
the dipole approximation for optical transitions in which the optical matrix
element is proportional to the inner product of the polarization vector P of
light and the dipole vector, D ≡< Ψf|∇|Ψi >, where Ψi and Ψf are the initial
and final electronic states, respectively.

When we plot the direction of D as a function of k using a single-particle
wavefunction in the two-dimensional Brillouin zone (Fig. 9a), D, which lies
in the two-dimensional plane, rotates around the high symmetry K and K ′

points. When the polarization vector P rotates in the two-dimensional plane
of graphene, the k points that contribute to the optical transition on the
equienergy line moves. This effect has been observed in the nanographite sys-
tem [68]. Further calculations show that this polarization dependence should
also be observable in a SWNT [69]. This is a reason for the chirality depen-
dence of the Raman and PL intensity [70].
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The absolute values of D, which is proportional to the oscillator strength
(Fig. 9b), has larger values along the K–M lines compared with those along
the K–Γ lines. Thus, dipole vectors are anisotropic with regard to both direc-
tion and intensity. This result is relevant to the fact that for type I semicon-
ducting SWNTs the ES

22 absorption is larger than the type II ES
22 absorption,

since the corresponding cutting line for type I ES
22 lies along the K–Γ line

while that for type II ES
22 lies along the K–Γ line. As for ES

11 the situation for
type I and II SWNTs is exchanged with each other. Since ES

22 gives a larger
type I and II difference, the PL intensity is generally larger for type I tubes
of similar diameter, as is also observed experimentally [71].

4.3 Electron–Phonon Matrix Element Calculation

The electron–phonon (el–ph) matrix element is calculated by an inner prod-
uct of the deformation potential vector 〈Ψk′(r)|δV |Ψk(r)〉 and the vibration
amplitude vector [67]. When we expand the ETB electron wavefunction Ψk,
the calculated deformation potentials δV are the sum of atomic deformation
potentials that are defined by the three-center integrals of atoms for two
atom wavefunctions and a one atom deformation potential. When the two
atom wavefunctions are for the same atom, the atomic deformation potential
gives an onsite el–ph interaction that modifies the on-site energy by the de-
formation of the other atom. When the two atomic wavefunctions come from
different atoms, the atomic deformation potential gives an off-site electron–
phonon interaction that modifies the transfer energy by the deformation of
the atom. Both on-site and off-site el–ph interactions give important contri-
butions to the phonon-scattering processes.

In graphene, we need to consider only the π orbital atomic deformation
potential, which has a direction along the bond direction connecting the
two carbon atoms. Since the atomic deformation potential vector lies in the
graphene plane, the out-of-plane modes do not contribute to the el–ph cou-
pling of graphene. The atomic deformation potential has a maximum value
(≈ 7.8 eV/Å) when the two electron centers are at the same site and the
potential center is on a nearest-neighbor site, and it has a second maximum
value (≈ 3.2 eV/Å) when one electron has the same center as the potential
and another electron center is on a nearest-neighbor site [67].

Due to curvature-induced rehybridization, π, σ and s orbitals are mixed
with one another for the π band in SWNTs, although the π orbital is the
dominant component in the wavefunction coefficient. It thus follows that we
need to consider all orbitals in the atomic deformation-potential calculation.
The atomic deformation-potential vector is either along or perpendicular to
the bond connecting two atoms, so that the component of the vector perpen-
dicular to the SWNT side wall is not zero, which contributes to the el–ph
coupling for both the RBM and out-of-plane optic-phonon modes. For the
LO and A1 modes, where the vibration is basically in the nanotube side wall,
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Fig. 10. Family patterns in the el–ph matrix element |g| vs. inverse tube diameter
at ES

22 transitions for the RBM, for (a) type I and (b) type II tubes. The numbers
denote n − m families [67]

the el–ph coupling is dominated by the π orbital since its atomic deformation
potential is also basically in the nanotube sidewall.

Another important concept that must be considered is the intravalley and
intervalley scattering processes. Since the equi-energy surfaces exist at the K
and K ′ points, energy-momentum conserved phonon scattering consists of:
1. within the same K (or K ′) point (intravalley scattering) and 2. from the
K to K ′ (or from K ′ to K) point (intervalley scattering). The intravalley
(intervalley) scattering consists of q vectors around the Γ (or K) points. The
phonon modes in first-order Raman processes are Γ point phonons, while not
only zone-center phonon modes around the Γ point but also zone-edge pho-
non modes around the K point contribute to second-order Raman processes.

In Fig. 10, we plot the absolute value of the el–ph matrix element |g| for
the RBM for semiconductor SWNTs that shows strong type (type I or II),
diameter and chiral-angle dependences [67]. Mel−ph in (1) equals to -

√
n/Nug

with n and Nu the phonon number and the number of graphene unit cells in
a SWNT, respectively. The matrix element generally decreases with dt and
chiral angle θ [2]. Similar to the electron–photon matrix element, the el–ph
matrix element is sensitive to the position of the vHS, i.e., the KΓ or KM
sides [62]. The matrix element is larger on the KM side (ES

22 for type I) than
the KΓ side (ES

22 for type II). Moreover, the matrix element on the KΓ side
has nodes for θ close to 27◦. Keeping the above rules in mind, we can draw the
following conclusions. 1. Type I SWNTs have a larger matrix element than
type II SWNTs at the transitions ES

22, ES
44, . . . , while type II SWNTs have

a larger matrix element than type I SWNTs at the transitions ES
11, ES

33, . . . ,
2. The matrix element for RBM modes becomes very small around a large
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chiral angle (θ ∼ 30◦) for type I SWNTs at the transitions E11, E33, . . . and
for type II SWNTs at the transitions E22, E44, . . ., 3. The matrix element has
a larger value around the zigzag SWNTs while it has a small value around
the armchair SWNTs, 4. When we connect SWNTs with the same (n − m)
value (similar θ) in the matrix element vs 1/dt plot, we can also see family
patterns (see Fig. 10).

4.4 Extension to the Exciton Matrix Element Calculation

Recent theories and experiments on carbon nanotubes support a picture
where excitonic effects are important to optical spectroscopy. Strongly bound
excitons are predicted for small-diameter S-SWNTs and confirmed by exper-
iments (see more detail in the contributions by Spataru et al. and by Ando).

The exciton energies and wavefunctions have been calculated by solving
the Bethe–Salpeter equation within the simple and extended tight-binding
models (STB and ETB) [9, 11]. The π electron screening effect is calculated
within the random phase approximation (RPA) and the static screening ap-
proximation [72, 73]. The quasiparticle energies are calculated by including
the self-energy corrections. A static dielectric constant κ is introduced to
describe the effects of electrons in core states, σ bands, and the external
environment of the SWNT. The value of κ = 2 will be used here unless
otherwise mentioned.

Optical transitions are relevant to the electrons and holes around the
K or K ′ regions of 2D graphene. If both the electron (kc) and hole (kv)
lie on the same cutting line, the center-of-mass momentum 2K̄ = kc − kv

lies on the cutting line passing through the Γ point and the corresponding
exciton is an A symmetry exciton. If the electron and hole are from two
different cutting lines, the corresponding exciton is an Eμ symmetry exciton
with an index μ = μc − μv, where μc (μv) is the electron (hole) cutting-
line index. The A excitons can further be classified into A1 and A2 excitons,
which are symmetric and antisymmetric under the C2 rotation around the
axis perpendicular to the nanotube axis. For an achiral (armchair or zigzag)
SWNT, exciton wavefunctions are either even or odd functions of z (z is
along the tube axis) because of the inversion center in the SWNT. Thus,
we use A2u or A2g to label an A2 exciton in an achiral SWNT, which is
symmetric or antisymmetric under a σh reflection (z → −z), respectively. In
the case of parallel polarization, an A2-symmetry exciton for a chiral tube or
an A2g exciton for an achiral tube is a bright exciton and other excitons are
dark (see details in the contributions by Spataru et al. and by Ando). In the
case of perpendicular polarization, an E1 or E−1 exciton is a bright exciton
and other excitons are dark ones. We label exciton states by considering
both the notation Eii used for the optical-level designation and the exciton
symmetries. For example, Eii(A) means that the electron and hole for an A
exciton lie, respectively, on the ith cutting line with respect to the K point
of the 2D BZ of graphene.



Resonance Raman Spectroscopy 273

Fig. 11. (a) The half-width �k of the wavefunctions in 1D k space for E11(A
0
2)

and E22(A
0
2) states. The cutting-line spacing 2/dt is shown by the solid line for

comparison. (b) The excitation energy E11, self-energy Σ, binding energy Ebd and
energy corrections Σ − Ebd based on the ETB for E11(A

0
2) states. The dashed line

is calculated by (3) with p = 1. In both (a) and (b), open and filled circles are for
type I and II SWNTs, respectively, and integers denote 2n + m values [9]

For Eii(An)5 (n = 0, 1, 2, . . . ) excitons, n is the number of nodes in the
wavefunction along the tube axis. Here, we use the index n = 1, 2, . . . to in-
dicate the exciton excited states. Information on the wavefunction half-width
(�k) in 1D k space, which is the width of k at a half-maximum amplitude
of Ψ(k), is especially important for discussing the chirality dependences of
the exciton–photon and exciton–phonon matrix elements [11]. We find that
(see Fig. 11a): 1. �k is always smaller than the cutting-line spacing 2/dt and
the Eii(A0

2) state has a larger �k than the Eii(Aν
2) states with ν = 1, 2, . . . ,

indicating that one cutting line is sufficient to describe the Eii(A) states.
2. �k decreases with increasing dt and the E22(A0

2) have a larger �k than
the E11(A0

2). 3. �k shows a tube type (type I or II) dependence and (2n+m)-
family patterns. For E11 states, type I SWNTs have a longer �k than type II
SWNTs. For E22 states, in contrast, type II SWNTs have a longer �k than
type I SWNTs.

It is well known that the excitation energy Eii exhibits regular fam-
ily patterns. It is interesting that the exciton binding energy Ebd for an
E11(A0

2) exciton shows family patterns similar to the excitation energy E11

(see Fig. 11b). Moreover, for the low energy transitions E11 and E22, the
family spread of the exciton binding energy is almost cancelled by the family
5 An is an A symmetry exciton with n nodes.
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spread of the self-energy correction to the quasiparticle energy Σ, leading to
a logarithmic energy correction as a function of dt (see Fig. 11b),

Elog = 0.55(2p/3dt)log[3/(2p/3dt)] . (3)

Here, p = 1, 2 denote ES
11, ES

22 respectively. The large family spread in the
Kataura plot then comes from the single-particle spectra, which is contributed
by the curvature effect and the C–C bond-length optimization in small dt

SWNTs. The many-body correction to E11 and E22 follows a logarithmic
behavior by (3) and the magnitude of the correction is around 0.2 eV (see
Fig. 11b). For the high energy transitions EM

11 , E33 and E44, many body
corrections make a contribution to the family spread in the Kataura plot and
the magnitude of the correction can be as large as 0.6 eV.

The exciton–photon (ex–op) and exciton–phonon (ex–ph) matrix elements
can be derived with the help of the exciton wavefunction and the el–op and
el–ph matrix elements. As we mentioned in Sect. 4.2, we calculate the el–
op matrix element Mop in the dipole approximation [74–76], i.e., Mop ∝
D(k′,k) P . In the case of parallel polarization, the selection rule for k gives
k′ = k and so Mop ∝ Dk with D the z-component of D. The exciton
wavefunction |Ψn

q > with a center-of-mass momentum q can be expressed as

|Ψn
q 〉 =

∑

k

Zn
kc,(k−q)vc+

kcc(k−q)v|0〉, (4)

where Zn
kc,(k−q)v is the eigenvector of the nth (n = 0, 1, 2, . . . ) state of the

Bethe–Salpeter equation, and |0〉 is the ground state. The summation on k
is taken for the 2D BZ. However, as we have mentioned, the summation on a
single cutting line of a k state is sufficient [9]. Due to momentum conserva-
tion, the photon-excited exciton is an exciton with q = 0. The ex–op matrix
element is a summation over k of the el–op matrix element Dk weighted by
the exciton wavefunction coefficient Zn∗

kc,kv,

Mex–op =
∑

k

DkZn∗
kc,kv . (5)

When we use the relation Dk = D−k, the ex–op matrix elements for the
A1 and A2 excitons are given by

Mex–op(An
1 ) = 0, and Mex–op(An

2 ) =
√

2
∑

k

DkZn∗
kc,kv . (6)

Here, k is either around K or K ′ of the 2D BZ. Equation (6) directly indicates
that A1 excitons are dark and only A2 excitons are bright, which is consistent
with the predictions by group theory [77].

An ex–ph scattering process involves both el–ph and hole–phonon (hl–ph)
processes. Thus, ex–ph matrix elements have two terms,

M ex–ph
k,k+q =

∑

k

[
Mν(c)Zn2∗

k+q,k−q1Z
n1
k,k−q1 − Mν(v)Zn2∗

k+q2,kZn1
k+q2,k+q

]
, (7)
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Fig. 12. (a) Electron- and (b) hole-scattering processes in the exciton–phonon
matrix element for the first and second terms of (7). The matrix element for (a)
and (b) is determined by the electron and hole matrix elements weighted by the
wavefunction coefficients from the initial and final states

with q = q2−q1 giving the momentum conservation. The energy conservation
gives En2

q2 − En1
q1 = Eph for phonon absorption, and En1

q1 − En2
q2 = Eph for

phonon emission. In the following, we will consider only the Stokes (phonon
emission) process and we will not explicitly write the phonon number in |Ψn

q 〉.
Figure 12 schematically illustrates the electron- and hole-scattering processes
in the ex–ph matrix element, which corresponds to the first and second terms
in (7), respectively.

4.5 Raman Intensity Calculation

In the resonance Raman processes as shown in Fig. 1, by absorbing a photon
the system is excited from the ground state (|0〉) to an A2 excitonic state |a〉.
The exciton then scatters by a phonon from |a〉 to |b〉 and is annihilated by
emitting a photon. In the real calculation, the wavefunction for the virtual
state (|b〉 in Fig. 1a and |a〉 in Fig. 1b) is replaced by that of the real state
((|a〉 in Fig. 1a and |b〉 in Fig. 1b) as an approximation. Thus, the ex–ph
matrix element for the resonance Raman processes is that between |Ψn

0 (A2)〉
and |Ψn

0 (A2)〉 states and the matrix element of (8) is simplified as

Mex–ph =
∑

k

[
Mν

k,k(c) − Mν
k,k(v)

]
|Zk,k|2. (8)

After we calculate the exciton energy spectra, and the ex–op and ex–
ph matrix elements, we can calculate the resonance Raman intensity in an
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excitonic picture. For the first-order resonance Raman process, with the help
of Fig. 1, the Stokes Raman intensity, Iex, can be written as

Iex=

∣∣∣∣∣
∑

a

Mex–op(a)Mex–ph(a → b)Mex–op(b)
(E − Ea + iγ)(E − Ea − Eph + iγ)

∣∣∣∣∣

2

=

∣∣∣∣∣
∑

a

Mex–op(a)2Mex–ph(a → a)
(E − Ea + iγ)(E − Ea − Eph + iγ)

∣∣∣∣∣

2

, (9)

where γ is a broadening factor. Here, we assume that γ is a constant
(0.06 eV) [62, 64]. In the second expression of (9), we replace the wavefunc-
tion of the virtual state |b〉 by that of the real state |a〉. The reason is that
the virtual state |b〉 is a combination of all the A2 real states with a zero
center-of-mass momentum, and the real state |a〉 has a dominant component
because the energy difference |Eb −Ea| is the smallest in this case. Thus, we
can set |b〉 = |a〉 in (9). The summation in (9) is taken for all A2 states that
have a center-of-mass momentum q = 0.

In the free-particle picture, the free e–h pair excited by a photon is that
with the electron and hole at the same wavevector k. Thus, the first-order
Raman intensity in the free-particle picture Iel turns out to be (1).

4.6 RBM and G-Band: Length, Type, Chirality,
and Diameter Dependence

The A0
2 state has a much larger optical matrix element Mex–op than the other

excited exciton An
2 (n > 1) states. The large matrix element in A0

2 is mainly
due to the special shape of its Zk, which has no node. For the An

0 state with
n = 2, 3, . . . the contribution to Mex–op from the positive and negative parts
of Zk are either cancelled or partially cancelled, leading to a zero or small
matrix element value.

The matrix element Mex–op increases with tube length L and Mex–op

follows the relationship Mex–op ∝ 1/
√

L. Thus, when we consider the matrix
element per unit length we should calculate Mex–op/

√
L. We find that the

ex–op matrix element per two carbon atoms Mex–op/
√

N is proportional to
1/dt (see Fig. 13). Since the el–op matrix element is weakly dependent on dt,
the exciton effect enhances the optical matrix element diameter dependence.
The Mex–op/

√
N ∝ 1/

√
dt dependence is from the �k ∝ 1/

√
dt dependence

in the wavefunction delocalization length (Fig. 11a). Moreover, the exciton
effects tend to decrease the chirality dependence of the optical matrix element
(Fig. 13). The reason for this is that the family spread in Mel–op is partially
cancelled by that in �k.

We next calculate the ex–ph matrix elements Mex–ph for the RBM and G-
band modes by using (8). We find that for the RBM and LO modes Mel–ph in
the free-particle picture has a maximum at kii and it decreases slowly in the
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Fig. 13. Tube-diameter dependence of Mex–op/N1/2, and Mop (el–op) in SWNTs
with 0.5 nm < dt < 1.6 nm. Filled, open and crossed circles are for type I, II
semiconducting and for metallic SWNTs, and (a) Mex–op for E22(A

0
2) of S-SWNTs

and E11L(A0
2) of M-SWNTs, (b) Mel–op at k22. The arrows in (b) indicate the

directions along which θ is decreasing (A: armchair side, Z: zigzag side)

Fig. 14. (1) RBM and (2) G-band Raman intensity per length for SWNTs
with 0.5 nm < dt < 1.6 nm. For both intensities, (a) and (b) are for E22(A

0
2)

and free e–h at k22 in S-SWNTs, respectively. Filled and open circles are for type I
and II tubes. (c) and (d) are for E11L(A0

2) and free e-h at k11L in M-SWNTs, re-
spectively. The intensity in the free el–ph case has been multiplied by (1b) 200,
(1d) 200, (2b) 100, and (2d) 1000. The arrows indicate the θ-decreasing direction
(A: armchair side, Z: zigzag side). For the G-band mode, (a) and (b) are for the
LO (G+) phonon mode, while (c) and (d) are for the TO (G−) phonon mode

|Zk|2 delocalized region. As a result, for the RBM and G modes, the matrix
elements Mex–ph for Eii(A0

2) and Mel–ph at kii are very similar to each other.
For the TO mode, the Mex–ph and Mel–ph are also similar to each other while
the excitonic effect slightly decreases the matrix element for SWNTs with a
large chiral angle.
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Fig. 15. The Raman intensity ratio between the TO and LO modes, ITO/ILO, in
S-SWNTs with 0.5 nm < dt < 1.6 nm. (a) and (b) are for the exciton and free e–h
pictures, respectively. The arrows indicate the θ-decreasing direction (A: armchair
side, Z: zigzag side)[11]

We calculate the resonance Raman intensity for the RBM by using (9).
The intensities per length for the E22(A0

2) and E11L(A0
2) in S-SWNTs and M-

SWNTs are shown in Figs. 14(1a) and (1c), respectively. The intensities for
the corresponding free e–h by (1) are also shown in Figs. 14(1b) and (1d). We
can see that the exciton and free-particle pictures yield the same tube type
and similar chiral-angle dependences, and as expected the excitonic effect
enhances the diameter dependence. Moreover, the excitonic effect enhances
the magnitude of the intensity by enhancing the optical matrix element. Fur-
thermore, Fig. 14(1) shows the same order of magnitude for the RBM Raman
intensity for M-SWNTs and S-SWNTs, which is consistent with experiments.
The reason is that the optical matrix elements for an M-SWNT and an S-
SWNT with a similar dt have a similar value.

The Raman intensity for the G-band modes for S-SWNTs are also cal-
culated. The results are shown in Fig. 14(2). Similar to the RBM case, the
shapes of the curves in Figs. 14(2a) and (2c) for the excitonic model are sim-
ilar to those of Figs. 14(2b) and (2d) for the free-particle model, respectively.
The excitonic effect also enhances the diameter dependence and magnitude
of the intensity. From Figs. 14(2a), and (2c), it is seen that the LO mode
has a weaker chiral-angle dependence compared to the RBM and TO modes.
Moreover, Fig. 14(2a) shows a family pattern similar to that in the excitation
energy Kataura plot [8].

Motivated by the experimental facts that the G− (TO) mode has a weaker
intensity than the G+ (LO) mode, we calculate the Raman intensity ratio
ITO/ILO [11] and the results are shown in Fig. 15. We can see that ITO/ILO in
the exciton picture is generally smaller than that in the free e–h picture [78].
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Moreover, ITO/ILO is the largest for the SWNTs with a chiral angle closest
to the armchair tubes and it becomes zero for zigzag SWNTs. The intensity
ratio in Fig. 15 also shows clear family patterns. In view of the experiments,
the environmental dielectric constants can be varied from close to 1 to a large
value by putting the SWNT samples in air or water. Thus, the excitonic effect
varies in the different SWNT samples and the Raman intensity ratio ITO/ILO

is expected to be smaller for the SWNT samples with a smaller environmental
dielectric constant.

From Fig. 14, we can see that for calculating the resonance Raman inten-
sity, the exciton and free-particle models generally yield the same tube type
and a similar chirality dependence. The excitonic effect increases the diame-
ter dependence and the absolute value of the intensity. Within the excitonic
picture, the diameter dependence for the RBM intensity within the diameter
range observed experimentally in [26] is about 4 times stronger than within
the free electron–hole picture. Therefore, our calculations now predict the
observed intensity-diameter-dependent trend shown in [26].

We should mention that the general conclusions for the diameter and
chirality dependence of the el–ph matrix elements shown in Sect. 4 are also
valid for the diameter and chirality dependence of the resonance Raman in-
tensity. The ex–op matrix elements change the detailed family patterns in the
intensity, and especially enhance the diameter dependence of the resonance
Raman intensity.

5 Future Directions, Summary

In this review, we mainly show the first-order Raman intensity as a function
of EL, which is compared with the experimental Raman excitation profile.
The dependence of length, family, chirality, and diameter can be well ex-
plained by exciton theory and thus such dependences can be an important
tool for characterizing the (n,m) assignment, the relative intensity, and the
population of specific (n,m) SWNTs in the sample. The characterization of
SWNT samples by using Raman spectroscopy becomes a standard in the field
of nanotubes.

An important issue for Raman spectroscopy that is not covered in this
chapter is the effect of various types of external fields around a SWNT, such
as magnetic field, electric field, pressure and stress on the RRS spectra. The
environmental effects due to wrapping agents, peapod insertions, the outer
(inner)-shell interaction for DWNTs, also give rise to important modifications
to the observed RRS. The symmetry-breaking effect due to doping, caps,
edges and defects may induce new Raman signals, which are also important
for characterizing sample properties.

Most of the dependence of RRS on external fields, the environmental
conditions and symmetry-breaking effects imposed on SWNTs can be un-
derstood by the response of the SWNT electronic structures, which will be
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ongoing subjects of Raman spectroscopy. Understanding the higher-order Ra-
man spectra, energy transfer between two nanotubes, handling dark excitons,
and understanding Kohn anomalies in metallic tubes are hot topics, which
await solution in the near future.
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Abstract. In the past five years photoluminescence (PL) of SWNTs has gone from
discovery to one of the most actively researched areas, with broad impact on the
basic science of SWNTs, as well as the promise of applications. The simplest free-
carrier models of perfect semiconducting SWNTs in vacuum predict that they have
direct bandgaps and therefore should be efficient light absorbers and emitters. Ex-
perimentally, isolating SWNTs from environmental interactions proves crucial to
observing this strong PL. The Coulomb interaction enhanced by one-dimensional
confinement requires that excitonic models be invoked to understand PL features.
Prepared properly, SWNTs are strong PL emitters, with good quantum yield, show-
ing principal PL peaks with characteristic lineshapes and (n, m)-dependent emis-
sion and absorption energies, as well as a rich absorption spectrum. PL has emerged
as an important characterization tool for determining (n, m) and (n, m) distribu-
tions, albeit with some limitations. Extrinsic factors, such as chemical environment,
temperature, electric and magnetic field, or intrinsic factors, such as phonons, are
manifest in SWNT PL. Possible applications in sensing, biological markers, and
optoelectronics are beginning to emerge from current research in SWNT PL.

1 Introduction

The first report of photoluminescence (PL) in single-wall carbon nanotubes
(SWNTs) dates back to 2002 [1], and in the intervening half-decade there has
been tremendous progress including a large number of fundamental studies
of SWNT PL, the emergence of PL methods as basic characterization tools,
and the early exploration of PL-related applications. The term “photolumi-
nescence” describes any process in which light is absorbed by a medium,
generating an excited state, and then light of lower frequency is re-emitted
upon relaxation to a ground state. In nanotube optics the term fluorescence is
used synonymously and is actually more precisely correct as it describes “al-
lowed” PL processes for which the timescale between absorption and emission
is few nanoseconds or less. In the currently accepted picture of SWNT PL,
when a SWNT is photoexcited, electron–hole pairs are created in the form of
excitons, which are subsequently annihilated with the emission of photons. Of
special interest for fundamental science is the strong, one-dimensional con-
finement with its consequences for PL characteristics. The SWNT represents
A. Jorio, G. Dresselhaus, M. S. Dresselhaus (Eds.): Carbon Nanotubes,
Topics Appl. Physics 111, 287–319 (2008)
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a unique model system for which the range of diameters and chiralities avail-
able through synthesis allows for a nearly continuous tuning of exciton con-
finement energy and symmetry. The SWNT also constitutes a bridge between
bulk crystals traditionally studied by physicists, and molecules traditionally
studied by chemists, and as such its optical properties can be understood in
terms of either as a starting point, and the methods of both disciplines can
be applied.

The aim of this chapter is to outline the PL-related properties of SWNTs
and how they are presently understood. The number of publications is large
and growing rapidly, and cannot be fully explained in such a short review.
Nonetheless, we hope the chapter will provide a good starting point for those
interested in SWNT PL. Some important topics are treated very briefly be-
cause they are covered in detail in other contributions to this book. This
contribution consists of the following sections: Sect. 2 gives the basic de-
scription of optical processes in SWNTs, including absorption, luminescence,
photoluminescence excitation, effects of sample preparation, and excitonic
effects. Section 3 presents the spectral characteristics of SWNT PL includ-
ing linewidths, lineshapes, quantum efficiency, and phonon-related features.
Section 4 gives an overview of the effects on the PL of various physical param-
eters such as temperature, strain, electric and magnetic fields, and chemical
doping. Sect. 5 looks beyond the fundamental science to explore some of the
possible PL-related applications of SWNTs that are currently under explo-
ration. Finally, Sect. 6 provides a summary and outlook for the field of SWNT
PL-related research in the next few years.

2 Basic Photoluminescence Spectroscopy
of Isolated Nanotubes

2.1 Model

In SWNTs, the band structure is a series of one-dimensional subbands arising
from the periodic boundary conditions imposed by wrapping the graphene
sheet. The dominant “allowed” optical electronic transitions connect bands
with the same index. These longitudinal transitions are labeled E11 and E22

(more generally Eii, i = 1, 2, 3, . . . ) in Fig. 1, and are allowed for light
polarized along the nanotube axis. In the simplest physical picture of PL, light
absorption occurs at Eii, and after some relaxation process, recombination
occurs at E11. A schematic of the band structure of a SWNT and the PL
process at this level of approximation is shown in Fig. 1a. Absorption and
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Fig. 1. Optical processes in SWNTs. (a) The band structure and optical transitions
in a simplified single-particle picture and its corresponding density of states. Light
absorption at E22 is shown with an upward-pointing arrow and light emission at
E11 is shown with a downward-pointing arrow. The thin jagged arrows illustrate
relaxation from E22 to E11. (b) A simplified picture of the exciton band structure
and optical transition. One-photon processes are shown as in (a) and a two-photon
process is shown with two gray upward-pointing arrows. The ground state represents
a vacuum state, that is, with no excitons

emission energies are intimately connected to the nanotube diameter and
chirality. The longitudinal transitions can be described to leading order by:

E11 = 2γoad−1 + (−1)ν t11 cos(3θ)
d2

, (1)

E22 = 4γ∗
oad−1 − (−1)ν t22 cos(3θ)

d2
, (2)

where γo, γ∗
o (both between 2.6 and 3.0 eV), t11 and t22 are free parameters

related to the onsite energy and to the hopping integrals, respectively, and
a is the lattice parameter (2.42 Å), d is the nanotube diameter, and θ is the
nanotube chiral angle. For polarization perpendicular to the tube axis, transi-
tions are allowed between states belonging to bands that differ by one in band
index. For example, an electron is promoted from the highest valence band
(v1 in Fig. 1a) to the second-lowest conduction band (c2), an E12 transition.
The large geometrical anisotropy of carbon nanotubes, and consequently its
dielectric environment, leads to a strong suppression of transverse transitions
(the “antenna effect”, see the contribution by Ando) [2]. Within a noninter-
acting picture, the tranverse E12 (and E21) transitions appear halfway in
energy between E11 and E22. Experimentally, the longitudinal and trans-
verse configurations are most commonly probed. However, light propagation
along the tube axis will also give rise to interesting optical transitions. For
example, chiral tubes will show different responses to left- and right-circular
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polarization for light propagation along the tube axis (“dichroic effects”).
Such transitions should also be weak due to the antenna effect.

Although noninteracting pictures are useful models, the effect of the
Coulomb interaction must be taken into account to properly describe SWNT
PL. In one dimension, charged particles are compelled to interact more
strongly, and the peaked DOS, the reduced charge screening, and the re-
duced phase space are all factors enhancing the effect of Coulomb interaction.
This was already recognized in the earliest PL work on SWNTs [2], and it is
PL experiments that have since provided the most direct evidence of these
Coulomb effects. The contributions by Ando and by Spataru et al. provide
full treatments of exciton theory. In particular, Fig. 3 of contribution by Ando
shows how the bandgaps and the exciton absorption energies of the first and
second bands evolves as the strength of Coulomb interaction is increased [3].

A basic description of interaction effects on peak positions is needed to
understand PL data. First, positions of the free-particle Eii transitions are
pushed upward by a self-energy renormalization term. At the same time, an
electron and a hole will bind together via their mutual Coulomb interaction,
and these bound excitonic states lie well below (∼ 0.5 eV) the free-particle
states, more or less counteracting the repulsive self-energy correction. Each
optical transition (e.g., E11 or E22) and its related bands in the single-particle
picture generates a set of exciton bands with its own selection rules, as dis-
cussed in the contribution by Spataru et al. The unbound (or “continuum”)
states still exist, but the oscillator strength shifts from the free electron–hole
pair to the optically allowed ground-state exciton. When using the notation
Eij in PL experiment now, one generally refers to the bound optically active
excitonic bands.

Within the excitonic picture, experiment indicates that (1) and (2) remain
a reasonable approximation, but with a different set of parameters for γo, γ∗

o,
t11 and t22. This can be understood in part because the exciton dispersion,
though different from the single-particle dispersion, still must incorporate
the same graphene-derived symmetries. Thus, measurement of PL transition
energies can provide evidence for excitons in SWNTs.

2.2 Absorption

Absorption is the fundamental first step to any PL emission. Historically, op-
tical absorption on SWNTs preceded PL measurements by several years [4,5],
principally because, regardless of preparation, nanotubes can absorb light,
while nanotubes must be specially prepared to be good PL emitters. These
early samples consisted of large ensembles of SWNTs, which would typically
be bundled into ropes and contain some level of impurities, for example cata-
lyst residues and non-nanotube carbonaceous material. A typical absorption
spectrum from SWNTs as compared to graphite is shown in Fig. 2a [6].
Above 2.0 eV, the spectrum is relatively featureless and generally similar to
graphite. At lower energies, however, both spectra differ significantly, with
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Fig. 2. Optical absorption from SWNT ensembles using different preparation meth-
ods. (a) Raw spectrum from SWNTs and graphite. (b) Illustration of interband
process giving rise to the absorption peaks. (c) Effect of sample preparation on
absorption resonances for a background subtracted spectrum. The inset shows the
diameter distribution [6]

the SWNT sample showing three broad peaks labeled A, B and C (∼ 0.1 to
∼ 0.4 eV FWHM). The origin of these peaks was associated with the lowest
allowed transition in semiconducting SWNTs (peak A, typically referred to
as E11), the second allowed transition of the same semiconducting SWNTs
(peak B, or E22), and the first peak in the JDOS of the metallic nanotubes
(metallic according to mod(n − m, 3) = 0). The corresponding transitions
are labeled in Fig. 1.

Despite the fact that SWNTs have a sharply peaked density of states, the
peaks found in the absorption spectra are broad. Beyond lifetime broadening,
several factors affect the absorption linewidth for materials in general. Specif-
ically for SWNTs, sample heterogeneity is a dominant factor. An ensemble
of nanotubes most often consists of many different species (n,m), each with
a different set of absorption peaks, adding up to produce the broad peak re-
flecting to first order a diameter distribution. In addition, even if the sample
consisted of only a single nanotube species, interaction with the environment,
either through bundling or contact with other material, can broaden the spec-
tral features. Figure 2c illustrates how bundling severely broadens the series
of narrow absorption peaks (∼ 25meV) obtained on ensembles of individual
SWNTs.

2.3 Photoluminescence from Isolated SWNTs

The breakthrough that began the era of PL studies on SWNTs was at first one
of purification, with isolated SWNTs being separated from bundled ones [1].
The absorption spectra of the separated SWNTs showed series of sharp peaks
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Fig. 3. (a) Optical emission and absorption from an ensemble of isolated
SWNTs in a surfactant solution [1]. (b) PL from a small number of SWNTs sus-
pended freely above a substrate. Samples without suspended SWNTs do not show
SWNT PL (a,b), while areas with suspended SWNTs show sharp PL peaks (c) [7]

(∼ 25meV), rather than the broad peaks seen for bundles. (see Figs. 3a
and 2c). In stark contrast to bundle samples, these separated SWNTs in
suspension also showed sharp PL peaks in the near-infrared when excited
with laser illumination in the visible. Figure 3a shows the emission spectrum,
which has virtually identical energies and similar linewidths (∼ 25meV) as
the absorption spectrum. This led to the conclusion that the same states are
responsible for both processes and that the luminescence involves transitions
between band extrema in semiconductors (i.e., from ES

11). Since this original
work, many other recipes using a variety of surfactants have been tested by
several groups. This is presently the dominant method to obtain PL spectra
from SWNTs.

For basic studies and for many applications, it is useful to immobilize
the nanotubes. The addition of PVP to the suspensions produced a solid
with similar luminescence efficiencies to the aqueous suspension. There are
also alternative methods of isolating individual SWNTs that predate these
methods. One approach to isolating SWNTs from their surroundings and pre-
venting bundling is to synthesize them on textured substrates, for instance on
a substrate patterned with pillars or trenches [8]. Chemical vapor deposition
was found to be an effective method to produce such samples, where large
numbers of isolated single SWNTs bridging pillar to pillar can be synthe-
sized [8,9]. Apart from their supporting segments, nanotubes are surrounded
only by gas ambient – there is no surfactant or solvent to interact with the
nanotube surface. In a first experiment with such samples, laser illumination
showed no NIR photoluminescence from the flat surfaces known to have abun-
dant SWNTs [7]. But on pillars bridged by sparse networks of SWNTs, sharp
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peaks were observed (Fig. 3b). Notably, these peaks are substantially sharper
(∼ 10meV) than the micelle-wrapped SWNTs. Wavelength-dependent exci-
tation confirmed that these peaks are the same ES

11 transitions observed for
micelle-wrapped SWNTs. Such SWNTs have spectral properties which are
arguably better than micelle-wrapped nanotubes (see Sect. 3.1 for details),
and single nanotube studies [10] are no more difficult than ensemble studies.
These freely suspended SWNTs, either in air or some other gas ambient, are
ideal for spectroscopic studies.

2.4 Photoluminescence Excitation Map

SWNTs have a unique, species-dependent optical absorption spectrum. An
alternative probe of the energy band structure that is closely related to optical
absorption is photoluminescence excitation (PLE) spectroscopy. In PLE the
PL intensity is recorded while the excitation wavelength is changed. A max-
imum in intensity is found whenever the excitation energy passes through
an absorption resonance from which relaxation to a PL-emitting transition
occurs. One can build up a three-dimensional “map” showing luminescent
intensity vs. emission and excitation wavelength. An example of a PLE map
is shown in Fig. 4a [11]. The intensity of luminescence is plotted on a grey
scale, with the emission wavelength along the x-axis and the excitation wave-
length along the y-axis. This particular PLE map is for rather large diameter
nanotubes, and the excitation energy extends over a relatively large range.

A PLE map obtained from an ensemble of SWNTs produces an intriguing
pattern of spots such as in Fig. 4a, each representing a single (n,m) species.
The so-called “fingerprint region” is visible in the center of the plot. Each
spot in this region comes from resonant absorption into ES

22 with emission
at ES

11, for a given (n,m) species of nanotube [12, 13]. The link between the
(ES

11, ES
22) spots on the photoluminescence excitation map and their con-

nection to specific (n,m) represents one of the most fundamental results in
nanotube photophysics and is discussed in detail in the contribution by Jorio
et al. PLE mapping has already emerged as an important method of identi-
fying the (n,m) species in a given sample. This (n,m) assignment provides
an alternative way to construct a “Kataura plot” (Fig. 4b) [4], which is com-
plementary to Raman-derived plots. In such a plot, ES

11 and ES
22 resonances

are plotted versus the nanotube diameter.
That the PLE map shows (n,m)-dependent spots can be understood from

the dispersion of graphene and the cutting lines associated with each (n,m)
species. Conceptually, for a linear dispersion with no chiral-angle dependence,
an excitation map would show up as a series of spots distributed along a
straight line with slope 2. Deviations from linearity would not change the
map qualitatively, but would only put ES

22 at some other factor away from
ES

11. The SWNT, however, possesses a trigonal symmetry of bonding similar
to graphene, and therefore, the dispersion relation contains a trigonal warp-
ing term to reflect this distortion away from a circle. A PLE map including
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Fig. 4. (a) A photoluminescence excitation map from an ensemble of SWNTs in a
surfactant solution [11]. (b) A Kataura plot derived from photoluminescence data
from a SWNT solution [12]. The middle (n-m)mod3=1 should read (n-m)mod3=2.

trigonal warping effects would fan out compared with the linear case, with
two sets of branches on either side of the slope 2 median. Small n−m points
(near armchair) sit close to the median line, and large n−m (towards zigzag)
are farther away. Points with the same n−m are sometimes referred to as a
“family”, and each n−m family is approximately linear on the Kataura plot.
Geometrically, the n − m value describes how far the chiral vector deviates
from the armchair line. The set of spots below the median (small ES

22 en-
ergy for a given ES

11) originate from SWNTs which are labelled “mod 2” (as
defined by mod(n − m, 3) = 2), and the upper set originates from SWNTs
which are labelled “mod 1”. This separation comes from the fact that mod 1
and mod 2 correspond to cutting lines on opposite sides of the K(K’) points
sample opposite sides of energy contours. The effect of the trigonal warping
term is amplified in PLE maps since the ES

11 and ES
22 cutting lines sample op-

posite sides of the energy dispersion. Experimentally, the median line is found
to be around 1.7, and the deviation from 2 is attributed to self-energy cor-
rections to the energy dispersion as discussed in the contribution by Spataru
et al.

Another important grouping is the 2n + m “family”, and this family can
also be seen on the Kataura plot (Fig. 4b). Each set of peaks peeling away
from the central line in the Kataura plot belongs to a single 2n + m family.



Photoluminescence: Science and Applications 295

The geometrical meaning of the 2n + m family is also simple and arises from
the projection of the chiral vector onto the first primitive lattice vector, i.e.,
the projection of the chiral vector onto the zigzag line. SWNTs belonging to
a given 2n + m family sample the full range of chiral angles, while remaining
fairly similar in diameter.

Beyond (ES
11, E

S
22) spots, a number of additional spectral features are

evident in a PLE map. For example, the vertical streakiness in the map
results from off-resonance absorption, which is typically a factor of ten or
more weaker than on-resonance. Also, at the bottom right in Fig. 4a (λ <
500 nm), a second “fingerprint” region appears as a kind of “echo” of the
first fingerprint region. This corresponds to resonant excitation at ES

33 or ES
44

and emission at ES
11. Like the first fingerprint, these resonances too, could

be used for (n,m) assignment. Another kind of feature is the line labeled G,
and also the much weaker line labelled G′. These show resonant absorption
at levels that are a phonon frequency above ES

11, in this case the G (or G′)
phonon. Many such phonon echoes are now known, originating both from
ES

11 and ES
22 and will be discussed in the next section. Importantly, pure

Raman features some phonon energy below the excitation energy are often
seen in PLE maps when laser excitation is used, particularly as combination
modes (e.g., 2D + 2G) [14]. Finally, the bright line along the top, where the
excitation wavelength and emission wavelength are almost equal, is primarily
an experimental artifact caused by the lack of rejection of the excitation
source. However, some real structure is visible here, originating from ES

11

absorption resonances, which are broader than the rejection of the optical
setup.

While PLE maps are qualitatively similar for SWNT samples prepared
with various methods, detailed analysis can reveal some significant differ-
ences. For example, Fig. 5 shows a map from SWNTs in free space with
the SDS-wrapped data of [12] plotted for comparison [14]. One immediately
sees the same pattern of spots, and they can be related one-to-one to the
surfactant-based assignment. The micelle-encapsulated emission peaks are
slightly redshifted (28meV on average for ES

11). This shift is explained by
dielectric screening produced by the solution surrounding the nanotubes [3].
The magnitude of the shift can be understood with reference to exciton mod-
els. However, it is not trivial, since two effects opposite in sign shift the en-
ergy peak position, namely the self-energy, which increases the energy, and
the exciton binding energy, which decreases it. The overall redshift of optical
resonances was predicted theoretically (see also the contributions by Ando,
and Saito et al. of this volume).

Depending on the details of the sample preparation, PLE maps can evolve
from well-resolved peaks to broad unresolved features. In some cases, light
emission observed from bundles was attributed to nonradiative relaxation and
blackbody emission accompanying transient heating [15]. Recently, detailed
analysis of PLE maps revealed that excitons can transfer to a neighboring
nanotube and emit light [16]. Structures closely related to individual, isolated
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Fig. 5. A photoluminescence excitation map from an ensemble of freely suspended
SWNTs. (a) shows the data only. In (b) corresponding surfactant nanotubes peaks
are labeled as black dots, and circles show the surfactant peaks plus a fixed energy
offset that provides the best fit with the air-suspended peak positions [14]

SWNTs are also likely to emit PL in some cases. For example, preliminary
PL experiments on double-wall carbon nanotubes (DWNTs) have been per-
formed, though with quite different results [17, 18].

2.5 Exciton Picture

In general, excitonic effects are important in low-dimensional systems and
similarly, excitons are expected to be important in SWNT PL: early experi-
mental work alludes to their importance [12], and at the time some excitonic
effects were already predicted [2]. The excitonic picture is discussed in full
detail in the contributions by Ando and by Spataru et al.

One early line of evidence for the need to use excitons to explain the PL
data is the ratio problem [19, 20]. The ratio of ES

22/ES
11 for linear energy

dispersion within the simplest tight-binding model is 2. In more physical
models of the single-particle dispersion, “trigonal warping”, other trigonally
symmetric terms and diameter-dependent curvature effects distort the shape
of the dispersion and cause this ratio to deviate from 2. However, these dis-
tortions vanish in the limit of large SWNT radius (i.e., near the K-point
of the graphene dispersion). Thus, the limit of ES

22/ES
11 for large-diameter

SWNTs should go to 2. Extrapolating from the PLE mapping data, the ratio
rather goes to ∼ 1.7 [12, 13].

The ratio problem can be understood if Coulomb interaction is included
even in the simplest model with linear dispersion [20]. While the electronic
(single-particle) bandgaps scale roughly as 1/dt, the Coulomb interaction has
two contributions, excitonic and self-energy corrections. For large nanotube
diameters, excitonic corrections become negligible but self-energy corrections
present in graphene remain. These are repulsive contributions that increase
the values of both ES

11 and ES
22, in such a manner that the average ratio

becomes smaller than 2. The magnitude of the deviation is determined by
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the strength of the Coulomb interaction, and consequently is sensitive to the
dielectric constant.

More evidence for excitons in SWNTs is provided by a two-photon PLE
experiment [21,22]. Conventional PL is a one-photon (linear) process and the
absorption of a single-photon causes the transition from the ground state to
an excited state. The emission is also usually a single photon-process: recom-
bination occurs across the bandgap with the emission of a single photon. How-
ever, at high excitation power densities, two-photon absorption (TPA) can
occur at an appreciable rate. TPA and one-photon absorption (OPA) obey
different selection rules. In conventional semiconductor materials, the differ-
ence between OPA and TPA has been used to demonstrate excitonic effects.
Two groups have performed this type of experiment on SWNTs, showing
that the TPA data is incompatible with the single-particle picture of SWNT
photoluminescence [21, 22], and is further discussed in the contribution by
Spataru et al.

In one dimension, excitonic states can be described by a hydrogen-like
Rydberg series (s, p, d, . . . ) of bands below the single-particle bandgap. For
SWNTs, this is a somewhat simplified picture; nonetheless, this description
provides some useful insights (for a more complete picture of excitonic states,
see the contribution by Spataru et al.). Excitonic states have definite par-
ity with respect to a plane perpendicular to the tube axis. For transitions
polarized along the tube axis, which are usually dominant in SWNT pho-
toluminescence, OPA selection rules dictate that the initial and final states
have opposite parity. In TPA such transitions have the same parity. In the
Rydberg model, OPA excites the lower-lying s-like exciton, while TPA ex-
cites the p-like excited exciton state. This simple model is used to describe
TPA but proper account of symmetries is required to reflect the chirality of
SWNTs. Excitation with two photons will result in an absorption peak higher
in energy than the one-photon peak. The process of two-photon absorption
followed by one-photon photoluminescence emission in the excitonic picture
is illustrated schematically in Fig. 1b.

In contrast, the single-particle picture has only excitations into a contin-
uum, and thus there is no selection rule to separate one- and two-photon
processes. One- and two-photon absorption should both take place at the
bandgap as measured by PL. A deviation of the two-photon absorption peak
from the photoluminescence emission peak (or one-photon absorption peak)
is a signature of excitonic effects. This is precisely what is observed in a PL
experiment as shown in Fig. 6. The absorption peak for the single-particle
picture would sit along a line at twice the emission wavelength. There is,
however, an approximately 0.2−0.3 eV shift, representing the difference be-
tween the one- and two-photon states. The exciton binding energy can be
estimated from this difference, but the exact number is model dependent.
In any case, this represents a significant fraction of the electronic bandgap,
and is much larger than found in bulk semiconductors or two-dimensional
confined semiconductor heterostructures.
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Fig. 6. A photoluminescence excitation map obtained from a two-photon absorp-
tion experiment [22]

3 Spectroscopic Properties of Nanotube
Photoluminescence

3.1 Lineshape

As described in the previous section, the electronic DOS is strongly peaked
at the band edge with the consequence of limited thermal broadening. Even
if higher-energy states can become thermally occupied at finite temperature,
the lower density for those states reduces their relative contribution to the PL
intensity. This reduced dimensionality should be reflected in PL linewidths.
Indeed, air-suspended SWNTs have emission linewidths at 300K as small as
9meV, significantly smaller than the thermal energy of 25meV [10]. The early
reports from surfactant SWNTs showed broader Lorentzian peaks of about
25meV (FWHM) [1]. The broader linewidth of these surfactant SWNTs as
compared to air-suspended SWNTs might by due to inhomogenous surfactant
coatings, bundling effects, or due to damage or cutting due to the relatively
aggressive suspension process. More recently, narrow linewidths have been
obtained from individual surfactant SWNTs at room temperature [15].

For air-suspended SWNTs the lineshape is systematically asymmetric,
with a sharper rise on the low-energy side and a more gradual falloff at high
energy (Fig. 7) [10]. Some surfactant SWNTs with narrow PL linewidth also
show this shape [15]. Interestingly, this shape qualitatively matches that of
a 1D DOS, but the connection of the lineshape to the DOS has not been
separately confirmed. Individual nanotubes prepared by drying a drop of
dispersion on glass have a single Lorentzian lineshape with an approximately
25meV linewidth [23].

It seems likely that the narrow linewidths are intrinsic. Clearly, lifetime
broadening can be excluded since the PL radiative lifetime is estimated to be
of the order of nanoseconds, which implies μeV linewidths. Since excitons in
SWNTs are strongly bound (∼ 0.4 eV), excitonic effects are important even
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Fig. 7. Polarization dependence of PL emission (a) and excitation (b). In the polar
plots, the angle is between the optical electric field and the nanotube axis [10]

at room temperature. One clue to the origin of the linewidths is the correla-
tion between nanotube diameter and emission linewidth [24]: the linewidth
is broader in smaller-diameter nanotubes at room temperature. A possibility
is that this broadening originates from the dephasing time of excitons in the
ground state due to exciton–phonon scattering, i.e., if the dephasing time is
shorter for smaller-diameter SWNTs. The role of exciton–phonon scattering
is also apparent in the temperature dependence of the linewidth, as described
later in this chapter.

The absorption linewidth and shape is largely determined by the carrier
relaxation timescale. In contrast with emission, the PLE profile even from
an individual nanotube can show several resonances. However, the E22 reso-
nance is strongly dominant, with a Lorentzian lineshape of FWHM measuring
about 40meV. This linewidth is consistent with lifetime broadening at the
timescales (< 1 ps) measured in photobleaching experiments (See the contri-
bution by Ma et al.). For ES

22, no significant systematic trend in linewidths
as a function of (n,m) has yet been reported.

3.2 Polarization

The optical response of SWNTs is strongly affected by its shape anisotropy,
with both absorption and emission of photons having a strong polarization
dependence. Anisotropic scattering was first demonstrated in Raman spec-
troscopy on individual nanotubes [25]. For surfactant SWNTs, the same effect
was seen soon after the discovery of PL [23]. Figure 7 shows the polarization
dependence of both light absorption and PL emission. Both emission at ES

11

and absorption at ES
22 have a maximum intensity for polarization parallel to

the nanotube axis. The intensity fits a cos2 θ polarization dependence, and
the polarization anisotropy was found to be ∼ 20 in emission, and ∼ 10 in
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absorption. Considering the enormous aspect ratio of these SWNTs, the mea-
sured anisotropy is actually quite small. However, those nanotubes deviated
at least slightly from perfect straightness and any bend necessarily reduces
the polarization anisotropy. Results of absorption anisotropy are now avail-
able on ensembles using post-growth alignment schemes or vertically grown
nanotube forests [26, 27].

As discussed in Sect. 2, perpendicular excitations are expected to be
strongly suppressed due to the antenna effect [2]. Still, PLE spectra reveal
distinct absorption peaks for different polarization configurations. Anisotropy
in the PL for micelle-suspended SWNTs was first reported and it was shown
that the degree of anisotropy was different for different fixed excitation wave-
lengths [28]. Polarized photoluminescence excitation (PLE) spectroscopy (i.e.,
with tunable excitation wavelength) on ensembles of smaller-diameter nano-
tubes clearly showed crosspolarized absorption peaks [29]. In the crosspolar-
ized configuration, excitation is transversely polarized with respect to emis-
sion. Using data obtained from the different configuration of polarization
allows for “pure” components of parallel (longitudinal) and perpendicularly
(transverse) excitations to be extracted. Figure 8a shows a PLE map in the
usual longitudinal configuration, while Fig. 8b shows the transverse PL ex-
citation map revealing resonances (horizontal arrows) attributed to ES

12 and
ES

21 transitions. Those resonances appear close but at a different energy from
the dominant ES

22 resonances. Within a noninteracting model, transition en-
ergies for the crosspolarized condition are expected halfway between ES

11

and ES
22. However, the resonances observed in Fig. 8 appear close to ES

22, thus
at considerably higher energy than predictions within a single-particle the-
ory. This result provides further evidence for excitons in SWNTs. A blueshift
of excitonic ES

12 and ES
21 transitions relative to ES

11 is expected theoretically
by correlated-electron calculations [30]. The amount of blueshift depends on
the strength of the Coulomb interaction. Similarly, a large blueshift of an
excitonic absorption peak for perpendicular polarization is expected on the
basis of calculations that take into account the depolarization effect (see the
contribution by Saito et al.) [31]. New polarized PLE imaging results on indi-
vidual SWNTs clearly resolve ES

12 and other features, including their (n,m)
dependence, and they can be explained in the context of these excitonic pic-
tures [32].

3.3 Quantum Efficiency

The quantum efficiency (η) is a parameter of great interest from the point
of view of basic physics as well as from the point of view of photonic and
optoelectronic applications. It can be defined as the ratio of the number of
photons emitted (nem) to the number of photons absorbed (nabs), so that η =
nem/nabs. For SWNTs in a surfactant, early reports suggested η ≈ 0.1%, but
much higher values have been measured recently. These numbers represent
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Fig. 8. Longitudinal (a) and transverse PL excitation maps. The resonances in (b)
are attributed to absorption into E12 and E21. Horizontal arrows indicate transverse
resonances [29]

only estimates since either or both photon numbers (nem and nabs) have not
been measured directly.

For nanotubes in solution, the number of absorbed photons at a given
energy is straightforward and is measured simply by looking at the optical
density of the solution. Solutions with optical density of order OD = 0.1 are
often used (corresponding to transmission of 80%). Non-SWNT absorbers
must be negligible or accounted for in some way. Ideally, all absorbed pho-
tons excite SWNTs in the solution. If the nanotubes were pristine and perfect,
PL would not be expected from the metallic fraction (so η = 0), and would
be a maximum for semiconductors (η = ηmax). For bundles, or individual
SWNTs that are defective, short with end effects, kinked or otherwise imper-
fect, the efficiency should be lower (η < ηmax). In ensemble measurements
one is averaging over a distribution, and so can only determine a lower bound
on the intrinsic η of pristine SWNTs. Of course, SWNT PL is possible over a
large range of wavelengths, and the detector must be sensitive to all possible
emitters in the sample. One must also be careful to take into account the
collection efficiency of the optical system.

It is more straightforward to determine η for an individual SWNT of
known diameter and length. In that case, in terms of experimentally acces-
sible parameters, η = PeλeS/APiλiST where Pi, λi and S are, respectively,
the incident laser power, wavelength and spot area, and A is the fraction of
incident photons absorbed by the nanotube, Pe is the power emitted from
the tube, λe the emission peak wavelength, and ST is the surface area of
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the SWNT. Like molecules, SWNTs are expected to be transparent to most
incident photons, so that A � 1. Measurements of A are not available at
the single-nanotube level, however, ensemble measurements yield an optical
crossection of 1.6×10−4 nm2 per carbon atom [26], and with a surface density
of carbon atoms in graphene of 37 carbon atoms/nm2, the absorption coeffi-
cient of a SWNT is estimated at A = 0.0059 (i.e., a SWNT absorbs one out
of 169 incident photons). With PL imaging and spectroscopy, all parameters
except A are determined and the SWNT quantum efficiency is estimated at
η = 7%, a value significantly higher than previous reports [33].

A low η might be expected by comparison to similar materials. For ex-
ample, in conjugated polymers a low η is understood to arise from optically
dark states, which are lower in energy than the optically bright state. How-
ever, in SWNTs, these states are expected to be just below the bright exciton
(about 7meV below) and therefore only significant at low temperatures (of
order 10K) [34]. Loss of PL intensity has been seen in this temperature
range [35], and recent temperature- and magnetic-field-dependent measure-
ments strongly support this picture [36].

PL excitation maps suggest that the quantum efficiency might be (n,m)
dependent and three factors may cause η to be (n,m) dependent: ES

22 ab-
sorption rates, ES

11 emission rates, and relaxation process between the two
states. These may have intrinsic as well as extrinsic components. Intrinsic
aspects have begun to be investigated theoretically [37, 38]. Within a nonex-
citonic model, optical absorption at ES

22 is found to depend strongly on chiral
angle, while the diameter dependence is weak. For emission at ES

11 the dom-
inant dependence is on the diameter. On this basis, PL intensities would be
greater for smaller-diameter nanotubes of the mod 2 family, with emission
from near-zigzag angle SWNTs being most intense. In contrast, there is a
virtual absence of signal from near-zigzag SWNTs in PLE maps. Experimen-
tally however, (n,m) distributions are not likely to be uniform. In the model,
the phonon-relaxation process from ES

22 to ES
11 results in lower η for mod 2

and near-zigzag SWNTs. For the mod 2 family with its smaller ES
22/ES

11 ra-
tio, interband splitting becomes less than the LO phonon energy, closing a
relaxation pathway and so dramatically slowing relaxation to ES

11 (see also
the contribution by Saito et al.).

A relaxation picture involving a process where two ES
11 excitons are cre-

ated was used to explain weak PL in near-zigzag SWNTs [38]. This extra
decay channel should be possible in mod 1 nanotubes for which ES

22 > 2ES
11,

but not for mod 2 nanotubes where mod 1 and mod 2 are defined in terms
of (mod (n − m),3) = 1 or 2. Independent experimental evidence, for exam-
ple larger absorption linewidths for shorter decay times, has not yet been
obtained.
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Fig. 9. (a) A PL image of an individual SWNT freely suspended in air above a
patterned Si substrate. (b) The PL spectrum of the nanotube in (a) [33]

3.4 Photoluminescence Imaging

SWNTs are often grown to millimeter lengths or more. This means that
despite their nanometer-scale diameters, they are macroscopic objects and
they can produce an extended, resolvable optical image in the far field.

PL imaging of individual nanotubes in the far field has been reported
for detection with near-infrared 2D detectors and laser illumination [15, 33,
39], as well as white-light illumination [40]. A PL image of a single SWNT
suspended over a trench is shown in Fig. 9a, with the corresponding PL
spectrum shown in Fig. 9b. Spatially resolved spectroscopy shows that for
individual nanotubes in surfactant gels, PL linewidths are usually ∼ 30meV,
but occasionally only ∼ 12meV, in line with air-suspended nanotubes [15].
On extended images, small spectral shifts (∼ 2meV) have been reported from
end-to-end of a single such nanotube. Such shifts and broadening have been
interpreted in terms of the different environmental effects along the length
of the nanotube. On freely suspended SWNTs [33], while most nanotubes
had fixed emission wavelengths, small shifts in emission were seen in some
nanotubes, possibly attributable to changes in the local environment along
the lengths of the single nanotubes. Large spectral shifts were also seen and
attributed to (n,m) changes.

PL imaging with deep submicrometer resolution is also possible using
scanning probe near-field techniques (see the contribution by Hartschuh
on new techniques) [41]. For SDS-wrapped SWNTs on mica, “hotspots”,
∼ 20meV shifts and significant linewidth variations have been observed with
∼ 15 nm resolution on micrometer-length nanotubes [42]. These are presum-
ably all environmental effects related to the micelle wrapping. Such methods
have also been used to detect and spatially resolve nanotubes directly on
glass [43].
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Fig. 10. Time evolution of photoluminescence spectrum from individual SWNTs
on a substrate measured at low temperature. In (c), the emission is constant and
the intensity fluctuates, while in (d) and (e) both emission energy and intensity
fluctuate [44]

3.5 Time Dependence

Ultrafast optical studies (from ps to μs timescales) give detailed information
about the dynamics of the PL process and are covered in detail in the con-
tribution by Ma et al. Here, we discuss only very slow (ms to ks timescale)
fluctuations in PL intensity that are sometimes observed. The experimental
results are quite diverse and depend on experimental conditions. For SWNTs
suspended above a substrate, stable PL is obtained, and this is sometimes
the case in solution. Time-dependent PL can be caused by high excitation
intensities, temperature fluctuations, fluctuations in ambient environment,
pH changes, gas ambient changes and other effects. For surfactant-coated
SWNTs deposited on substrates, random fluctuations of PL intensity (blink-
ing) and/or PL wavelength (spectral diffusion) have been seen, especially at
low temperatures (see Fig. 10) [44]. Presumably, these random fluctuations
are the consequence of local defects on the nanotube or in its immediate sur-
rounding, and these defects change the nanotube environment dynamically
by trapping and releasing charged or neutral excitations. Blinking was ob-
served even at room temperature in similar samples, and explained in the
same way [45].

In contrast, the vast majority of air-suspended SWNTs show steady lu-
minescence at low excitation power. However, some do show slow intensity
variations and gradual dimming [33]. This phenomena is associated with the
“pushing down” of suspended SWNTs by optically induced forces and was
first seen by global Raman imaging [46]. In that case, SEM observation of
the nanotubes showing losses of Raman intensities confirmed that they col-
lapsed down onto the substrate. Of course, SWNTs may collapse onto the
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Fig. 11. PL excitation profile just above ES
11 showing phonon-assisted absorption

(peaks around 200 meV). The energies have been offset by the corresponding ES
11

energy. Peaks visible at higher energy correspond to ES
22 absorption [48]

substrate for other reasons as well, for example because of simple electrostatic
interactions.

3.6 Phonons

Optical processes described so far in this chapter involved solely electron–hole
excitations. This is reasonable for a first description since they represent by
far the strongest resonances in the PLE map. There are, however, a number of
additional weaker features, some of which can be assigned to phonon-assisted
processes. These appear as satellites of the main ES

11 and ES
22 resonances.

In one spectacular example, several phonon sidebands including overtones
are observed in low-temperature PLE on individual SWNTs [47]. Figure 11
shows an example of an ES

11 phonon sideband [48]. The excitation energies
have been offset by the corresponding ES

11 emission energy to highlight the
common-phonon feature. There is a clear peak around 200meV above ES

11

that corresponds to the energy of the G-band phonon. This is described as
an exciton–phonon complex and theory predicts that the strength of this
sideband is much greater within an excitonic picture, and it would not be
visible in a nonexcitonic picture [49].

Phonon sidebands are not limited to ES
11 excitons, but also originate in

other exciton bands such as ES
22. An experimental demonstration of the rela-

tion of an ES
22 sideband to phonons was provided by comparing PL of SWNTs

made from different carbon isotopes [50]. A slight spectral shift occurs when
13C is used instead of 12C. The spectral weight of this sideband is of the order
of a few per cent, in agreement with theory [49].
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Fig. 12. Dynamics of the photoluminescence peak position upon cycling of the gas
ambient [52]

4 Physical and Chemical Effects

4.1 External Environment

All atoms in SWNTs are surface atoms, and, furthermore, SWNTs are
miniscule, so SWNT physical and chemical properties, including PL, depend
greatly on the immediate surroundings. Effects of the environment are seen
whether the luminescent nanotubes are in a surfactant solution – whether
neutral or ionic – or a solid matrix, suspended in air or other ambient gas or
in direct contact with a substrate or even contacting other nanotubes.

One way the environment can affect the nanotube properties is by chang-
ing its electrostatic surrounding. This may occur simply by dielectric screen-
ing, or through the transfer of electric charges. The effect of dielectric screen-
ing on the PLE map was discussed in Sect. 2.3, and the theory is discussed in
detail in the contribution by Spataru et al. Briefly, the electron–hole dipole
produced by photon absorption will displace surrounding charges, effectively
reducing the Coulomb interaction between the electron and hole. Theory pre-
dicts that increased dielectric screening (i.e., weaker interaction) leads to a
redshift of ES

11 and ES
22 transitions, because the self-energy correction (red-

shift with increasing screening) is generally greater than the exciton bind-
ing energy (blueshift with increasing screening). Simple scaling relationships
have been found for the exciton binding energy as a function of dielectric
constant [51]. Figure 5 shows the difference (of order 10meV) in ES

11 and
ES

22 energies for air ambient as compared to surfactant solutions. Sensitivity
to ambient is also shown in Fig. 12 where shifts in ES

11 are attributed to
molecular adsorption and desorption on the SWNT [52].

In environments where charge is transferred to the SWNT, the effects on
the PL are more severe. For SWNTs in an ionic solution, changing the pH
affects the charge state of the nanotube, leading to the suppression of both
light emission and absorption [53]. This can be understood because the ad-
dition of charges shifts the Fermi energy from the midgap region toward and
ultimately into the conduction or valence band. Light absorption in SWNTs
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Fig. 13. The pH-dependence study of absorbance (a) and (c), and luminescence
(b) and (d), in SWNT ensembles. A decrease in pH leads to a suppression of both
light absorption and emission [53]

is strongly resonant, and electrostatic doping removes or adds electrons from
those resonant states and light absorption is necessarily suppressed. In con-
trast with light absorption, which is mainly only sensitive to state filling,
light emission can also be very sensitive to the presence of dopants as reac-
tive centers. Indeed, pH-dependent PL studies show that the PL intensity
diminishes, while absorption is largely unchanged (Fig. 13). Within their ra-
diative lifetime (estimated at ns) ES

11 excitons can diffuse towards these reac-
tive centers, where PL is quenched by nonradiative decay. A small number of
charges can also quench PL through nonradiative Auger recombination [53].
These two processes are faster (taking only ∼ 10 ps) than radiative decay
rates and therefore dramatically lower PL intensities. The charge state can
also be changed through capacitive gating, described in Sect. 4.2.

The surrounding matrix, especially solids, can induce strain on an SWNT
and so alter PL emission. An isotropic strain produces predominantly a ra-
dial stress on a long nanotube that can be viewed primarily as uniaxial stress
on the graphene sheet [54]. Within a TB model, the anisotropic distortion
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of the graphene sheet results solely in a shift of the Fermi points. For a
metallic nanotube, this leads to the opening of a gap, while for semicon-
ducting nanotubes it leads to an increase of ES

11 and a reduction of ES
22

energies for the mod1 family, and to an opposite shift for mod2 with a
diameter-independent cos3θ functional form (see the contribution by Spataru
et al.) [54]. This effect was observed in PL for SWNTs frozen in an ice matrix
where the strain results in large shifts [55]. The large axial strain produced
by mismatch of the thermal expansion coefficients was estimated at 0.5%
corresponding to a stress of 5GPa. In contrast, PL experiments in liquid
with hydrostatic pressures up to 1GPa were found to decrease ES

11 and ES
22

energies, irrespective of the family [56]. This was attributed to a higher-order
effect beyond the graphene-electronic energy band model. Recently, uniaxial
strains have been applied, stretching individual SWNTs resulting in small
shifts in PL peak position [57].

4.2 External Physical Parameters

The previous section showed that temperature can be used indirectly to affect
the strain on the nanotube in a matrix. In such samples, intrinsic temper-
ature effects are mixed with strain effects and the two contributions must
be disentangled. For freely suspended SWNTs, matrix effects are minimized,
and experiments have been carried out down to the single-nanotube level,
with PL spectra obtained from 4K to 700K [35, 52]. At low temperatures,
the ambient must be controlled since the condensation of atmospheric gases
causes a quenching of SWNT PL. Figure 14 shows single-SWNT data with
changes in emission energy and linewidth as well as the emergence of addi-
tional peaks near 5K. Not shown here, intensity changes, shifts in absorption
peak position, and the emergence of many otherwise unseen peaks also occur
at low temperature.

The E11 PL emission peaks blueshift from 300K down to low temper-
ature, with a species-dependent magnitude ranging from almost zero to
∼ −50μeV/K. This is an order of magnitude less than conventional bulk
semiconductors, and is important in applications such as lasers, where heat-
ing can shift the bandgap and consequently reduce gain and efficiency. This
data is well fitted theoretically by a TB model that includes only electron–
phonon interaction, not excitonic effects [58]. The model predicts a family
pattern for the shift, and for some species of the mod2 family, the band-
gap shows a more complex dependence, with a redshift at temperatures be-
low 100K. The temperature dependence of all ES

11 species is predicted by
a “Vina”-type equation that includes two phonon energy scales with (n,m)-
dependent coupling strength (see the contribution by Spataru et al.). A more
complete experimental study measuring the temperature dependence of the
PL for many (n,m) has not yet been reported.

Interestingly, at high temperatures a sudden shift in the PL peak position
has been found to occur (a “bandgap shift transition”) [52, 59]. This abrupt
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Fig. 14. Temperature dependence of the luminescence from a single freely sus-
pended SWNT (a) PL spectra from 280 to 5 K. Evolution of (b) peak position (c)
linewidth. In (c), the thermal energy kBT is plotted for comparison [35]

blueshift (∼ 30meV) on heating, which can take place over a few degrees, is
larger than the entire redshift that occurs between 5K and room temperature.
As described in Sect. 4.2, this effect is not thought to be intrinsic, but is rather
interpreted as a result of the outgassing of atmospheric adsorbates from the
SWNT surface.

The linewidth and the intensity of the PL peak can provide insight into the
PL mechanism. In several reports on individual SWNTs and SWNT ensem-
bles, the linewidth narrows linearly from 300K to 4K, while the integrated
intensity increases modestly as temperature is reduced from 300K to level-
ing off and ultimately decreasing from about 50K to 4K. The temperature
dependence of the linewidth in Fig. 14 shows a linear drop from 9meV to
2meV between 280 and 4K. Sub-meV linewidths have also been reported
at low temperature for nanotubes in contact with a substrate [44]. It should
be noted that in such samples blinking and spectral diffusion was also ob-
served, suggesting that extrinsic factors, such as substrate-induced or ontube
defects are important. It is worth noting that Raman features often have
narrow linewidths overlapping the SWNT PL emission range, and care must
be taken in assigning spectral features to radiative recombination.

Time-resolved PL decay experiments are essential complements to CW
PL data, especially to help explain the trends observed in emission intensity
and linewidth. Detailed discussion of time-resolved data can be found in the
contribution by Ma et al. on fast optics). Briefly, for single SWNTs, a mono-
exponential decay is observed with timescales from order 10 ps to 100 ps. Vari-
ability of timescale is a sign of sample inhomogeneity [60]. In SWNT ensem-
bles, this tube-to-tube variation in decay rates leads to multiple exponential
decay curves. A detailed temperature study of the long-timescale component
(∼ 100 ps) shows a fivefold increase of the decay time from 300K and a lev-
eling off and decrease below 50K [34]. This result correlates exactly with the
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emission intensity, and is also consistent with the temperature dependence of
the linewidth. The mechanisms attributed to the high- and low-temperature
behavior are competing radiative and nonradiative channels of the bright and
dark exciton states. Above 50K, excitons in the lowest-energy dark states are
thermally excited to the bright exciton state; therefore, the most significant
and relevant decay channel at elevated temperatures is through the bright
exciton state. For the bright state alone, both radiative and nonradiative pro-
cesses compete, with the latter being phonon mediated. At low temperature,
the dark exciton state becomes an effective nonradiative channel for exciton
decay, as excitons trapped in those states can no longer be thermally excited
to the bright state. These experiments allow for an estimate of ∼ 4meV for
the dark–bright exciton splitting (see the contribution by Kono et al.).

Since the dark exciton–bright exciton energy splitting is small, weak
symmetry-breaking perturbations can significantly change SWNT PL, either
by altering the band ordering, or by changing state mixing. Brightening of PL
intensities is observed when high magnetic fields (> 1T) are applied along
the SWNT axis, providing the most direct evidence of low-energy dark exci-
tons in SWNTs [36, 61, 62]. This effect and its physical origin is described in
detail in the contribution by Kono et al. The existence of dark excitons has
been proposed to reduce SWNT PL quantum efficiencies. However, because
of the small splitting this effect appears minimal at room temperature [36].

An electric field also affects PL, by breaking the symmetry or by changing
the SWNT charge state. A suspended SWNT can be electrically connected in
a nanotube field-effect transistor (FET) configuration (see the contributions
by Avouris et al. and by Biercuk et al.). In such a device, the capacitive
coupling to the conductive substrate allows for charges to be drawn in and
out of the nanotube, and in addition to measuring electrical conductivity,
PL spectra can be acquired. Figure 15 shows that the PL intensity reaches a
maximum at negative gate voltages, while the spectral shape remains qualita-
tively unchanged [63]. The peak corresponds to the onset of hole conduction.
It was also found that electric current suppresses PL intensity. The analysis is
based on a free-electron and free-hole picture, and must be revised in the light
of the excitonic picture. In analogy with pH-dependent studies, we might ex-
pect that excess charge in electrostatically doped nanotubes should also lead
to a suppression of the luminescence, for example through the creation of
new Auger-process decay channels.

5 Applications

5.1 Nanotube Research

The advance of research in any materials system is intimately linked to the
ability to evaluate the outcome of synthesis and fabrication. While other
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Fig. 15. Electric-field dependence of PL for a suspended SWNT in a nanotube field-
effect transistor. (a) PL spectra taken at various gate voltages VGS . (b) PL intensity
versus gate voltage showing a maximum at a flat-band condition as illustrated in
the insets [63]

methods, either direct like TEM, or indirect, like resonant Raman spec-
troscopy can provide structural information, the PLE mapping method has
emerged as arguably the most effective way to determine (n,m) distribu-
tions for semiconducting SWNTs. Other methods can provide similar data,
and even be more direct, but PLE mapping is rapid, relatively economical,
and reliable, and can be used at the ensemble or even down to the single-
nanotube level (see contribution by Jorio et al.). PLE mapping systems are
already available commercially.

The weaknesses of PLE mapping are discussed in detail in the contribu-
tion by Jorio et al. Briefly, first, metallic nanotubes are not seen in PLE maps.
Estimating the relative abundance of a given (n,m) species within a sample
is a delicate undertaking if one does not simply count nanotubes. There is not
yet a generally accepted calibration as to the relative brightness of different
species. Selection effects are possible, especially in solution, as there may be
extrinsic environmental effects that preferentially weaken the luminescence of
certain species. If SWNTs are not well isolated, it is already clear that energy
transfer between nearby isolated nanotubes or within bundles can occur [16],
and this must be species dependent. Defects should reduce luminescence effi-
ciency with their abundance or effect being likely (n,m) dependent. Despite
its weaknesses, PLE mapping remains a very effective method of estimating
(n,m) distributions, especially when comparing relative abundances of like
samples.
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5.2 Wider Applications

SWNTs are prime candidates for sensing applications, because interactions
with the surface are a basis for sensing and for SWNTs, every carbon atom is
on the surface and can potentially contribute. As described in Sect. 4, light
emission in SWNTs is affected in several ways when the local environment
changes. Potentially, the sensitivity of SWNT PL to the local environment
could be used for sensing in a broad range of applications. At the present time,
the challenge is to carefully characterize SWNT PL sensing, and determine
whether or not this kind of sensing is competitive with existing technologies.

One can foresee that SWNT sensors based on light detection could have
several advantages including ease of implementation (relative to electronic-
based sensing), flexibility in the choice of embedding matrix (either free in
solution or fixed on a substrate), the potential for ultrahigh packing density,
and chemical specificity (through attachment of various functional groups).
That SWNTs emit in the near-infrared may appear to be a drawback. How-
ever, detector sensitivity in the near-IR has improved significantly in recent
years, and sensitive cameras are becoming less and less expensive. In addition,
IR emission is desirable in specific applications where an emission background
is present in the visible range.

A specific sensing application is fluorescent-dye labeling in biological sys-
tems. Biological activities from the organism level to the molecular level can
be monitored by imaging PL from dyes. Dyes must be bio-compatible with
the subject, alive or not, and should show strong PL in a fixed band. Some dye
molecules (or “fluorophores”) are not benign and for example may be toxic
to a cell under investigation. The main weakness of common fluorophores is
their sensitivity to photobleaching, meaning they can degrade under photoex-
citation. SWNTs are very promising as fluorophores and are actively being
investigated in this context. There is no evidence of blinking or photobleach-
ing in SWNTs after prolonged exposure to excitation at high intensity [64].
SWNTs also have a reasonably high quantum efficiency [33], and many dis-
tinct species (and thus potentially many distinct fluorophores) emit in the
portion of the near-infrared band that is largely transparent in biomaterials.
The opacity of liquid water at long wavelength limits the usefulness of larger-
diameter nanotubes for this application. It is quite possible that SWNTs, at
least in small quantities may be benign in biological systems. For example,
it has been demonstrated that cell division can occur in cells incorporating
luminescent nanotubes [39]. However, much more research will be required
to determine what effects SWNTs have on biological systems, good or bad,
and what SWNT concentration would be required to cause such effects. It
is presently unclear what health risks (or benefits) might be associated with
SWNTs, if any.

Electronic applications of SWNTs are promising in large part because
of their remarkable current-carrying capacity. Since the discovery of PL in
SWNTs, interest has grown in their optoelectronic properties. In electrolu-
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minescence (EL) light emission occurs with purely electrical excitation, as
opposed to optical excitation in PL, as for example at the interface of a p–n
junction, and by impact excitation with the creation of hot carriers [65, 66].
Likewise, light absorption by SWNTs can give rise to electrical signals, with
photoconductivity [67, 68], and bolometry [69], now being actively explored.
Thus, applications arise from PL alone, but also by characterizing SWNT lu-
minescence and absorption, PL data motivates and assists in the development
of nanotube-based optoelectronic devices.

6 Conclusion

The field of SWNT PL is in a rapid growth phase. Basic features of SWNT
PL have been uncovered, and explained in the present review, but there is
vastly more that is only beginning to be investigated. Preparing SWNTs
such that they emit any significant PL at all was an early challenge, but now
surfactant-liquid, surfactant-solid and air-suspended preparations are well es-
tablished and successful. PL from SWNTs has such remarkable attributes as
(n,m) dependence, high quantum efficiency (up to 7%), strong polarization
dependence, sub-kT linewidths and characteristic lineshapes. The method
of PLE mapping has emerged as a popular method for (n,m) assignment,
and features in the PLE map beyond ES

11 and ES
22 are being systematically

explored. In addition to purely spectroscopic study, PL imaging is also grow-
ing in importance. The effect of the dielectric environment, charge transfer,
temperature, strain, electric field, magnetic field and similar effects have all
been explored to some extent, but not in a comprehensive way. Over the
past couple of years, the excitonic origin of SWNT PL has been explored
extensively, with large bandgap-renormalization and exciton-binding effects
seen and the role of dark excitons being uncovered. The SWNT is a model
system for one-dimensional exciton physics. The exploration of systematic
trends in PL as a function of (n,m) is becoming even more important, and is
especially interesting because changing (n,m) allows one to “tune” diameter
and chirality.

As has been the case for more-established materials systems, it is likely
that much of the future work on SWNT PL will relate to improvements in
sample preparation. Until recently, the SWNT has usually been viewed as
an ideal, perfect lattice, in a perfectly featureless background. It is of course
expected, and already there is considerable evidence, that SWNT PL is sen-
sitive to many of the real-world deviations from this idealized picture. We
can expect a systematic understanding, experimental and theoretical, of how
deviations from ideality affect SWNT PL. For example, dopant densities, ad-
sorbates, defects, end effects, chemical functionalization and surface effects
remain to be systematically studied and the mechanisms underlying their
effects remain to be fully elaborated. The collective effects on PL of combi-
nations of SWNTs either in bundles, at crossings, at junctions or as shells of
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DWNTs will be an important area of SWNT PL work in future years. We
can expect better and better SWNT samples for PL, and in return PL will
likely only grow in importance as a method of characterizing SWNT samples.
Of course, there have already been surprises with almost every experiment
and there is likely almost as much that is unpredictable in the road ahead.

It has largely been fundamental scientific interest that has been driving
research into SWNT PL. However, SWNT PL studies have uncovered diverse
phenomena that could be exploited technologically. New applications in bi-
ology, medicine, photonics and optoelectronics appear to hold promise as we
look to the future, and we expect these applications to increasingly drive
applied research in SWNT optics.
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bandgap shift transition, 309

electroluminescence, 312
exciton, 290

field-effect transistor (FET), 310
fluorescence, 287
fluorescent-dye labeling, 312

Kataura plot, 294

ms to ks timescale, 303

optical absorption, 290

optical process, 304

optoelectronic, 312

phonon, 305

photoluminescence, 287

(n, m) assignment, 293

blinking, 304, 309, 312
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dielectric screening, 295, 306
DWNTs, 296
electric field, 310
environment, 305
exciton, 296
lifetime, 299
lineshape, 298
linewidth, 298, 309
magnetic field, 310
optical crossection, 302
pH, 306
phonon, 295, 304
photobleaching, 312
photoluminescence excitation, 293
polarization, 299
quantum efficiency, 300
ratio problem, 296

selection rule, 297
spectral diffusion, 304, 309
strain, 307
surfactant SWNTs, 292, 298
suspended SWNTs, 293, 303
symmetry-breaking, 310
temperature, 308
time-resolved PL, 309
two-photon absorption, 297

PLE mapping, 311
polarization, 289, 300

selection effect, 311
sensor, 311
surfactant SWNTs, 298

trigonal warping, 294
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(n, m) identification, 8
2n + m family, 269
ΔEF, 583
k · p, 229
iR drop, 577
(EMI) shielding, 21
C60 fullerene, 14
3D composite, 29

AB effect, 232
AB flux, 232
AB oscillation, 401
absence of backward scatt, 230
absorption, 406
acceptor, 533, 573
acoustic-like phonon, 262
actuator, 581
AFM probe tip, 42
Aharanov–Bohm phase, 7
Aharonov–Bohm, 393
Aharonov–Bohm splitting, 240
alignment, 145
ambipolar, 435, 442, 443
ambipolar mechanism, 442
amine, 615
anharmonic coupling, 388
anodic Raman enhancement, 589
antenna effect, 289, 300
anthracene, 501
anti-bacterial reactivity, 658
application, 2, 3, 165, 172, 312, 531

heat-dissipation component, 165
lubrication, 165
nanoelectromechanical device, 165
reinforcement of composite material,

165
Ar, 608
arc discharge, 103

array, 142
assembly, 133
atomic arrangement, 6
atomic force microscope, 169
atomic force microscopy, 71
atomic structure, 68
atomistic simulation, 642
Auger recombination, 430

ballistic transport, 476
band structure, 456

bandgap, 457
bandgap shift transition, 308
battery, 581
Berry’s phase, 230
Bethe–Salpeter, 203
Bethe–Salpeter equation, 272, 274
binding energy, 273
biocompatibility, 45
biological application, 38
bolometer, 436
Bravais lattice, 633, 634
Breit–Wigner–Fano, 258
bright and dark exciton, 240
bright exciton, 425, 427, 429, 439
bright-exciton dispersion, 430
Butler–Volmer equation, 568

C60 peapod, 501
C–C bond length, 574
capacitance, 458
carbon–carbon composite, 15
carbon-fiber, 15
carbon-like, 2
carbon-nanotube field-effect transistor

(CNTFET), 435
carbon-nanotube gas sensor, 33
carbon-nanotube sensor, 31
carboxyl, 611
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catalyst, 612
category, 7
cathode-ray tube (CRT), 36
centrifugation, 111
channel, 230
charge transport, 621
chemical follow-up reaction, 567
chemical n-doping, 574
chemical p-doping, 574
chemical reactivity, 115
chemical redox doping, 573
chemical reversibility, 578
chemical vapor deposition, 103, 357
chiral angle, 231, 644
chiral indices determination, 70
chiral vector, 230
chirality, 7, 617, 644

chirality inversion, 617
chirality-resolved inner tube, 590
chromatography, 111
Clausius–Mossotti factor, 113
CNT electronic, 435
CNT-FET, 19
coherent phonon, 383, 387
coherent phonon generation, 383
condition, 231
contact

contact resistance, 460
ferromagnetic, 478
metal, 460
n-type, 461
p-type, 461
work function, 460

continuum radiation, 358
Coulomb interaction, 254, 407
counterion, 567
covalent functionalization, 113
crossbar architecture, 145
curvature, 231
curvature effect, 7
curvature-induced rehybridization, 270
cutoff energy, 233, 235
CVD, 540

plasma-enhanced chemical vapor, 540
cycloaddition process, 507
cytotoxic, 45
cytotoxicity, 614

D band, 89, 255, 260

ID/IG, 89
intensity ratio, 89

damping, 29
dark exciton, 425, 427, 428, 430
dark–bright exciton splitting, 428, 430
defect, 77, 89, 445
defect control, 5
defect-induced band, 255
deformation potential, 270
density matrix, 325, 336
density of state, 457, 620
depolarization effect, 240, 241
device geometry, 455
diameter, 64

accuracy, 85
diameter selectivity, 586
dielectric constant, 113, 467
dielectric screening, 424, 425, 431
dielectrophoresis, 110
dipole-active exciton, 438
Dirac cone, 457
disclination, 606
disorder, 463

atomic defect, 464
long-range, 463, 464
potential fluctuation, 464

disorder-induced D band, 260
dispersability, 82
dispersion relation, 457
displacive structural phase transition,

617
DNA, 112
DNA hybridization sensor, 35
donor, 533, 573
doping, 10, 88, 89, 116, 567, 571

B doping, 89
endohedral doping, 531
exohedral doping, 531
inplane doped, 551
N-doped, 538, 539, 551
substitutional doping, 532

doping carbon nanotube, 531
doping effect, 88
doping level, 573
double-layer capacitance, 570
double-resonance process, 255, 258, 261
double-wall carbon nanotubes

(DWNTs), 10, 495
13C substitution, 516
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Electron diffraction, 511
HRTEM, 500, 505
inner–outer tube interaction, 513
interlayer interaction, 496
NMR, 516
photoemission, 503
Raman map, 513
Raman spectra, 498
RBM, 502, 505, 513
XPS, 504
XRD, 501

double-wall carbon-nanotubes
(DWNTS), 2

double-wall nanotube, 16
drug delivery, 39, 613

cisplatin, 613

effect of nanotube bundling, 364
effective flux, 231
efficiency of the radiative decay, 444
el–ph scattering, 328
elastic constant, 168
elastic light scattering, see Rayleigh

scattering spectroscopy
electrical transport in single-wall

carbon nanotube, 455
electro-chemical doping, 10
electrocatalyst, 581
electrochemical actuator, 588
electrochemical charging, 567
electrochemical deconvolution, 590
electrochemical detection of DNA, 34
electrochemical double layer, 568
electrochemical n-doping, 573
electrochemical p-doping, 573
electrochemical reversibility, 578
electrochemical sensor, 34
electrochemical synthesis, 579
electrochemistry, 2, 567
electrode material, 567
electrode potential, 568
electrode-supporting material, 575
electroluminescence, 312, 442
electroluminescence spectrum, 444
electrolyte solution, 570
electron microscopy, 65

sample preparation, 66
electron–electron and electron–hole

interaction, 267

electron–hole recombination, 442

electron–phonon and electron–photon
matrix element, 267

electron–phonon coupling, 267

electron–phonon matrix element, 270

electron–phonon scattering, 464

acoustic phonon, 464

optical-phonon, 464

zone-boundary phonon, 464

electron-diffraction pattern, 65

electron-gas thermalization, 327

electronic microscopy, 65

electronic property

Dirac point, 619

local density of state, 619

electronic structure, 6, 567

electrostatic discharge (ESD), 21

energy-level spacing, 480

environmental effect, 82, 86

epitaxy, 141

graphoepitaxy, 143

lattice-directed, 142

ledge-directed, 143

nanotube epitaxy, 141

equation, 229

exchange interaction, 237

exciton, 195, 252, 254, 290, 407, 408,
410, 423–426, 428, 432, 434, 437,
445, 447

Bethe–Salpeter equation, 199

binding energy, 201

boron-nitride nanotube, 216

bright, 408

dark, 210, 213, 408, 410

diameter and chirality dependence,
204

graphene nanoribbon, 216

magnetic brightening, 411, 414

metallic SWNTs, 202

radiative lifetime, 210

ratio problem, 196

singlet, 411

symmetry and selection rule, 206

triplet, 414

wavefunction, 201

exciton absorption, 431

exciton and free-particle model, 279

exciton annihilation, 430, 432
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exciton binding energy, 234, 273, 424,
433

exciton dispersion, 426, 429, 431
exciton dynamic, 329, 330

dissociation, 343
environmental effect, 333, 334
exciton–exciton annihilation, 329,

338, 342
intersubband relaxation, 329, 331
radiative lifetime, 331, 332
recombination, 329
temperature dependence, 334

exciton effect, 233
exciton fine structure, 238
exciton ionization, 433
exciton matrix element, 272
exciton radiative and nonradiative

lifetime, 427, 446
exciton radius, 433
exciton wavefunction, 254, 274
exciton wavefunction coefficient, 274
exciton–phonon interaction, 428, 429,

431
exciton–photon (ex–op) and exciton–

phonon (ex–ph) matrix element,
274

excitonic phenomena, 7
extended tight-binding method, 267,

268

Fabry–Perot, 476
family, 7
family effect, 236
family pattern, 271
Faradaic current, 578
Faradaic process, 569
Faradaic reaction, 569
Fermi level, 568
ferrocene, 501
ferrocene (FeCp2), 503
fiber, 116
field emission, 131, 619
field-effect transistor (FET), 17, 310
field-flow fractionation, 111
fill factor, 440
flat panel display, 37
fluorescence, 287
fluorescent-dye labeling, 312
forest, 122, 127

fourfold degeneracy, 481
Franz–Keldysh, 433
free-standing buckypaper, 569
freely suspended nanotube, 357
fuel-cell, 27
fullerene, 619, 632, 634

C60, 636
C70, 644
MoS2, 636
TiOx, 636
WS2, 636

fullerene-like nanoparticle
Cs2O, 637
MoS2, 640
NbS2, 640
NiBr2, 637
WS2, 655

G band, 87, 255, 257
amorphous carbon, 88
Breit–Wigner–Fano, 90
defective material, 88
linewidth, 88

G′ band, 261
gas-ionization sensor, 36
Gd acetate, 613
geometrical phase, 619, 621
graphene, 2, 11, 676

π orbital, 673
σ-bond, 673
2D peak, 690
band structure, 685
Berry’s phase, 676
bilayer, 685, 693
Born–Oppenheimer approximation,

675, 695
C–C bond, 673
carrier density, 678
D band, 687
Dirac fermion, 674
Dirac point, 674
doping, 694
double resonance, 687
electron–phonon interaction in

graphene, 675
electronic group velocity, 676
epitaxial graphitic film, 674
G band, 687, 696
G′ band, 690
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graphene FET, 678
half integer quantum Hall effect,

679–681
Hall resistance, 680
integer quantum Hall effect, 674
Kohn anomaly, 675, 686, 697, 698
Landau level, 679
magnetoresistance, 680
massless Dirac fermion, 674
minimum quantum conductivity, 679
mobility, 678
non-Born–Oppenheimer effect, 675
phonon dispersion, 687, 688
Raman linewidth, 689
Raman spectroscopy, 686, 690
resistivity, 678
Shubnikov–de Haas oscillation, 676
single-particle Zeeman splitting, 681
tight-binding Hamiltonian, 676
turbostratic random stacking, 684

graphene edge, 89
edge structure, 89

graphene expansion/shrinkage, 574
graphite, 606
graphite-based product, 15
growth, 102

atomic-step-templated, 143
catalyst-free, 142
continued, 116
epitaxial, 142
field-directed, 137, 145
flow-directed, 139, 145
horizontally aligned, 137
lattice-directed, 142
mechanism, 638, 640
organization, 101
patterned, 147
preparation, 102
production, 101
rate, 129
selective, 106
surface-directed, 141
synthesis, 101
vertically aligned, 126

GW approximation, 233

heat-transport property, 165, 166, 178,
188

thermal conductance, 179–182, 185

thermal conductivity, 165, 166, 178,
181, 183, 184, 186–188

Helmholtz layer, 570
high-κ dielectric, 467
high-resolution TEM, 65
Hofstadter butterfly, 397
hydrogen storage, 581
hypophosphite, 639

impact excitation, 430, 445, 446
in-situ spectroelectrochemistry, 567
incoherent transport, 460
inelastic electron tunneling spec-

troscopy, 378
inelastic tunneling spectroscopy, 78
inorganic nanotube, 10
instrumentation for ultrafast spec-

troscopy, 322
pump-probe, 322–324
streak camera, 324
time-correlated single photon

counting (TCSPC), 324
upconversion, 324

interaction parameter, 233
interband continuum, 235
intercalation, 532, 533, 546, 548, 558,

581, 640, 652, 656–658
interconnects, 19
interfacial strength, 30
interference, 620
intermediate-frequency mode, 255, 262
intravalley and intervalley scattering

process, 271
ionic liquid, 567
ionization lifetime, 434

Kataura plot, 79, 80, 268, 294
kinks, 143
Kohn anomaly, 259
Kondo effect, 481

orbital Kondo, 482
singlet–triplet Kondo effect, 482
SU(4) Kondo, 482

Langmuir–Blodgett (LB), 135
laser ablation, 103
laser power, 253
laser vaporization, 103
lattice displacement, 243



716 Index

lattice distortion, 231
length, 89
light polarization, 83
light-emitting diodes (LEDs), 442
liquid suspension, 118
lithium-ion batteries (LIBs), 23
localized electroluminescence, 444
logarithmic dependence, 233
Luttinger liquid, 474

magnetic field, 9, 393, 394, 621
Landau-level, 393, 395

magnetic property, 2
Aharonov–Bohm phase, 619
gauge field, 619
Landau level, 621
Lissajous, 621
magnetic field, 619

magnetite, 614
magneto-transport, 400
magnetoresistance, 478
many-body effect, 254
mass production, 105
mass transport, 569
mean-free path, 460

optical-phonon, 464
mechanical, 617
mechanical property, 5, 27, 165, 166,

168, 169, 171, 172, 177, 178, 649
buckling, 618
bulk modulus, 167, 175
constant-force spring, 617
elastic constant, 167, 171
elastic response, 617
nonlinear mode of response, 617
strain energy, 168
strength, 172, 174
Young’s modulus, 165, 167–169,

171–173
membrane filter, 43
memory device, 20
metal catalyst, 611
metrology, 3, 109
microcatheter, 30
mobility, 465
modulus, 649
molecular dynamic, 171, 174–176
monolayer, 633, 635, 642

graphenic, 633

inorganic compound, 635
morphology of CNT, 67
MoS2, 640
movement of light emission, 443
ms to ks timescale, 304
multiple Andreev reflection, 477
multiwall carbon nanotubes (MWNTs),

14
multiwall nanotube, 606

n-type, 536
nano-octahedra, 636
nanocomposite, 581, 656
nanocone, 10
nanofiber, 632
nanohorn, 10, 44, 607
NanoMaterials, Ltd., 656
nanometrology, 2
nanoparticle, 631, 632, 634–637, 640,

654, 655, 658
closed-cage, 635

nanopeapod, 175
nanoribbon, 681

armchair edge, 683
chemically functionalized, 683
many-body correction, 683
self-energy, 683
spin-polarization effect, 683
spintronic, 683
zigzag edge, 683

nanoroll, 648
nanoscroll, 632, 638
nanotube, 631–634, 698

(BiO)2CO3, 658
AlB2, 646
AlN, 646, 652
Bi, 639, 645, 652
Bi24O31Br10, 638
BN, 632, 644, 646, 658
boron, 645
carbon, 642, 643
CaSi2, 645, 652
CdI2, 637
crystalline, 632
doped, 644
G band, 699

LO mode, 698
TO mode, 698

GaN, 632, 640, 641, 646, 652
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GaS, 643, 648
GaSe, 652
GeH, 645, 652
H2Ti3O7, 632, 638, 653, 657
imogolite, 635, 648
In2Ge2O7, 641
In2O3, 632, 641
InN, 641
inorganic, 632, 642
Mg(OH)2, 659
MgAl2O4, 641
MgB2, 646
Mn5Si3, 641
MoS2, 632, 641, 643, 650, 651, 654,

656
multicrystalline, 632
NbS2, 644, 652
Ni(OH)2, 639
NiCl2, 648
PbCrO4, 638
PbTiO3, 639
phosphorous, 645
ReS2, 640
RuO2, 639
SbPS4, 640
Si, 645
Si6H3(OH)3, 648
SiH, 645, 652
silica, 658
SnO2, 657
TiB2, 646
TiO2, 632, 648, 653, 657
TiS2, 640, 643, 648, 656
VOx, 632, 648, 653, 656
VS2, 656
WS2, 632, 633, 639, 643, 649, 654
ZnAl2O4, 641
ZnO, 632

nanotube actuator, 36
nanotube ink, 43
nanotube quantum dot, 479
nanotube–nanotube interaction, 363
nanotube-based superconducting

quantum interference device, 477
near-field optical microscopy, 8, 373
near-field Raman and photolumines-

cence (PL) imaging, 374
near-field spectroscopy, 376
non-Faradaic charge, 569

non-Faradaic current, 578
nonradiative decay, 436

on/off ratio, 467
open-circuit photovoltage, 440
optic, 2, 8
optical absorption, 82, 290

sample preparation, 82
optical matrix element, 269
optical phonon, 242
optical process, 305
optical property, 8
optical response, 195

pressure, 214
strain, 214
temperature effect, 214

optical spectroelectrochemistry, 567
optical transition, 272, 584
optical transition energy, 264
optical (Vis-NIR) spectroscopy, 579
optoelectronic, 9, 312, 423
organic solar cell, 24
organic solvent, 575, 582
oscillator strength, 424, 427, 430, 433
oxidation, 569, 611
oxygen defect, 436

p–i–n diode, 440
p–n junction, 440, 470
p-doping, 567
patterning, 147
perfectly conducting, 230
periodic boundary, 231
perpendicular polarization, 240
phase, 619
phonon, 305
phonon Green’s function, 243
phonon mean-free path, 178, 182, 188
phonon scattering, 434
phonon sideband, 424, 428, 429, 431,

438
phonon-assisted tunneling, 382
phonon-dispersion, 268
photoconductivity, 436
photoconductor, 437
photocurrent spectroscopy, 437
photoluminescence, 8, 9, 90, 287, 406

(n, m) assignment, 293
blinking, 304, 309, 312
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cross section, 91
dielectric screening, 295, 306
DWNTs, 296
electric field, 310
environment, 306
exciton, 296
lifetime, 299
lineshape, 298
linewidth, 298, 309
magnetic field, 310
optical crossection, 302
pH, 306
phonon, 295, 305
photobleaching, 312
photoluminescence excitation, 293
photoluminescence excitation map,

91
polarization, 299
quantum efficiency, 300
ratio problem, 296
sample preparation, 90
selection rule, 297
spectral diffusion, 304, 309
strain, 307
surfactant SWNTs, 292, 298
suspended SWNTs, 293, 303
symmetry-breaking, 310
temperature, 308
time-resolved PL, 309
two-photon absorption, 297

photophysics, 8
photovoltage, 439
photovoltage imaging, 441
PLE mapping, 311
Poisson ratio, 171, 650
polarization, 289, 300, 324, 325, 437,

439
polarization effect

polarization dependence, 361
polarized Raman experiment, 253
polymer composite, 28
population, 64, 83, 86, 90
population of (n, m) tube, 252
potential window, 575
potential-dependent reaction, 568
potentiostatic three-electrode tech-

nique, 578
power law, 620
property, 617, 649

electrochemical, 656
electronic, 651
mechanical, 649, 656
optical, 651, 653
superconducting, 652
tribological, 655

Pt, 613
pump-probe technique, 384
purification, 107

quantized conductance plateau, 476
quantum capacitance, 571
quantum dot

multiple, 483
single, 480

quantum efficiency, 437, 438
quantum interference, 401, 404
quantum transport, 2, 474

in one dimension, 474
quasiparticle, 195
quasiparticle effect

GW approximation, 198
boron-nitride nanotube, 216
graphene nanoribbon, 216
self-energy, 198

quasiparticle energy, 272

radial breathing mode, 85, 255, 379,
381, 386

linewidth, 85
Radial breathing mode spectra, 257
radiative lifetime, 427, 428
radiative recombination, 442, 444
Raman, 546, 548, 550
Raman cross-section, 86
Raman intensity, 275, 278, 279
Raman intensity calculation, 253
Raman scattering, 8
Raman selection rule, 258
Raman setup, 252
Raman shift, 588
Raman spectra, 84, 255, 256
Raman spectroelectrochemistry, 567
Raman spectroscopy, 136, 251
random-phase approximation, 233
Rayleigh scattering, 8

basic, 353
spectroscopy, 353

Rayleigh scattering spectroscopy
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combined with electron diffraction,
361

combined with Raman, photo-
luminescence spectroscopy,
365

experimental technique, 356
lineshape, 355
metallic nanotube, 359
nanotube–nanotube interaction, 363
polarization dependence, 361
probing nanotube structural stability,

362
scattering cross section, 356
semiconducting nanotube, 359

RBM, 375
reduction, 569
reference electrode, 570
resonance Raman measurement, 252
resonance Raman profile, 264
resonance Raman spectra, 252
Resonance Raman spectroscopy, 83

linewidth, 86
resonance Raman spectra, 87
sample preparation, 83

resonance rule, 590
resonant Raman scattering, 384
reveal the local density of states, 378
RF/microwave device, 469

impedance-matching, 469
mixing, 470
S-matrix, 469

ring-oscillator, 467

safety, 45
scanning electron microscope (SEM),

65
scanning probe, 619
scanning probe microscopy, 71

height resolution, 74
lateral resolution, 72
sample preparation, 73

scanning tunneling, 71
scanning tunneling microscopy, 71, 378,

620
scanning tunneling spectroscopy

STM topography, 74
Schottky-Barrier, 435, 441, 462
Schottky-Barrier (SB) transistor, 435
Schottky-Barrier diode, 439

screened Hartree–Fock approximation,
233

selection effect, 311
selectivity, 110
self-energy, 273
self-energy correction, 272
sensor, 312, 436, 581
separation, 82, 110
shear modulus, 650
shell filling, 474, 480
short-circuit photocurrent, 440, 441
short-range Coulomb interaction, 240
silver/silver chloride electrode, 576
single-electron state, 75, 76
single-wall carbon, 607
single-wall nanotubes (SWNTs), 15
singlet and triplet exciton, 239
singularity, 230
sliding modulus, 651
solar cell, 657
sorting, 109
spectroelectrochemistry, 567, 582
spectroscopy

individual single-wall carbon
nanotube, 353

Rayleigh scattering spectroscopy, 353
spherical aberration (Cs), 65

Cs-corrected TEM, 69
spinning, 119
spot movement, 443
Stark effect, 433
stationary, 445
stiffness, 120
Stone–Wales, 174, 175, 179, 184
Stone–Wales (SW) transformation, 507
strain, 643, 644
strain energy, 175, 642, 645, 647
strength, 120
structural stability of nanotube, 362
structure, 633, 635, 642

n − m (mod 3) rule, 619
CdCl2, 637
electronic, 651, 653
endcap, 619
fullerene-like, 632, 633, 637, 640
geodesic, 620
isotherm, 611
nanotube, 642
nanotubular, 639
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opening angle, 606
pentagonal ring, 605, 608
polyhedral, 636
pore volume, 611
surface area, 611
tubular, 648

subthreshold swing, 467
supercapacitor, 23, 581
superconducting proximity effect, 476
supporting material, 27
surface energy, 644
surfactant, 593
surfactant SWNTs, 298
susceptibility, 393, 397
suspended tube, 465
SWNTs, 538
synthesis, 2, 4, 634, 644

anodization, 638
arc-discharge, 611, 634
carbothermal, 641
chemical transport, 644
chemical vapor transport, 643
deposition, 641
electrochemical, 637
electron-beam (e-beam) irradiation,

637
high-temperature, 639
hydrothermal, 638
intercalation-exfoliation method, 637
laser ablation, 608, 634, 636, 637
pyrolysis, 606
sol-gel, 637
solution-liquid solution, 637
solvothermal, 637
sonochemical, 637, 639
spray pyrolysis, 640
sublimation-condensation, 637
template technique, 639

tangential mode, 87
TEM image, 67
temperature-dependent effect, 86
Tersoff–Brenner, 618
test, 649–651, 655, 656
theoretical technique

continuum, 619
first-principle, 619
local density of electronic states, 619
tight-binding, 611, 619

therapeutic delivery, 39

thermal conductivity, 185
thermal management, 21
thermal property, 5
thermal-transport property

thermal conductance, 186–188
thin-film transistor (TFT), 20
three-electrode arrangement, 576
Ti(HPO4)2, 638
topological, 230
transconductance, 467
transfer coefficient, 568
transistor

high-performance, 467
translatable light source, 442
transmission electron microscopy, 65
transmission electron microscopy

(HRTEM), 168, 184
transport, 2
transport mechanism, 40
transport property, 9
trapped charge, 445
trigonal warping, 294
TRPE

time-resolved photoemission, 323
TTFTs (transparent thin-film

transistor), 20
tube, 647

armchair, 647
chiral, 647
zigzag, 647

tube-like, 2
two-phonon mode, 264

unipolar, 435, 444

van Hove singularity, 457, 570
vibrating nanotube, 470
Vis-NIR spectroelectrochemistry, 582
voltammetric technique, 578
voltammetry, 575

weak localization, 401
Weyl equation, 230
Wiedemann–Franz law, 182
workfunction, 440
working electrode, 570

yarn, 122
Young’s, 649, 651
Young’s modulus, 642
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