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PREFACE

In the twenty years since the appearance of our first edition, the fields of electrochemistry
and electroanalytical chemistry have evolved substantially. An improved understanding
of phenomena, the further development of experimental tools already known in 1980, and
the introduction of new methods have all been important to that evolution. In the preface
to the 1980 edition, we indicated that the focus of electrochemical research seemed likely
to shift from the development of methods toward their application in studies of chemical
behavior. By and large, history has justified that view. There have also been important
changes in practice, and our 1980 survey of methodology has become dated. In this new
edition, we have sought to update the book in a way that will extend its value as a general
introduction to electrochemical methods.

We have maintained the philosophy and approach of the original edition, which is to
provide comprehensive coverage of fundamentals for electrochemical methods now in
widespread use. This volume is intended as a textbook and includes numerous problems
and chemical examples. Illustrations have been employed to clarify presentations, and the
style is pedagogical throughout. The book can be used in formal courses at the senior un-
dergraduate and beginning graduate levels, but we have also tried to write in a way that
enables self-study by interested individuals. A knowledge of basic physical chemistry is
assumed, but the discussions generally begin at an elementary level and develop upward.
We have sought to make the volume self-contained by developing almost all ideas of any
importance to our subject from very basic principles of chemistry and physics. Because
we stress foundations and limits of application, the book continues to emphasize the
mathematical theory underlying methodology; however the key ideas are discussed con-
sistently apart from the mathematical basis. Specialized mathematical background is cov-
ered as needed. The problems following each chapter have been devised as teaching tools.
They often extend concepts introduced in the text or show how experimental data are re-
duced to fundamental results. The cited literature is extensive, but mainly includes only
seminal papers and reviews. It is impossible to cover the huge body of primary literature
in this field, so we have made no attempt in that direction.

Our approach is first to give an overview of electrode processes (Chapter 1), show-
ing the way in which the fundamental components of the subject come together in an
electrochemical experiment. Then there are individual discussions of thermodynamics
and potential, electron-transfer kinetics, and mass transfer (Chapters 2-4). Concepts
from these basic areas are integrated together in treatments of the various methods
(Chapters 5-11). The effects of homogeneous kinetics are treated separately in a way
that provides a comparative view of the responses of different methods (Chapter 12).
Next are discussions of interfacial structure, adsorption, and modified electrodes (Chap-
ters 13 and 14); then there is a taste of electrochemical instrumentation (Chapter 15),
which is followed by an extensive introduction to experiments in which electrochemistry
is coupled with other tools (Chapters 16-18). Appendix A teaches the mathematical
background; Appendix В provides an introduction to digital simulation; and Appendix С
contains tables of useful data.
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This structure is generally that of the 1980 edition, but important additions have been
made to cover new topics or subjects that have evolved extensively. Among them are ap-
plications of ultramicroelectrodes, phenomena at well-defined surfaces, modified elec-
trodes, modern electron-transfer theory, scanning probe methods, LCEC, impedance
spectrometry, modern forms of pulse voltammetry, and various aspects of spectroelectro-
chemistry. Chapter 5 in the first edition ("Controlled Potential Microelectrode Tech-
niques—Potential Step Methods") has been divided into the new Chapter 5 ("Basic
Potential Step Methods") and the new Chapter 7 ("Polarography and Pulse Voltamme-
try"). Chapter 12 in the original edition ("Double Layer Structure and Adsorbed Interme-
diates in Electrode Processes") has become two chapters in the new edition: Chapter 12
("Double-Layer Structure and Adsorption") and Chapter 13 ("Electroactive Layers and
Modified Electrodes"). Whereas the original edition covered in a single chapter experi-
ments in which other characterization methods are coupled to electrochemical systems
(Chapter 14, "Spectrometric and Photochemical Experiments"), this edition features a
wholly new chapter on "Scanning Probe Techniques" (Chapter 16), plus separate chapters
on "Spectroelectrochemistry and Other Coupled Characterization Methods" (Chapter 17)
and "Photoelectrochemistry and Electrogenerated Chemiluminescence" (Chapter 18). The
remaining chapters and appendices of the new edition directly correspond with counter-
parts in the old, although in most there are quite significant revisions.

The mathematical notation is uniform throughout the book and there is minimal du-
plication of symbols. The List of Major Symbols and the List of Abbreviations offer defi-
nitions, units, and section references. Usually we have adhered to the recommendations of
the IUPAC Commission on Electrochemistry [R. Parsons et al., Pure Appl. С hem., 37,
503 (1974)]. Exceptions have been made where customary usage or clarity of notation
seemed compelling.

Of necessity, compromises have been made between depth, breadth of coverage, and
reasonable size. "Classical" topics in electrochemistry, including many aspects of thermo-
dynamics of cells, conductance, and potentiometry are not covered here. Similarly, we
have not been able to accommodate discussions of many techniques that are useful but not
widely practiced. The details of laboratory procedures, such as the design of cells, the
construction of electrodes, and the purification of materials, are beyond our scope. In this
edition, we have deleted some topics and have shortened the treatment of others. Often,
we have achieved these changes by making reference to the corresponding passages in the
first edition, so that interested readers can still gain access to a deleted or attenuated topic.

As with the first edition, we owe thanks to many others who have helped with this
project. We are especially grateful to Rose McCord and Susan Faulkner for their consci-
entious assistance with myriad details of preparation and production. Valuable comments
have been provided by S. Amemiya, F. C. Anson, D. A. Buttry, R. M. Crooks, P. He,
W. R. Heineman, R. A. Marcus, A. C. Michael, R. W. Murray, A. J. Nozik, R. A. Oster-
young, J.-M. Saveant, W. Schmickler, M. P. Soriaga, M. J. Weaver, H. S. White, R. M.
Wightman, and C. G. Zoski. We thank them and our many other colleagues throughout
the electrochemical community, who have taught us patiently over the years. Yet again,
we also thank our families for affording us the time and freedom required to undertake
such a large project.

Allen /. Bard
Larry R. Faulkner
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MAJOR SYMBOLS

Listed below are symbols used in several chapters or in large portions of a chapter. Sym-

bols similar to some of these may have different local meanings. In most cases, the usage

follows the recommendations of the IUPAC Commission on Electrochemistry [R. Par-

sons et al., Pure Appl. Chem., 37, 503 (1974).]; however there are exceptions.

A bar over a concentration or a current [ej*., Co(x, s)] indicates the Laplace trans-

form of the variable. The exception is when / indicates an average current in polaro-

graphy.

STANDARD SUBSCRIPTS

a

с

D

d

anodic

(a) cathodic

(b) charging

disk

diffusion

dl

eq

f

/

double layer

equilibrium

(a) forward

(b) faradaic

limiting

0

P
R

r

pertaining to species 0 in О + ne ±± R

peak

(a) pertaining to species R in О + ne ̂  R

(b) ring

reverse

ROMAN SYMBOLS

Symbol Meaning Usual Units
Section
References

С

CB

cd

c't

(a) area

(b) cross-sectional area of a porous
electrode

(c) frequency factor in a rate expression

(d) open-loop gain of an amplifier

absorbance

(a) internal area of a porous electrode

(b) tip radius in SECM

activity of substance j in a phase a

aFv/RT

capacitance

series equivalent capacitance of a cell

differential capacitance of the double

layer

integral capacitance of the double layer

concentration of species;

bulk concentration of species;

concentration of species; at distance x

cm
cm2

depends on order

none

none

cm2

none

s" 1

mol/cm2

F

F

F, F/cm2

F, F/cm2

M, mol/cm3

M, mol/cm3

M, mol/cm3

1.3.2
11.6.2

3.1.2

15.1.1

17.1.1

11.6.2

16.4.1

2.1.5

6.3.1

13.5.3

1.2.2, 10.1.2

10.4

1.2.2, 13.2.2

13.2.2

1.4.2, 4.4.3

1.4



Major Symbols

Symbol

CjCx = 0)

Cj(x, t)

Cj(O, f)

Cj(y = 0)

Csc

С

Dj(A, E)

D M

£ s

d

*\
E

AE

E

%
%
E

£°

AE°

E°

E0'

EA

Eac

Eb

Edc

Meaning

concentration of species j at the
electrode surface

concentration of species у at distance x
at time t

concentration of species у at the
electrode surface at time t

concentration of species у at distance у
away from rotating electrode

surface concentration of species у at a
rotating electrode

space charge capacitance

pseudocapacity

speed of light in vacuo

diffusion coefficient for electrons within
the film at a modified electrode

diffusion coefficient of species у

concentration density of states for species у

model diffusion coefficient in simulation

diffusion coefficient for the primary
reactant within the film at a modified
electrode

distance of the tip from the substrate in
SECM

density of phase у

(a) potential of an electrode versus a
reference

(b) emf of a reaction

(c) amplitude of an ac voltage

(a) pulse height in DPV

(b) step height in tast or staircase
voltammetry

(c) amplitude (1/2 p-p) of ac excitation
in ac voltammetry

electron energy

electric field strength vector

electric field strength

voltage or potential phasor

(a) standard potential of an electrode or
a couple

(b) standard emf of a half-reaction

difference in standard potentials for
two couples

electron energy corresponding to the
standard potential of a couple

formal potential of an electrode

activation energy of a reaction

ac component of potential

base potential in NPV and RPV

dc component of potential

Usual Units

M, mol/cm3

M, mol/cm3

M, mol/cm3

M, mol/cm3

M, mol/cm3

F/cm

F

cm/s

cm /s

cm2/s

cm 3eV~ !

none

cm2/s

/xm, nm

g/cm3

V

V

V

mV

mV

mV

eV

V/cm

V/cm

V

V

V

V

eV

V

kJ/mol

mV

V

V

Section
References

1.4.2

4.4

4.4.3

9.3.3

9.3.4

18.2.2

10.1.3

17.1.2

14.4.2

1.4.1,4.4

3.6.3

B.1.3.B.1.8
14.4.2

16.4.1

1.1,2.1

2.1

10.1.2

7.3.4

7.3.1

10.5.1

2.2.5, 3.6.3

2.2.1

2.2.1

10.1.2

2.1.4

2.1.4

6.6

3.6.3

2.1.6

3.1.2

10.1.1

7.3.2, 7.3.3

10.1.1



Symbol

Ещ

EF

Em

Eg

E;

Щ
Em

EP

A£P

Ep/2

£pa

£pc

£Z

*л

Еф

E\I2

Ещ
ЕЪ1А

e

e\

e0

ег%)

erfc(x)

F

f

/(E)

fUk)

G

AG

G

G°

Meaning

equilibrium potential of an electrode

Fermi level

flat-band potential

bandgap of a semiconductor

initial potential
junction potential

membrane potential

peak potential

( a ) | £ p a - £ p c | i n C V
(b) pulse height in SWV
potential where / = /p/2 in LSV
anodic peak potential
cathodic peak potential
staircase step height in SWV

potential of zero charge
switching potential for cyclic voltammetry
quarter-wave potential in

chronopotentiometry

(a) measured or expected half-wave
potential in voltammetry

(b) in derivations, the "reversible"
half-wave potential,
Eo> + (RT/nF)\n(DR/D0)

l/2

potential where i/i^ =1/4
potential where ///d = 3/4
(a) electronic charge

(b) voltage in an electric circuit
input voltage
output voltage

voltage across the input terminals of an
amplifier

error function of x

error function complement of x
the Faraday constant; charge on one

mole of electrons
(a) F/RT

(b) frequency of rotation
(c) frequency of a sinusoidal oscillation
(d) SWV frequency

(e) fraction titrated
Fermi function

fractional concentration of species / in
boxy after iteration к in a simulation

Gibbs free energy

Gibbs free energy change in a chemical
process

electrochemical free energy

standard Gibbs free energy

Usual Units

V

eV

V

eV

V

mV

mV

V

V

mV

V

V

V

mV

V

V

V

V

V

V

V

с
V

V

V

/xV

none

none

С

V" 1

r/s

s-1

s-1

none

none

none

kJ, kJ/mol

kJ, kJ/mol

kJ, kJ/mol

kJ, kJ/mol

Major Symbols xi

Section
References

1.3.2,3.4.1

2.2.5, 3.6.3
18.2.2

18.2.2

6.2.1

2.3.4

2.4

6.2.2

6.5

7.3.5

6.2.2

6.5

6.5

7.3.5

13.2.2

6.5

8.3.1

1.4.2,5.4,5.5

5.4

5.4.1

5.4.1

10.1.1,15.1
15.2

15.1.1

15.1.1

A.3

A.3

9.3
10.1.2

7.3.5
11.5.2

3.6.3

B.1.3

2.2.4

2.1.2,2.1.3

2.2.4

3.1.2



xii Major Symbols

Symbol Meaning Usual Units

kJ, kJ/mol

kJ/mol

kJ/mol

cm/s2

J-cm2/mol2

kJ, kJ/mol
s-l/2

kJ, kJ/mol

kJ, kJ/mol

kJ/mol

J-s

cm

A

C/s1/2

A

^A-s1/2/(mg2/3-mM)

Section
References

2.1.2,2.1.3

3.1.2

2.3.6

13.5.2

2.1.2

5.5.1

2.1.2

2.1.2

3.1.2

7.1.4

10.1.2

6.7.1

10.1.2

7.1.3

AG°

дс! j

transfer, j

H

Mi

A#°

/
/(0

/
7

А/

8i

/(0)

*А

Od)max

standard Gibbs free energy change in a
chemical process

standard Gibbs free energy of activation

standard free energy of transfer for
species j from phase a into phase /3

(a) gravitational acceleration

(b) interaction parameter in adsorption

isotherms

(a) enthalpy

enthalpy change in a chemical process

standard enthalpy change in a chemical

process

standard enthalpy of activation

Planck constant

corrected mercury column height at a DME

amplitude of an ac current

convolutive transform of current;

semi-integral of current

current phasor

diffusion current constant for average

current

diffusion current constant for maximum

current

peak value of ac current amplitude

current

difference current in SWV = if — ir

difference current in DPV = /(r) - Z(r')

initial current in bulk electrolysis

characteristic current describing flux of the

primary reactant to a modified RDE

anodic component current

(a) charging current

(b) cathodic component current

(a) current due to diffusive flux

(b) diffusion-limited current

average diffusion-limited current flow

over a drop lifetime at a DME
diffusion-limited current at tm.dX at a

DME (maximum current)
characteristic current describing diffusion

of electrons within the film at a

modified electrode

(a) faradaic current

(b) forward current

kinetically limited current

characteristic current describing
cross-reaction within the film at a
modified electrode

M-s1/2/(mg2/3-mM) 7.1.3

A

A

A

A

A

A

A

A

A

A

A

A

A

A

A

A

A

A

10.5.1

1.3.2

7.3.5

7.3.4

11.3.1

14.4.2

3.2

6.2.4

3.2

4.1

5.2.1

7.1.2

7.1.2

14.4.2

5.7

9.3.4

14.4.2



Symbol

Ч

k&
kc

h

>P

'pa

*pc

'r

'S

4s
h
*T,oo

h
*0,t

Im(w)

/jfe t)
j

h
К

к

k°
К

kf

*??

k°

Meaning

limiting current

limiting anodic current

limiting cathodic current

migration current

characteristic current describing
permeation of the primary reactant
into the film at a modified electrode

peak current

anodic peak current

cathodic peak current

current during reversal step

(a) characteristic current describing
diffusion of the primary reactant
through the film at a modified electrode

(b) substrate current in SECM

steady-state current

tip current in SECM

tip current in SECM far from the
substrate

exchange current

true exchange current

imaginary part of complex function w

flux of species j at location x at time t

(a) current density

(b) box index in a simulation

(c)V^I
exchange current density

equilibrium constant

precursor equilibrium constant for
reactant j

(a) rate constant for a homogeneous
reaction

(b) iteration number in a simulation

(c) extinction coefficient

Boltzmann constant

standard heterogeneous rate constant

(a) heterogeneous rate constant for
oxidation

(b) homogeneous rate constant for
"backward" reaction

(a) heterogeneous rate constant for
reduction

(b) homogeneous rate constant for
"forward" reaction

potentiometric selectivity coefficient of
interferenty toward a measurement
of species /

true standard heterogeneous rate
constant

Major

Usual Units

A

A

A

A

A

A

A

A

A

A

A

A

A •

A

A

A

mol cm" 2 s" 1

A/cm2

none

none

A/cm

none

depends on case

depends on order

none

none

J/K

cm/s

cm/s

depends on order

cm/s

depends on order

none

cm/s

Symbols xui

Section
References

1.4.2

1.4.2

1.4.2

4.1

14.4.2

6.2.2

6.5.1

6.5.1

5.7

14.4.2

16.4.4

5.3

16.4.2

16.4.1

3.4.1,3.5.4

13.7.1

A.5

1.4.1,4.1

1.3.2

B.1.2

A.5

3.4.1,3.5.4

3.6.1

B.I

17.1.2

3.3, 3.4

3.2

3.1

3.2

3.1

2.4

13.7.1



xiv Major Symbols

Symbol Meaning Usual Units
Section
References

L length of a porous electrode
L{f(t)} Laplace transform of/(0 = f(s)
L~]{f(s)} inverse Laplace transform of f(s)
I thickness of solution in a thin-layer cell
€ number of iterations corresponding to t^

in a simulation
m mercury flow rate at a DME
m(t) convolutive transform of current;

semi-integral of current
m-} mass-transfer coefficient of species j
N collection efficiency at an RRDE
NA (a) acceptor density

(b) Avogadro's number
ND donor density
iVj total number of moles of species j in

a system
n (a) stoichiometric number of electrons

involved in an electrode reaction
(b) electron density in a semiconductor
(c) refractive index

n complex refractive index
n° number concentration of each ion in a

z: z electrolyte
щ electron density in an intrinsic

semiconductor
щ (a) number of moles of species у in a phase

(b) number concentration of ion у in an
electrolyte

n® number concentration of ion у in the bulk
electrolyte

О oxidized form of the standard system
О + ne ^ R; often used as a subscript
denoting quantities pertaining to
species О

P pressure
p (a) hole density in a semiconductor

(b) mjA/V
P\ hole density in an intrinsic semiconductor
Q charge passed in electrolysis
<2° charge required for complete electrolysis

of a component by Faraday's law
gd chronocoulometric charge from a

diffusing component
Qdi charge devoted to double-layer

capacitance
cf excess charge on phase у
R reduced form of the standard system,

О + ne i=^ R; often used as a subscript
denoting quantities pertaining to
species R

cm
none

mg/s

C/s1 / 2

cm/s

none

c m " 3

т о Г 1

cm" 3

mol

none

cm" 3

none

none

cm" 3

cm" 3

mol
cm" 3

cm
- 3

11.6.2
A.I
A.I
11.7.2
B.1.4

7.1.2

6.7.1

1.4.2

9.4.2

18.2.2

18.2.2

11.3.1

1.3.2

18.2.2

17.1.2

17.1.2

13.3.2

18.2.2

2.2.4, 13.1.1

13.3.2

13.3.2

Pa, atm
cm" 3

s" 1

cm" 3

С

С

с

с

С д С

18.2.2

11.3.1
18.3.2

1.3.2,5.8.1, 11.3.1
11.3.4

5.8.1

5.8

1.2,2.2



Major Symbols xv

Symbol

R

RB

Ret

R{

Rmt

Rs

Ru

Ra
r

rc

fo

r\

Г2

гъ
Re

Re(w)

AS

AS0

AS*

Sr(t)

s

T

t

4

чтшх

'p
Щ

V

V

vh

Vf

V\

Meaning

(a) gas constant

(b) resistance

(c) fraction of substance electrolyzed in
a porous electrode

(d) reflectance

series equivalent resistance of a cell

charge-transfer resistance

feedback resistance

mass-transfer resistance

(a) solution resistance

(b) series resistance in an equivalent
circuit

uncompensated resistance

ohmic solution resistance

radial distance from the center of an
electrode

radius of a capillary

radius of an electrode

radius of the disk in an RDE or RRDE

inner radius of a ring electrode

outer radius of a ring electrode

Reynolds number

real part of complex function w

entropy change in a chemical process

standard entropy change in a chemical

process
standard entropy of activation

unit step function rising at t = т

(a) Laplace plane variable, usually
complementary to t

(b) specific area of a porous electrode

absolute temperature

time

transference number of species у

known characteristic time in a simulation

drop time at a DME

pulse width in SWV

mobility of ion (or charge carrier) j

volume

(a) linear potential scan rate

(b) homogeneous reaction rate

(c) heterogeneous reaction rate

(d) linear velocity of solution flow, usually
a function of position

(a) "backward" homogeneous reaction rate

(b) anodic heterogeneous reaction rate

(a) "forward" homogeneous reaction rate

(b) cathodic heterogeneous reaction rate

component of velocity in the j direction

Usual Units

J m o l ^ K " 1

ft
none

none

ft
ft

a
ft
ft
ft

ft
ft
cm

cm

cm

cm

cm

cm

none

kJ/K.kJmol^K" 1

kJ/K.kJmol^K" 1

k J m o l ^ K " 1

none

cm" 1

К

s

none

s

s

s

cn^V'V1

cm3

V/s

mol cm" 3 s~l

mol cm" 2 s"1

cm/s

mol cm~3 s"1

mol cm" 2 s - 1

mol cm" 3 s"1

mol cm" 2 s~]

cm/s

Section
References

10.1.2

11.6.2

17.1.2

10.4

1.3.3,3.4.3

15.2

1.4.2,3.4.6

1.3.4

1.2.4, 10.1.3

1.3.4, 15.6

10.1.3

5.2.2,5.3,9.3.1

7.1.3

5.2.2, 5.3

9.3.5

9.4.1

9.4.1

9.2.1

A.5

2.1.2

2.1.2

3.1.2

A. 1.7

A.I

11.6.2

2.3.3, 4.2

B.1.4

7.1.2

7.3.5

2.3.3,4.2

6.1

1.3.2,3.1

1.3.2, 3.2

1.4.1,9.2

3.1

3.2

3.1

3.2

9.2.1
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*>mt

Wj(A,E)

w

Wj

*c
x>
X

X\

x2

Y

Y

У

z

z

Z\m

^Re
7

z

Zj

rate of mass transfer to a surface

probability density function for species j

width of a band electrode

work term for reactant j in electron
transfer

capacitive reactance

mole fraction of species j

distance, often from a planar electrode

distance of the IHP from the electrode
surface

distance of the OHP from the electrode
surface

admittance

admittance vector

distance from an RDE or RRDE

(a) impedance

(b) dimensionless current parameter in
simulation

impedance vector

faradaic impedance

imaginary part of impedance

real part of impedance

Warburg impedance

(a) distance normal to the surface of a
disk electrode or along a cylindrical
electrode

(b) charge magnitude of each ion in a
z: z electrolyte

charge on species j in signed units of
electronic charge

mol cm 2 s '

eV"1

cm

eV

n
none

cm

cm

cm

rr1

ft"1

cm

n
none

ft
ft

a
ft
ft
cm

none

none

1.4.1

3.6.3

5.3

3.6.2

10.1.2

13.1.2

1.2.3, 13.3.3

1.2.3, 13.3.3

10.1.2

10.1.2

9.3.1

10.1.2

B.1.6

10.1.2

10.1.3

10.1.2

10.1.2

10.1.3

5.3

13.3.2

2.3
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(a) transfer coefficient

(b) absorption coefficient

(a) distance factor for extended charge

transfer

(b) geometric parameter for an RRDE

(c) 1 - a

(a) дЕ/дС}(0, t)

(b) equilibrium parameter in an adsorption

isotherm for species у

surface excess of species j at equilibrium

relative surface excess of species у with

respect to component r

none
cm" 1

A"1

none

none

V-cm3/mol

none

mol/cm2

mol/cm2

3.3
17.1.2

3.6.4

9.4.1

10.5.2

10.2.2

13.5.2

13.1.2

13.1.2
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П
Д

8

A

A

surface excess of species j at saturation
(a) surface tension

(b) dimensionless parameter used to define
frequency (time) regimes in step
experiments at spherical electrodes

activity coefficient for species у
ellipsometric parameter
r0(s/Do)

l/2, used to define diffusional
regimes at a spherical electrode

"diffusion" layer thickness for species у at
an electrode fed by convective transfer

(a) dielectric constant
(b) optical-frequency dielectric constant
(c) porosity

complex optical-frequency dielectric

constant

molar absorptivity of species у

permittivity of free space

zeta potential

overpotential, E — Eeq

charge-transfer overpotential

viscosity of fluid у

mass-transfer overpotential

fractional coverage of an interface by
species у

(a) conductivity of a solution

(b) transmission coefficient of a reaction

(c) r0kf/Do, used to define kinetic regimes
at a spherical electrode

(d) double-layer thickness parameter

(e) partition coefficient for the primary
reactant in a modified electrode system

electronic transmission coefficient

equivalent conductivity of a solution

(a) reorganization energy for electron
transfer

(b) £fr1/2(l + £0)/£>o2

(c) dimensionless homogeneous kinetic
parameter, specific to a method and
mechanism

(d) switching time in CV
(e) wavelength of light in vacuo

inner component of the reorganization
energy

equivalent ionic conductivity for ion у

equivalent ionic conductivity of ion у
extrapolated to infinite dilution

mol/cm2

dyne/cm

none

none

none

none

none

none

none

none

13.5.2

5.4.2, 5.5.2

2.1.5
17.1.2
5.5.2

1.4.2,9.3.2

13.3.1

17.1.2

11.6.2

17.1.2

M" 1 cm

mV

V

V

gem'

V

none

s1/2

none

" 1 17.1.1
] m " 2 13.3.1

9.8.1
1.3.2,3.4.2
1.3.3, 3.4.6

" V 1 = poise 9.2.2

1.3.3, 3.4.6
5.4.1
5.8.2
13.5.2

= fl" 1 - i

none

none

cm" 1

none

none

c m 2 ! ! " 1

eV

none

none

s

nm

eV

equiv " 1

cm2 II 1 equiv ]

cm2 f l" 1 equiv"1

3.1.3

5.5.2

13.3.2

14.4.2

3.6

2.3.3

3.6

5.5.1
12.3

6.5
17.1.2

3.6.2

2.3.3
2.3.3
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К

p(E)

Ф

Ф

outer component of the reorganization
energy

(a) reaction layer thickness

(b) magnetic permeability

electrochemical potential of electrons in

phase a

electrochemical potential of species j in

phase a

chemical potential of species у in phase a

standard chemical potential of species j in
phase a

(a) kinematic viscosity
(b) frequency of light
stoichiometric coefficient for species у in a

chemical process
nuclear frequency factor
(D0/DR)112

(a) resistivity
(b) roughness factor
electronic density of states
(a) nFv/RT
(b) (1MFAV2)[/3O/£>O

/2 " J3R/£>R2]
excess charge density on phase у
parameter describing potential dependence

of adsorption energy
(a) transition time in chronopotentiometry

(b) sampling time in sampled-current
voltammetry

(c) forward step duration in a double-step
experiment

(d) generally, a characteristic time defined
by the properties of an experiment

(e) in treatments of UMEs, 4Dot/rl
start of potential pulse in pulse voltammetry
longitudinal relaxation time of a solvent
work function of a phase
(a) electrostatic potential
(b) phase angle between two sinusoidal

signals

(c) phase angle between / a c and £ac

(d) film thickness in a modified electrode
(a) electrostatic potential difference

between two points or phases
(b) potential drop in the space charge

region of a semiconductor
absolute electrostatic potential of phase j
junction potential at a liquid-liquid interface

eV

cm
none
kJ/mol

kJ/mol

kJ/mol
kJ/mol

cm2/s

none

s"1

none
fl-cm
none
cm2eV"1

s"1

C/cm2

none

s
s

3.6.2

1.5.2, 12.4.2
17.1.2
2.2.4, 2.2.5

2.2.4

2.2.4
2.2.4

9.2.2

2.1.5

3.6
5.4.1
4.2
5.2.3
3.6.3
6.2.1
10.2.3
1.2,2.2
13.3.4

8.2.2

5.1,7.3

5.7.1

none
s
s
eV
V
degrees,

radians
degrees,

radians
cm
V

5.3
7.3
3.6.2
3.6.4
2.2.1
10.1.2

10.1.2

14.4.2
2.2

V
V

18.2.2

2.2.1
6.8
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Фо

ф2

X

XU)

x(bt)

x(at)

Xf

Ф

standard Galvani potential of ion transfer
for species j from phase a to phase /3

total potential drop across the solution side
of the double layer

potential at the OHP with respect to bulk
solution

(12/7)1/2£fT1/2/Do/2

dimensionless distance of box; in a
simulation

normalized current for a totally irreversible
system in LSV and CV

normalized current for a reversible system in
LSV and CV

rate constant for permeation of the primary
reactant into the film at a modified
electrode

(a) ellipsometric parameter
(b) dimensionless rate parameter in CV
(a) angular frequency of rotation;

2тг X rotation rate
(b) angular frequency of a sinusoidal

oscillation; 2rrf

V

mV

V

none

none

none

none

cm/s

none

none

s" 1

s" 1

6.8

13.3.2

1.2.3, 13.3.3

7.2.2

B.1.5

6.3.1

6.2.1

14.4.2

17.1.2

6.5.2

9.3

10.1.2

Abbreviation

ADC

AES
AFM

ASV

BV
CB

CE

CV
CZE

DAC
DME

DMF

DMSO

DPP

DPV

Meaning

analog-to-digital converter

Auger electron spectrometry

atomic force microscopy

anodic stripping voltammetry

Butler- Volmer

conduction band

homogeneous chemical process preceding heterogeneous
electron transfer1

cyclic voltammetry

capillary zone electrophoresis

digital-to-analog converter

(a) dropping mercury electrode

(b) 1,2-dimethoxyethane

TV, TV-dimethylformamide
Dimethylsulfoxide

differential pulse polarography

differential pulse voltammetry

Section
Reference

15.8

17.3.3

16.3

11.8

3.3
18.2.2

12.1.1

6.1,6.5
11.6.4

15.8

7.1.1

7.3.4

7.3.4

betters may be subscripted i, q, or r to indicate irreversible, quasi-reversible, or reversible reactions.
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Abbreviation Meaning
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EC heterogeneous electron transfer followed by homogeneous 12.1.1
chemical reaction1

EC' catalytic regeneration of the electroactive species in a following 12.1.1
homogeneous reaction1

ECE heterogeneous electron transfer, homogeneous chemical reaction, 12.1.1
and heterogeneous electron transfer, in sequence

ECL electrogenerated chemiluminescence 18.1

ECM electrocapillary maximum 13.2.2

ЕЕ step wise heterogeneous electron transfers to accomplish a 12.1.1

2-electron reduction or oxidation of a species

EIS electrochemical impedance spectroscopy 10.1.1

emf electromotive force 2.1.3

EMIRS electrochemically modulated infrared reflectance spectroscopy 17.2.1

ESR electron spin resonance 17.4.1

ESTM electrochemical scanning tunneling microscopy 16.2

EXAFS extended X-ray absorption fine structure 17.6.1

FFT fast Fourier transform A.6

GCS Gouy-Chapman-Stern 13.3.3

GDP galvanostatic double pulse 8.6

HCP hexagonal close-packed 13.4.2

HMDE hanging mercury drop electrode 5.2.2

HOPG highly oriented pyrolytic graphite 13.4.2

IHP inner Helmholtz plane 1.2.3, 13.3.3

IPE ideal polarized electrode 1.2.1

IRRAS infrared reflection absorption spectroscopy 17.2.1

IR-SEC infrared spectroelectrochemistry 17.2.1

ISE ion-selective electrode 2.4

ITIES interface between two immiscible electrolyte solutions 6.8

ITO indium-tin oxide thin film 18.2.5

LB Langmuir-Blodgett 14.2.1

LCEC liquid chromatography with electrochemical detection 11.6.4

LEED low-energy electron diffraction 17.3.3

LSV linear sweep voltammetry 6.1

MFE mercury film electrode 11.8

NHE normal hydrogen electrode = SHE 1.1.1

NCE normal calomel electrode, Hg/Hg2Cl2/KCl (1.0M)

NPP normal pulse polarography 7.3.2

NPV normal pulse voltammetry 7.3.2

OHP outer Helmholtz plane 1.2.3, 13.3.3

OTE optically transparent electrode 17.1.1

OTTLE optically transparent thin-layer electrode 17.1.1

PAD pulsed amperometric detection 11.6.4

PC propylene carbonate

PDIRS potential difference infrared spectroscopy 17.2.1

PZC potential of zero charge 13.2.2

QCM quartz crystal microbalance 17.5

1 Letters may be subscripted /, q, or r to indicate irreversible, quasi-reversible, or reversible reactions.
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QRE
RDE
RDS
RPP
RPV
RRDE
SAM
SCE
SECM
SERS
SHE
SHG
SMDE
SNIFTIRS

SPE
SPR
SSCE
STM

swv
TBABF4
TBAI
TBAP
TEAP
THF
UHV
UME
UPD
XPS
VB

quasi-reference electrode
rotating disk electrode
rate-determining step
reverse pulse polarography
reverse pulse voltammetry
rotating ring-disk electrode
self-assembled monolayer
saturated calomel electrode
scanning electrochemical microscopy
surface enhanced Raman spectroscopy
standard hydrogen electrode = NHE
second harmonic generation
static mercury drop electrode
subtractively normalized interfacial Fourier transform infrared

spectroscopy
solid polymer electrolyte
surface plasmon resonance
sodium saturated calomel electrode, Hg/Hg2Cl2/NaCl (sat'd)
scanning tunneling microscopy
square wave voltammetry
tetra-/2-butylammonium fluoborate
tetra-ft-butylammonium iodide
tetra-w-butylammoniumperchlorate
tetraethylammonium perchlorate
tetrahydrofuran
ultrahigh vacuum
ultramicroelectrode
underpotential deposition
X-ray photoelectron spectrometry
valence band

2.1.7
9.3
3.5
7.3.4
7.3.4
9.4.2
14.2.2
1.1.1
16.4
17.2.2
1.1.1
17.1.5

7.1.1
17.2.1

14.2.6
17.1.3

16.2
7.3.5

17.3
5.3
11.2.1
17.3.2
18.2.2



CHAPTER

1
INTRODUCTION
AND OVERVIEW
OF ELECTRODE

PROCESSES

1.1 INTRODUCTION

Electrochemistry is the branch of chemistry concerned with the interrelation of electri-
cal and chemical effects. A large part of this field deals with the study of chemical
changes caused by the passage of an electric current and the production of electrical en-
ergy by chemical reactions. In fact, the field of electrochemistry encompasses a huge
array of different phenomena (e.g., electrophoresis and corrosion), devices (elec-
trochromic displays, electro analytical sensors, batteries, and fuel cells), and technolo-
gies (the electroplating of metals and the large-scale production of aluminum and
chlorine). While the basic principles of electrochemistry discussed in this text apply to
all of these, the main emphasis here is on the application of electrochemical methods to
the study of chemical systems.

Scientists make electrochemical measurements on chemical systems for a variety of
reasons. They may be interested in obtaining thermodynamic data about a reaction. They
may want to generate an unstable intermediate such as a radical ion and study its rate of
decay or its spectroscopic properties. They may seek to analyze a solution for trace
amounts of metal ions or organic species. In these examples, electrochemical methods are
employed as tools in the study of chemical systems in just the way that spectroscopic
methods are frequently applied. There are also investigations in which the electrochemi-
cal properties of the systems themselves are of primary interest, for example, in the design
of a new power source or for the electrosynthesis of some product. Many electrochemical
methods have been devised. Their application requires an understanding of the fundamen-
tal principles of electrode reactions and the electrical properties of electrode-solution in-
terfaces.

In this chapter, the terms and concepts employed in describing electrode reactions
are introduced. In addition, before embarking on a detailed consideration of methods
for studying electrode processes and the rigorous solutions of the mathematical equa-
tions that govern them, we will consider approximate treatments of several different
types of electrode reactions to illustrate their main features. The concepts and treat-
ments described here will be considered in a more complete and rigorous way in later
chapters.
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1.1.1 Electrochemical Cells and Reactions

In electrochemical systems, we are concerned with the processes and factors that affect
the transport of charge across the interface between chemical phases, for example, be-
tween an electronic conductor (an electrode) and an ionic conductor (an electrolyte).
Throughout this book, we will be concerned with the electrode/electrolyte interface and
the events that occur there when an electric potential is applied and current passes. Charge
is transported through the electrode by the movement of electrons (and holes). Typical
electrode materials include solid metals (e.g., Pt, Au), liquid metals (Hg, amalgams), car-
bon (graphite), and semiconductors (indium-tin oxide, Si). In the electrolyte phase,
charge is carried by the movement of ions. The most frequently used electrolytes are liq-
uid solutions containing ionic species, such as, H + , Na + , Cl~, in either water or a non-
aqueous solvent. To be useful in an electrochemical cell, the solvent/electrolyte system
must be of sufficiently low resistance (i.e., sufficiently conductive) for the electrochemi-
cal experiment envisioned. Less conventional electrolytes include fused salts (e.g., molten
NaCl-KCl eutectic) and ionically conductive polymers (e.g., Nation, polyethylene
oxide-LiClO4). Solid electrolytes also exist (e.g., sodium j8-alumina, where charge is car-
ried by mobile sodium ions that move between the aluminum oxide sheets).

It is natural to think about events at a single interface, but we will find that one cannot
deal experimentally with such an isolated boundary. Instead, one must study the proper-
ties of collections of interfaces called electrochemical cells. These systems are defined
most generally as two electrodes separated by at least one electrolyte phase.

In general, a difference in electric potential can be measured between the electrodes in
an electrochemical cell. Typically this is done with a high impedance voltmeter. This cell
potential, measured in volts (V), where 1 V = 1 joule/coulomb (J/C), is a measure of the
energy available to drive charge externally between the electrodes. It is a manifestation of
the collected differences in electric potential between all of the various phases in the cell.
We will find in Chapter 2 that the transition in electric potential in crossing from one con-
ducting phase to another usually occurs almost entirely at the interface. The sharpness of
the transition implies that a very high electric field exists at the interface, and one can ex-
pect it to exert effects on the behavior of charge carriers (electrons or ions) in the interfa-
cial region. Also, the magnitude of the potential difference at an interface affects the
relative energies of the carriers in the two phases; hence it controls the direction and
the rate of charge transfer. Thus, the measurement and control of cell potential is one of the
most important aspects of experimental electrochemistry.

Before we consider how these operations are carried out, it is useful to set up a short-
hand notation for expressing the structures of cells. For example, the cell pictured in Fig-
ure 1.1.1a is written compactly as

Zn/Zn2 +, СГ/AgCl/Ag (l.l . l)

In this notation, a slash represents a phase boundary, and a comma separates two compo-
nents in the same phase. A double slash, not yet used here, represents a phase boundary
whose potential is regarded as a negligible component of the overall cell potential. When
a gaseous phase is involved, it is written adjacent to its corresponding conducting ele-
ment. For example, the cell in Figure 1.1.1ft is written schematically as

Pt/H2/H+, СГ/AgCl/Ag (1.1.2)

The overall chemical reaction taking place in a cell is made up of two independent
half-reactions, which describe the real chemical changes at the two electrodes. Each half-
reaction (and, consequently, the chemical composition of the system near the electrodes)
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Figure l . l . l Typical electrochemical cells, (a) Zn metal and Ag wire covered with AgCI immersed
in a ZnCl2 solution, (b) Pt wire in a stream of H2 and Ag wire covered with AgCI in HC1 solution.

responds to the interfacial potential difference at the corresponding electrode. Most of the
time, one is interested in only one of these reactions, and the electrode at which it occurs
is called the working (or indicator) electrode. To focus on it, one standardizes the other
half of the cell by using an electrode (called a reference electrode) made up of phases
having essentially constant composition.

The internationally accepted primary reference is the standard hydrogen electrode
(SHE), or normal hydrogen electrode (NHE), which has all components at unit activity:

Pt/H2(a - l)/H+(a = 1, aqueous) (1.1.3)

Potentials are often measured and quoted with respect to reference electrodes other than
the NHE, which is not very convenient from an experimental standpoint. A common ref-
erence is the saturated calomel electrode (SCE), which is

Hg/Hg2Cl2/KCl (saturated in water) (1.1.4)

Its potential is 0.242 V vs. NHE. Another is the silver-silver chloride electrode,

Ag/AgCl/KCl (saturated in water) (1.1.5)

with a potential of 0.197 V vs. NHE. It is common to see potentials identified in the litera-
ture as "vs. Ag/AgQ" when this electrode is used.

Since the reference electrode has a constant makeup, its potential is fixed. Therefore,
any changes in the cell are ascribable to the working electrode. We say that we observe or
control the potential of the working electrode with respect to the reference, and that is
equivalent to observing or controlling the energy of the electrons within the working elec-
trode (1, 2). By driving the electrode to more negative potentials (e.g., by connecting a
battery or power supply to the cell with its negative side attached to the working elec-
trode), the energy of the electrons is raised. They can reach a level high enough to transfer
into vacant electronic states on species in the electrolyte. In that case, a flow of electrons
from electrode to solution (a reduction current) occurs (Figure 1.1.2a). Similarly, the en-
ergy of the electrons can be lowered by imposing a more positive potential, and at some
point electrons on solutes in the electrolyte will find a more favorable energy on the elec-
trode and will transfer there. Their flow, from solution to electrode, is an oxidation cur-
rent (Figure 1.1.2b). The critical potentials at which these processes occur are related to
the standard potentials, E°, for the specific chemical substances in the system.
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Electrode Solution Electrode Solution

0
Potential

0j
Energy level
of electrons

Vacant
MO

Occupied
MO

A + e —> A

(a)

0
Potential

0l

Electrode

Energy level
of electrons

Solution Electrode Solution

Vacant
MO

Occupied
MO

A - e -^ A+

(b)

Figure 1.1.2 Representation of (a) reduction and (b) oxidation process of a species, A, in
solution. The molecular orbitals (MO) of species A shown are the highest occupied MO and the
lowest vacant MO. These correspond in an approximate way to the E°s of the A/A~ and A+/A
couples, respectively. The illustrated system could represent an aromatic hydrocarbon (e.g.,
9,10-diphenylanthracene) in an aprotic solvent (e.g., acetonitrile) at a platinum electrode.

Consider a typical electrochemical experiment where a working electrode and a ref-
erence electrode are immersed in a solution, and the potential difference between the elec-
trodes is varied by means of an external power supply (Figure 1.1.3). This variation in
potential, £, can produce a current flow in the external circuit, because electrons cross the
electrode/solution interfaces as reactions occur. Recall that the number of electrons that
cross an interface is related stoichiometrically to the extent of the chemical reaction (i.e.,
to the amounts of reactant consumed and product generated). The number of electrons is
measured in terms of the total charge, Q, passed in the circuit. Charge is expressed in
units of coulombs (C), where 1 С is equivalent to 6.24 X 1018 electrons. The relationship
between charge and amount of product formed is given by Faraday's law; that is, the pas-
sage of 96,485.4 С causes 1 equivalent of reaction (e.g., consumption of 1 mole of reac-
tant or production of 1 mole of product in a one-electron reaction). The current, /, is the
rate of flow of coulombs (or electrons), where a current of 1 ampere (A) is equivalent to 1
C/s. When one plots the current as a function of the potential, one obtains a current-poten-
tial (i vs. E) curve. Such curves can be quite informative about the nature of the solution
and the electrodes and about the reactions that occur at the interfaces. Much of the re-
mainder of this book deals with how one obtains and interprets such curves.
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Power
supply

Pt

1МНВГ
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Figure 1.1.3 Schematic diagram of the
electrochemical cell Pt/HBr(l M)/AgBr/Ag attached
to power supply and meters for obtaining a current-
potential (i-E) curve.

Let us now consider the particular cell in Figure 1.1.3 and discuss in a qualitative
way the current-potential curve that might be obtained with it. In Section 1.4 and in later
chapters, we will be more quantitative. We first might consider simply the potential we
would measure when a high impedance voltmeter (i.e., a voltmeter whose internal resis-
tance is so high that no appreciable current flows through it during a measurement) is
placed across the cell. This is called the open-circuit potential of the cell.1

For some electrochemical cells, like those in Figure 1.1.1, it is possible to calculate
the open-circuit potential from thermodynamic data, that is, from the standard potentials
of the half-reactions involved at both electrodes via the Nernst equation (see Chapter 2).
The key point is that a true equilibrium is established, because a pair of redox forms
linked by a given half-reaction (i.e., a redox couple) is present at each electrode. In Figure
1.1.1/?, for example, we have H + and H2 at one electrode and Ag and AgCl at the other.2

The cell in Figure 1.1.3 is different, because an overall equilibrium cannot be estab-
lished. At the Ag/AgBr electrode, a couple is present and the half-reaction is

AgBr + e ±± Ag + Br = 0.0713 Vvs. NHE (1.1.6)

Since AgBr and Ag are both solids, their activities are unity. The activity of Br can be
found from the concentration in solution; hence the potential of this electrode (with re-
spect to NHE) could be calculated from the Nernst equation. This electrode is at equilib-
rium. However, we cannot calculate a thermodynamic potential for the Pt/H+,Br~
electrode, because we cannot identify a pair of chemical species coupled by a given half-
reaction. The controlling pair clearly is not the H2,H+ couple, since no H 2 has been intro-
duced into the cell. Similarly, it is not the O2,H2O couple, because by leaving O2 out of
the cell formulation we imply that the solutions in the cell have been deaerated. Thus, the
Pt electrode and the cell as a whole are not at equilibrium, and an equilibrium potential

*In the electrochemical literature, the open-circuit potential is also called the zero-current potential or the rest

potential.
2When a redox couple is present at each electrode and there are no contributions from liquid junctions (yet to be

discussed), the open-circuit potential is also the equilibrium potential. This is the situation for each cell in

Figure 1.1.1.
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does not exist. Even though the open-circuit potential of the cell is not available from
thermodynamic data, we can place it within a potential range, as shown below.

Let us now consider what occurs when a power supply (e.g., a battery) and a mi-
croammeter are connected across the cell, and the potential of the Pt electrode is made
more negative with respect to the Ag/AgBr reference electrode. The first electrode reac-
tion that occurs at the Pt is the reduction of protons,

2H+ + 2 e - * H 2 (1.1.7)

The direction of electron flow is from the electrode to protons in solution, as in Figure
1.12a, so a reduction (cathodic) current flows. In the convention used in this book, ca-
thodic currents are taken as positive, and negative potentials are plotted to the right.3 As
shown in Figure 1.1.4, the onset of current flow occurs when the potential of the Pt elec-
trode is near E° for the H+/H 2 reaction (0 V vs. NHE or -0.07 V vs. the Ag/AgBr elec-
trode). While this is occurring, the reaction at the Ag/AgBr (which we consider the
reference electrode) is the oxidation of Ag in the presence of Br~ in solution to form
AgBr. The concentration of Br~ in the solution near the electrode surface is not changed
appreciably with respect to the original concentration (1 M), therefore the potential of the
Ag/AgBr electrode will be almost the same as at open circuit. The conservation of charge
requires that the rate of oxidation at the Ag electrode be equal to the rate of reduction at
the Pt electrode.

When the potential of the Pt electrode is made sufficiently positive with respect to the
reference electrode, electrons cross from the solution phase into the electrode, and the ox-

Pt/H+,

1

1
1

1.5

ВГ(1 M)/AgBr/Ag

Onset of H+

reduction on Pt.

\
I i

/ \ L

1 \
/ Onset of Br"
/ oxidation on Pt

\y
0

Cathodic

: /

-0.5

Cell Potential Anodic

Figure 1.1.4 Schematic current-potential curve for the cell Pt/H+, Br~(l M)/AgBr/Ag, showing
the limiting proton reduction and bromide oxidation processes. The cell potential is given for the Pt
electrode with respect to the Ag electrode, so it is equivalent to £Pt (V vs. AgBr). Since ^Ag/AgBr =

0.07 V vs. NHE, the potential axis could be converted to EPt (V vs. NHE) by adding 0.07 V to each
value of potential.

3The convention of taking / positive for a cathodic current stems from the early polarograhic studies, where
reduction reactions were usually studied. This convention has continued among many analytical chemists and
electrochemists, even though oxidation reactions are now studied with equal frequency. Other
electrochemists prefer to take an anodic current as positive. When looking over a derivation in the literature
or examining a published i-E curve, it is important to decide, first, which convention is being used (i.e.,
"Which way is up?").



1.1 Introduction 7

idation of Br~ to Br2 (and Br̂ ~) occurs. An oxidation current, or anodic current, flows at
potentials near the E° of the half-reaction,

Br2 + 2 e ^ 2 B r ~ (1.1.8)

which is +1.09 V vs. NHE or +1.02 V vs. Ag/AgBr. While this reaction occurs (right-
to-left) at the Pt electrode, AgBr in the reference electrode is reduced to Ag and Br~ is
liberated into solution. Again, because the composition of the Ag/AgBr/Br~ interface
(i.e., the activities of AgBr, Ag, and Br~) is almost unchanged with the passage of modest
currents, the potential of the reference electrode is essentially constant. Indeed, the essen-
tial characteristic of a reference electrode is that its potential remains practically constant
with the passage of small currents. When a potential is applied between Pt and Ag/AgBr,
nearly all of the potential change occurs at the Pt/solution interface.

The background limits are the potentials where the cathodic and anodic currents start
to flow at a working electrode when it is immersed in a solution containing only an elec-
trolyte added to decrease the solution resistance (a supporting electrolyte). Moving the
potential to more extreme values than the background limits (i.e., more negative than the
limit for H2 evolution or more positive than that for Br2 generation in the example above)
simply causes the current to increase sharply with no additional electrode reactions, be-
cause the reactants are present at high concentrations. This discussion implies that one can
often estimate the background limits of a given electrode-solution interface by consider-
ing the thermodynamics of the system (i.e., the standard potentials of the appropriate half-
reactions). This is frequently, but not always, true, as we shall see in the next example.

From Figure 1.1.4, one can see that the open-circuit potential is not well defined in
the system under discussion. One can say only that the open-circuit potential lies some-
where between the background limits. The value found experimentally will depend
upon trace impurities in the solution (e.g., oxygen) and the previous history of the Pt
electrode.

Let us now consider the same cell, but with the Pt replaced with a mercury electrode:

Hg/H+,Br-(l M)/AgBr/Ag (1.1.9)

We still cannot calculate an open-circuit potential for the cell, because we cannot define a
redox couple for the Hg electrode. In examining the behavior of this cell with an applied
external potential, we find that the electrode reactions and the observed current-potential
behavior are very different from the earlier case. When the potential of the Hg is made
negative, there is essentially no current flow in the region where thermodynamics predict
that H2 evolution should occur. Indeed, the potential must be brought to considerably
more negative values, as shown in Figure 1.1.5, before this reaction takes place. The ther-
modynamics have not changed, since the equilibrium potential of half-reaction 1.1.7 is in-
dependent of the metal electrode (see Section 2.2.4). However, when mercury serves as
the locale for the hydrogen evolution reaction, the rate (characterized by a heterogeneous
rate constant) is much lower than at Pt. Under these circumstances, the reaction does not
occur at values one would predict from thermodynamics. Instead considerably higher
electron energies (more negative potentials) must be applied to make the reaction occur at
a measurable rate. The rate constant for a heterogeneous electron-transfer reaction is a
function of applied potential, unlike one for a homogeneous reaction, which is a constant
at a given temperature. The additional potential (beyond the thermodynamic requirement)
needed to drive a reaction at a certain rate is called the overpotential. Thus, it is said that
mercury shows "a high overpotential for the hydrogen evolution reaction."

When the mercury is brought to more positive values, the anodic reaction and the po-
tential for current flow also differ from those observed when Pt is used as the electrode.
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Hg/I-Г, ВГ(1 M)/AgBr/Ag

Cathodic

0.5

Anodic

Onset of H+

reduction ,

-0.5 -1.5
Onset of Hg
oxidation

Potential (V vs. NHE)

Figure 1.1.5 Schematic current-potential curve for the Hg electrode in the cell Hg/H+, Br (1
M)/AgBr/Ag, showing the limiting processes: proton reduction with a large negative overpotential
and mercury oxidation. The potential axis is defined through the process outlined in the caption to
Figure 1.1.4.

With Hg, the anodic background limit occurs when Hg is oxidized to Hg2Br2 at a poten-
tial near 0.14 V vs. NHE (0.07 V vs. Ag/AgBr), characteristic of the half-reaction

2Br" (1.1.10)Hg2Br2 + 2e«±2Hg

In general, the background limits depend upon both the electrode material and the solu-
tion employed in the electrochemical cell.

Finally let us consider the same cell with the addition of a small amount of Cd 2 + to
the solution,

Hg/H+,Br"(l M), Cd2+(10"3M)/AgBr/Ag (1.1.11)

The qualitative current-potential curve for this cell is shown in Figure 1.1.6. Note the
appearance of the reduction wave at about -0.4 V vs. NHE arising from the reduction
reaction

CdBr|~ + 2e S Cd(Hg) + 4Br~ (1.1.12)

where Cd(Hg) denotes cadmium amalgam. The shape and size of such waves will be cov-
ered in Section 1.4.2. If Cd 2 + were added to the cell in Figure 1.1.3 and a current-poten-
tial curve taken, it would resemble that in Figure 1.1.4, found in the absence of Cd 2 + . At a
Pt electrode, proton reduction occurs at less positive potentials than are required for the
reduction of Cd(II), so the cathodic background limit occurs in 1 M HBr before the cad-
mium reduction wave can be seen.

In general, when the potential of an electrode is moved from its open-circuit value to-
ward more negative potentials, the substance that will be reduced first (assuming all possi-
ble electrode reactions are rapid) is the oxidant in the couple with the least negative (or
most positive) E®. For example, for a platinum electrode immersed in an aqueous solution
containing 0.01 M each of Fe 3 + , Sn 4 +, and N i 2 + in 1 M HC1, the first substance reduced
will be Fe 3 + , since the E° of this couple is most positive (Figure 1.1.7a). When the poten-
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Hg/I-Г, ВГ(1 М), Cd2+(1mM)/AgBr/Ag

Cathodic

Anodic l _

Onset of Cd2 '
reduction

Potential (V vs. NHE)

Figure 1.1.6 Schematic current-potential curve for the Hg electrode in the cell Hg/H+,
Br"(l M),Cd 2 +(l(T 3 M)/AgBr/Ag, showing reduction wave for Cd 2 + .

tial of the electrode is moved from its zero-current value toward more positive potentials,
the substance that will be oxidized first is the reductant in the couple of least positive (or
most negative) E°. Thus, for a gold electrode in an aqueous solution containing 0.01 M
each of Sn 2 + and F e 2 + in 1 M HI, the Sn 2 + will be first oxidized, since the E° of this cou-
ple is least positive (Figure 1.1.7b). On the other hand, one must remember that these pre-
dictions are based on thermodynamic considerations (i.e., reaction energetics), and slow
kinetics might prevent a reaction from occurring at a significant rate in a potential region
where the E° would suggest the reaction was possible. Thus, for a mercury electrode im-
mersed in a solution of 0.01 M each of Cr 3 + and Zn 2 + , in 1 M HC1, the first reduction
process predicted is the evolution of H 2 from H + (Figure 1.1.7c). As discussed earlier,
this reaction is very slow on mercury, so the first process actually observed is the reduc-
tion of Cr 3 + .

1.1.2 Faradaic and Nonfaradaic Processes

Two types of processes occur at electrodes. One kind comprises reactions like those just
discussed, in which charges (e.g., electrons) are transferred across the metal-solution in-
terface. Electron transfer causes oxidation or reduction to occur. Since such reactions are
governed by Faraday's law (i.e., the amount of chemical reaction caused by the flow of
current is proportional to the amount of electricity passed), they are called faradaic
processes. Electrodes at which faradaic processes occur are sometimes called charge-
transfer electrodes. Under some conditions, a given electrode-solution interface will
show a range of potentials where no charge-transfer reactions occur because such reac-
tions are thermodynamically or kinetically unfavorable (e.g., the region in Figure 1.1.5
between 0 and —0.8 V vs. NHE). However, processes such as adsorption and desorption
can occur, and the structure of the electrode-solution interface can change with changing
potential or solution composition. These processes are called nonfaradaic processes. Al-
though charge does not cross the interface, external currents can flow (at least transiently)
when the potential, electrode area, or solution composition changes. Both faradaic and
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Figure 1.1.7 (a) Potentials for possible reductions at a platinum electrode, initially at ~ 1 V vs.
NHE in a solution of 0.01 M each of Fe3+, Sn4+, and Ni2+ in 1 M HCL (b) Potentials for possible
oxidation reactions at a gold electrode, initially at ~0.1V vs. NHE in a solution of 0.01 M each of
Sn2+ and Fe2+ in 1 M HI. (c) Potentials for possible reductions at a mercury electrode in 0.01 M
Cr3+ and Zn2+ in 1 M HCL The arrows indicate the directions of potential change discussed in the
text.

nonfaradaic processes occur when electrode reactions take place. Although the faradaic
processes are usually of primary interest in the investigation of an electrode reaction (ex-
cept in studies of the nature of the electrode-solution interface itself), the effects of the
nonfaradaic processes must be taken into account in using electrochemical data to obtain
information about the charge transfer and associated reactions. Consequently, we next
proceed by discussing the simpler case of a system where only nonfaradaic processes
occur.
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1.2 NONFARADAIC PROCESSES AND THE NATURE OF THE
ELECTRODE-SOLUTION INTERFACE

1.2.1 The Ideal Polarized Electrode

An electrode at which no charge transfer can occur across the metal-solution interface, re-
gardless of the potential imposed by an outside source of voltage, is called an ideal polar-
ized (or ideal polarizable) electrode (IPE). While no real electrode can behave as an IPE
over the whole potential range available in a solution, some electrode-solution systems
can approach ideal polarizability over limited potential ranges,. For example, a mercury
electrode in contact with a deaerated potassium chloride solution approaches the behavior
of an IPE over a potential range about 2 V wide. At sufficiently positive potentials, the
mercury can oxidize in a charge-transfer reaction:

Hg + С Г -> |Hg 2Cl 2 + e (at ~ +0.25 V vs. NHE) (1.2.1)

and at very negative potentials K+ can be reduced:
, Hg

K + + e -> K(Hg) (at ~ -2.1 V vs. NHE) (1.2.2)

In the potential range between these processes, charge-transfer reactions are not signifi-
cant. The reduction of water:

H2O + e -> | H 2 + OH" (1.2.3)

is thermodynamically possible, but occurs at a very low rate at a mercury surface unless
quite negative potentials are reached. Thus, the only faradaic current that flows in this re-
gion is due to charge-transfer reactions of trace impurities (e.g., metal ions, oxygen, and
organic species), and this current is quite small in clean systems. Another electrode that
behaves as an IPE is a gold surface hosting an adsorbed self-assembled monolayer of
alkane thiol (see Section 14.5.2).

1.2.2 Capacitance and Charge of an Electrode

Since charge cannot cross the IPE interface when the potential across it is changed, the
behavior of the electrode-solution interface is analogous to that of a capacitor. A capaci-
tor is an electrical circuit element composed of two metal sheets separated by a dielectric
material (Figure 1.2.1a). Its behavior is governed by the equation

| = С (1.2.4)

e
Battery —

©

e ^ -

+ +
_ Capacitor
+ +

e Figure 1.2.1 (a) A capacitor, (b)

(b) Charging a capacitor with a battery.
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Metal Solution Metal Solution

(a) (b)

Figure 1.2.2 The metal-solution
interface as a capacitor with a
charge on the metal, qM, (a)
negative and (b) positive.

where q is the charge stored on the capacitor (in coulombs, С), Е is the potential across the
capacitor (in volts, V), and С is the capacitance (in farads, F). When a potential is applied
across a capacitor, charge will accumulate on its metal plates until q satisfies equation
1.2.4. During this charging process, a current (called the charging current) will flow. The
charge on the capacitor consists of an excess of electrons on one plate and a deficiency of
electrons on the other (Figure 1.2.1b). For example, if a 2-V battery is placed across a 10-
/л¥ capacitor, current will flow until 20 /лС has accumulated on the capacitor plates. The
magnitude of the current depends on the resistance in the circuit (see also Section 1.2.4).

The electrode-solution interface has been shown experimentally to behave like a ca-
pacitor, and a model of the interfacial region somewhat resembling a capacitor can be
given. At a given potential, there will exist a charge on the metal electrode, qM, and a
charge in the solution, qs (Figure 1.2.2). Whether the charge on the metal is negative or
positive with respect to the solution depends on the potential across the interface and the
composition of the solution. At all times, however, qM — -qs. (In an actual experimental
arrangement, two metal electrodes, and thus two interfaces, would have to be considered;
we concentrate our attention here on one of these and ignore what happens at the other.)
The charge on the metal, qM, represents an excess or deficiency of electrons and resides in
a very thin layer (<0.1 A) on the metal surface. The charge in solution, qs, is made up of
an excess of either cations or anions in the vicinity of the electrode surface. The charges
qM and qs are often divided by the electrode area and expressed as charge densities, such
as, ( j M = qM/A, usually given in /лС/ст2. The whole array of charged species and ori-
ented dipoles existing at the metal-solution interface is called the electrical double layer
(although its structure only very loosely resembles two charged layers, as we will see in
Section 1.2.3). At a given potential, the electrode- solution interface is characterized by a
double-layer capacitance, C<j, typically in the range of 10 to 40 /^F/cm2. However, unlike
real capacitors, whose capacitances are independent of the voltage across them, Q is
often a function of potential.4

1.2.3 Brief Description of the Electrical Double Layer

The solution side of the double layer is thought to be made up of several "layers." That
closest to the electrode, the inner layer, contains solvent molecules and sometimes other
species (ions or molecules) that are said to be specifically adsorbed (Figure 1.2.3). This
inner layer is also called the compact, Helmholtz, or Stern layer. The locus of the electri-

4In various equations in the literature and in this book, Cj may express the capacitance per unit area and be

given in fxF/cm2, or it may express the capacitance of a whole interface and be given in JJLF. The usage for a

given situation is always apparent from the context or from a dimensional analysis.
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IHP OHP

ф1 ф2

Diffuse layer

Solvated cation

Metal

Specifically adsorbed anion

= Solvent molecule
Figure 1.2.3 Proposed model of the
double-layer region under conditions
where anions are specifically adsorbed.

cal centers of the specifically adsorbed ions is called the inner Helmholtz plane (IHP),
which is at a distance x\. The total charge density from specifically adsorbed ions in this
inner layer is а1 (/лС/ст2). Solvated ions can approach the metal only to a distance x2; the
locus of centers of these nearest solvated ions is called the outer Helmholtz plane (OHP).
The interaction of the solvated ions with the charged metal involves only long-range elec-
trostatic forces, so that their interaction is essentially independent of the chemical proper-
ties of the ions. These ions are said to be nonspecifically adsorbed. Because of thermal
agitation in the solution, the nonspecifically adsorbed ions are distributed in a three-
dimensional region called the dijfuse layer, which extends from the OHP into the bulk of
the solution. The excess charge density in the diffuse layer is <7d, hence the total excess
charge density on the solution side of the double layer, crs, is given by

= _ом (1.2.5)

The thickness of the diffuse layer depends on the total ionic concentration in the solution;
for concentrations greater than 10~2 M, the thickness is less than ~100 A. The potential
profile across the double-layer region is shown in Figure 1.2.4.

The structure of the double layer can affect the rates of electrode processes. Consider
an electroactive species that is not specifically adsorbed. This species can approach the
electrode only to the OHP, and the total potential it experiences is less than the potential
between the electrode and the solution by an amount ф2 — </>s, which is the potential drop
across the diffuse layer. For example, in 0.1 M NaF, ф2 — <£s is —0.021 V at E = -0.55
V vs. SCE, but it has somewhat larger magnitudes at more negative and more positive po-
tentials. Sometimes one can neglect double-layer effects in considering electrode reaction
kinetics. At other times they must be taken into account. The importance of adsorption
and double-layer structure is considered in greater detail in Chapter 13.

One usually cannot neglect the existence of the double-layer capacitance or the pres-
ence of a charging current in electrochemical experiments. Indeed, during electrode reac-
tions involving very low concentrations of electroactive species, the charging current can
be much larger than the faradaic current for the reduction or oxidation reaction. For this
reason, we will briefly examine the nature of the charging current at an IPE for several
types of electrochemical experiments.
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Figure 1.2.4 Potential profile across the
double-layer region in the absence of specific
adsorption of ions. The variable ф, called the
inner potential, is discussed in detail in
Section 2.2. A more quantitative
representation of this profile is shown in
Figure 12.3.6.

1.2.4 Double-Layer Capacitance and Charging
Current in Electrochemical Measurements

Consider a cell consisting of an IPE and an ideal reversible electrode. We can approxi-

mate such a system with a mercury electrode in a potassium chloride solution that is also

in contact with an SCE. This cell, represented by Hg/K+, CF/SCE, can be approximated

by an electrical circuit with a resistor, Rs, representing the solution resistance and a capac-

itor, C(j, representing the double layer at the Hg/K+,C1~ interface (Figure 1.2.5).5 Since

нд
drop

electrode
HI Wv II

-AM о
SCE

Figure 1.2.5 Left: Two-electrode cell with an ideal polarized mercury drop electrode and an SCE.
Right: Representation of the cell in terms of linear circuit elements.

Actually, the capacitance of the SCE, С$СЕ, should also be included. However, the series capacitance of Cd and
CSCE is CT = CdCSCEJ[Cd + CSCEL and normally C S C E » Q> so that C T « Cd. Thus, C S C E can be neglected
in the circuit.
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Cd is generally a function of potential, the proposed model in terms of circuit elements is
strictly accurate only for experiments where the overall cell potential does not change
very much. Where it does, approximate results can be obtained using an "average" Cd

over the potential range.
Information about an electrochemical system is often gained by applying an electrical

perturbation to the system and observing the resulting changes in the characteristics of the
system. In later sections of this chapter and later chapters of this book, we will encounter
such experiments over and over. It is worthwhile now to consider the response of the IPE
system, represented by the circuit elements Rs and Q in series, to several common electri-
cal perturbations.

(a) Voltage (or Potential) Step
The result of a potential step to the IPE is the familiar RC circuit problem (Figure
1.2.6). The behavior of the current, /, with time, t, when applying a potential step of
magnitude E, is

R
(1.2.6)

This equation is derived from the general equation for the charge, q, on a capacitor as
a function of the voltage across it, EQ\

q = CdEc (1.2.7)

At any time the sum of the voltages, £R and EQ, across the resistor and the capacitor, re-
spectively, must equal the applied voltage; hence

E = Er = iR* + 4-

Noting that / = dq/dt and rearranging yields

dq -q

(1.2.8)

(1.2.9)
dt RsCd Rs

If we assume that the capacitor is initially uncharged (q = 0 at t = 0), then the solution of
(1.2.9) is

(1.2.10)q = ECd[l - e~t/RsCd]

By differentiating (1.2.10), one obtains (1.2.6). Hence, for a potential step input, there is
an exponentially decaying current having a time constant, т = RsCd (Figure 1.2.7). The
current for charging the double-layer capacitance drops to 37% of its initial value at t = т,
and to 5% of its initial value at t = 3r. For example, if Rs = 1 ft and Cd = 20 fxF, then
т = 20 /JLS and double-layer charging is 95% complete in 60 /xs.

Figure 1.2.6
circuit.

Potential step experiment for an RC
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Figure 1.2.7 Current
transient (/ vs. t) resulting from
a potential step experiment.

(b) Current Step
When the RsCd circuit is charged by a constant current (Figure 1.2.8), then equation 1.2.8
again applies. Since q = Jidt, and / is a constant,

E = iRK + 4r\ dt (1.2.11)

or

E = i(Rs + t/Cd) (1.2.12)

Hence, the potential increases linearly with time for a current step (Figure 1.2.9).

(c) Voltage Ramp (or Potential Sweep)
A voltage ramp or linear potential sweep is a potential that increases linearly with time
starting at some initial value (here assumed to be zero) at a sweep rate и (in V s"1) (see
Figure 1.2.10a).

E = vt (1.2.13)

Constant current source

Figure 1.2.8 Current step experiment for an RC
circuit.
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t from a current step experiment.

If such a ramp is applied to the RSC^ circuit, equation 1.2.8 still applies; hence

vt = Rs(dq/dt) + q/Cd (1.2.14)

lfq = OaU = 0,

(1.2.15)

The current rises from zero as the scan starts and attains a steady-state value, vCd (Figure
1.2.10b). This steady-state current can then be used to estimate Cd. If the time constant,

(a)

Applied E(t)

Resultant i

(b)

Figure 1.2.10 Current-time
behavior resulting from a linear
potential sweep applied to an RC
circuit.
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Figure 1.2.11 Current-time and current-potential
plots resulting from a cyclic linear potential sweep (or
triangular wave) applied to an RC circuit.

RsCd, is small compared to v, the instantaneous current can be used to measure C«j as a
function of E.

If one instead applies a triangular wave (i.e., a ramp whose sweep rate switches from
v to —v at some potential, £A), then the steady-state current changes from vC& during the
forward (increasing E) scan to — y Q during the reverse (decreasing E) scan. The result
for a system with constant C& is shown in Figure 1.2.11.

1.3 FARADAIC PROCESSES AND FACTORS AFFECTING
RATES OF ELECTRODE REACTIONS

1.3.1 Electrochemical Cells—Types and Definitions

Electrochemical cells in which faradaic currents are flowing are classified as either gal-
vanic or electrolytic cells. A galvanic cell is one in which reactions occur spontaneously
at the electrodes when they are connected externally by a conductor (Figure 1.3.1a).
These cells are often employed in converting chemical energy into electrical energy. Gal-
vanic cells of commercial importance include primary (nonrechargeable) cells (e.g., the
Leclanche Zn-MnO2 cell), secondary (rechargeable) cells (e.g., a charged Pb-PbO2 stor-
age battery), and fuel cells (e.g., an H2-O2 cell). An electrolytic cell is one in which reac-
tions are effected by the imposition of an external voltage greater than the open-circuit
potential of the cell (Figure 13.1b). These cells are frequently employed to carry out de-
sired chemical reactions by expending electrical energy. Commercial processes involving
electrolytic cells include electrolytic syntheses (e.g., the production of chlorine and alu-
minum), electrorefining (e.g., copper), and electroplating (e.g., silver and gold). The
lead-acid storage cell, when it is being "recharged," is an electrolytic cell.
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Galvanic cell Electrolytic cell

0 Zn/Zn2+//Cu2+/Cu 0
(Anode) (Cathode)

Cu,2+_

Power supply

0 Cu/Cu2+, H2SO4/Pt ( 7 )
(Cathode) (Anode)

Cu Cu 2 + + 2e -» CuZn -> Z n 2 + + 2e

Figure 1.3.1 {a) Galvanic and (b) electrolytic cells.

1.3.2

Although it is often convenient to make a distinction between galvanic and elec-
trolytic cells, we will most often be concerned with reactions occurring at only one of the
electrodes. Treatment is simplified by concentrating our attention on only one-half of the
cell at a time. If necessary, the behavior of a whole cell can be ascertained later by com-
bining the characteristics of the individual half-cells. The behavior of a single electrode
and the fundamental nature of its reactions are independent of whether the electrode is
part of a galvanic or electrolytic cell. For example, consider the cells in Figure 1.3.1. The
nature of the reaction Cu 2 + + 2e —» Cu is the same in both cells. If one desires to plate
copper, one could accomplish this either in a galvanic cell (using a counter half-cell with
a more negative potential than that of Cu/Cu2+) or in an electrolytic cell (using any
counter half-cell and supplying electrons to the copper electrode with an external power
supply). Thus, electrolysis is a term that we define broadly to include chemical changes
accompanying faradaic reactions at electrodes in contact with electrolytes. In discussing
cells, one calls the electrode at which reductions occur the cathode, and the electrode at
which oxidations occur the anode. A current in which electrons cross the interface from
the electrode to a species in solution is a cathodic current, while electron flow from a so-
lution species into the electrode is an anodic current. In an electrolytic cell, the cathode is
negative with respect to the anode; but in a galvanic cell, the cathode is positive with re-
spect to the anode.6

The Electrochemical Experiment
and Variables in Electrochemical Cells

An investigation of electrochemical behavior consists of holding certain variables of an
electrochemical cell constant and observing how other variables (usually current, poten-
tial, or concentration) vary with changes in the controlled variables. The parameters of
importance in electrochemical cells are shown in Figure 1.3.2. For example, in potentio-
metric experiments, / = 0 and E is determined as a function of C. Since no current flows
in this experiment, no net faradaic reaction occurs, and the potential is frequently (but not
always) governed by the thermodynamic properties of the system. Many of the variables
(electrode area, mass transfer, electrode geometry) do not affect the potential directly.

6Because a cathodic current and a cathodic reaction can occur at an electrode that is either positive or negative

with respect to another electrode (e.g., an auxiliary or reference electrode, see Section 1.3.4), it is poor usage to

associate the term "cathodic" or "anodic" with potentials of a particular sign. For example, one should not say,

"The potential shifted in a cathodic direction," when what is meant is, "The potential shifted in a negative

direction." The terms anodic and cathodic refer to electron flow or current direction, not to potential.
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Electrode
variables

Material
Surface area (A)
Geometry
Surface condition

Mass transfer
variables

Mode (diffusion,
convection,...)

Surface concentrations
Adsorption

External variables

Temperature (T)
Pressure {P)
Time (?)

Electrical variables

Potential (£)
Current (i)
Quantity of electricity (Q)

Solution variables

Bulk concentration of electroactive
species (Co, cR)

Concentrations of other species
(electrolyte, pH,...)

Solvent

Figure 1.3.2 Variables affecting the rate of an electrode reaction.

Another way of visualizing an electrochemical experiment is in terms of the way in
which the system responds to a perturbation. The electrochemical cell is considered as a
"black box" to which a certain excitation function (e.g., a potential step) is applied, and a
certain response function (e.g., the resulting variation of current with time) is measured,
with all other system variables held constant (Figure 1.3.3). The aim of the experiment is
to obtain information (thermodynamic, kinetic, analytical, etc.) from observation of the

(a) General concept

Excitation System Response

(b) Spectrophotometric experiment

Lamp-Monochromator
Optical cell
with sample

Phototube

(c) Electrochemical experiment

Figure 1.3.3 (a) General principle of studying a system by application of an excitation (or
perturbation) and observation of response, (b) In a spectrophotometric experiment, the excitation
is light of different wavelengths (A), and the response is the absorbance (si) curve, (c) In an
electrochemical (potential step) experiment, the excitation is the application of a potential step,
and the response is the observed i-t curve.
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10

Figure 1.3.4 Schematic cell connected
to an external power supply. The double
slash indicates that the KC1 solution
contacts the Cd(NO3)2 solution in such a
way that there is no appreciable potential

, difference across the junction between
Q Cu/Cd/Cd(NO3)2 (1M)//KCI(saturated)/Hg2CI2/Hg/Cu/ 0 the two liquids. A "salt bridge" (Section

•ЛЛЛЛЛЛЛЛЛЛЛЛЛЛЛЛЛЛЛЛЛЛ-

C d 2 + + 2e = Cd E° = -0.403 V vs. NHE
Hg2CI2 + 2e = 2Hg + 2СГ E = 0.242 V vs. NHE

2.3.5) is often used to achieve that
condition.

excitation and response functions and a knowledge of appropriate models for the system.
This same basic idea is used in many other types of investigation, such as circuit testing or
spectrophotometric analysis. In spectrophotometry, the excitation function is light of dif-
ferent wavelengths; the response function is the fraction of light transmitted by the system
at these wavelengths; the system model is Beer's law or a molecular model; and the infor-
mation content includes the concentrations of absorbing species, their absorptivities, or
their transition energies.

Before developing some simple models for electrochemical systems, let us consider
more closely the nature of the current and potential in an electrochemical cell. Consider the
cell in which a cadmium electrode immersed in 1 M Cd(NO3)2 is coupled to an SCE (Figure
1.3.4). The open-circuit potential of the cell is 0.64 V, with the copper wire attached to the
cadmium electrode being negative with respect to that attached to the mercury electrode.7

When the voltage applied by the external power supply, £appi, is 0.64 V, / = 0. When £appl

is made larger (i.e., £appi > 0.64 V, such that the cadmium electrode is made even more
negative with respect to the SCE), the cell behaves as an electrolytic cell and a current
flows. At the cadmium electrode, the reaction Cd2+ + 2e —» Cd occurs, while at the SCE,
mercury is oxidized to Hg2Cl2. A question of interest might be: "If £appl = 0.74 V (i.e., if
the potential of the cadmium electrode is made -0.74 V vs. the SCE), what current will
flow?" Since / represents the number of electrons reacting with Cd2+ per second, or the
number of coulombs of electric charge flowing per second, the question "What is /?" is es-
sentially the same as "What is the rate of the reaction, Cd2+ + 2e —> Cd?" The following re-
lations demonstrate the direct proportionality between faradaic current and electrolysis rate:

dQ
i (amperes) = — (coulombs/s)

Q (coulombs)
nF (coulombs/mol)

= N (mol electrolyzed)

(1.3.1)

(1.3.2)

where n is the stoichiometric number of electrons consumed in the electrode reaction
(e.g., 2 for reduction of Cd1 ).

Rate (mol/s) = Щ- = -±=
dt nF

(1.3.3)

7This value is calculated from the information in Figure 1.3.4. The experimental value would also include the
effects of activity coefficients and the liquid junction potential, which are neglected here. See Chapter 2.
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Interpreting the rate of an electrode reaction is often more complex than doing the same
for a reaction occurring in solution or in the gas phase. The latter is called a homogeneous
reaction, because it occurs everywhere within the medium at a uniform rate. In contrast, an
electrode process is a heterogeneous reaction occurring only at the electrode-electrolyte in-
terface. Its rate depends on mass transfer to the electrode and various surface effects, in ad-
dition to the usual kinetic variables. Since electrode reactions are heterogeneous, their
reaction rates are usually described in units of mol/s per unit area; that is,

(1.3.4)

where у is the current density (A/cm2).
Information about an electrode reaction is often gained by determining current as a

function of potential (by obtaining i-E curves). Certain terms are sometimes associated
with features of the curves.8 If a cell has a defined equilibrium potential (Section 1.1.1),
that potential is an important reference point of the system. The departure of the electrode
potential (or cell potential) from the equilibrium value upon passage of faradaic current is
termed polarization. The extent of polarization is measured by the overpotential, rj,

rj = E - E{eq
(1.3.5)

Current-potential curves, particularly those obtained under steady-state conditions, are
sometimes called polarization curves. We have seen that an ideal polarized electrode
(Section 1.2.1) shows a very large change in potential upon the passage of an infinitesimal
current; thus ideal polarizability is characterized by a horizontal region of an i-E curve
(Figure 1.3.5a). A substance that tends to cause the potential of an electrode to be nearer
to its equilibrium value by virtue of being oxidized or reduced is called a depolarizer? An

{a) Ideal polarizable electrode (b) Ideal nonpolarizable electrode

Figure 1.3.5 Current-potential curves for ideal (a) polarizable and (b) nonpolarizable electrodes.
Dashed lines show behavior of actual electrodes that approach the ideal behavior over limited
ranges of current or potential.

8These terms are carryovers from older electrochemical studies and models and, indeed, do not always represent

the best possible terminology. However, their use is so ingrained in electrochemical jargon that it seems wisest

to keep them and to define them as precisely as possible.
9The term depolarizer is also frequently used to denote a substance that is preferentially oxidized or reduced, to

prevent an undesirable electrode reaction. Sometimes it is simply another name for an electroactive substance.
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ideal nonpolarizable electrode (or ideal depolarized electrode) is thus an electrode whose
potential does not change upon passage of current, that is, an electrode of fixed potential.
Nonpolarizability is characterized by a vertical region on an i-E curve (Figure 1.3.5b). An
SCE constructed with a large-area mercury pool would approach ideal nonpolarizability
at small currents.

1.3.3 Factors Affecting Electrode Reaction Rate and Current

Consider an overall electrode reaction, О + ne ^ R, composed of a series of steps that
cause the conversion of the dissolved oxidized species, O, to a reduced form, R, also in
solution (Figure 1.3.6). In general, the current (or electrode reaction rate) is governed by
the rates of processes such as (1, 2):

1. Mass transfer (e.g., of О from the bulk solution to the electrode surface).

2. Electron transfer at the electrode surface.

3. Chemical reactions preceding or following the electron transfer. These might be
homogeneous processes (e.g., protonation or dimerization) or heterogeneous
ones (e.g., catalytic decomposition) on the electrode surface.

4. Other surface reactions, such as adsorption, desorption, or crystallization (elec-
trodeposition).

The rate constants for some of these processes (e.g., electron transfer at the electrode sur-
face or adsorption) depend upon the potential.

The simplest reactions involve only mass transfer of a reactant to the electrode, het-
erogeneous electron transfer involving nonadsorbed species, and mass transfer of the
product to the bulk solution. A representative reaction of this sort is the reduction of the
aromatic hydrocarbon 9,10-diphenylanthracene (DPA) to the radical anion ( D P A T ) in an
aprotic solvent (e.g., N Д-dimethylformamide). More complex reaction sequences involv-
ing a series of electron transfers and protonations, branching mechanisms, parallel paths,
or modifications of the electrode surface are quite common. When a steady-state current is
obtained, the rates of all reaction steps in a series are the same. The magnitude of this cur-
rent is often limited by the inherent sluggishness of one or more reactions called rate-
determining steps. The more facile reactions are held back from their maximum rates by

Electrode surface region Bulk solution

Electrode

Figure 1.3.6 Pathway of a
general electrode reaction.
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rlmt 'Hct rlrxn

Figure 1.3.7 Processes in an
electrode reaction represented as
resistances.

the slowness with which a rate-determining step disposes of their products or creates their
reactants.

Each value of current density, j , is driven by a certain overpotential, 77. This overpo-
tential can be considered as a sum of terms associated with the different reaction steps: Tjmt

(the mass-transfer overpotential), r)ct (the charge-transfer overpotential), r]rxn (the overpo-
tential associated with a preceding reaction), etc. The electrode reaction can then be repre-
sented by a resistance, R, composed of a series of resistances (or more exactly,
impedances) representing the various steps: Rm, Rct, etc. (Figure 1.3.7). A fast reaction
step is characterized by a small resistance (or impedance), while a slow step is represented
by a high resistance. However, except for very small current or potential perturbations,
these impedances are functions of E (or /), unlike the analogous actual electrical elements.

1.3.4 Electrochemical Cells and Cell Resistance

Consider a cell composed of two ideal nonpolarizable electrodes, for example, two SCEs
immersed in a potassium chloride solution: SCE/KC1/SCE. The i-E characteristic of this
cell would look like that of a pure resistance (Figure 1.3.8), because the only limitation on
current flow is imposed by the resistance of the solution. In fact, these conditions (i.e.,
paired, nonpolarizable electrodes) are exactly those sought in measurements of solution
conductivity. For any real electrodes (e.g., actual SCEs), mass-transfer and charge-trans-
fer overpotentials would also become important at high enough current densities.

When the potential of an electrode is measured against a nonpolarizable reference
electrode during the passage of current, a voltage drop equal to iRs is always included in
the measured value. Here, Rs is the solution resistance between the electrodes, which, un-
like the impedances describing the mass transfer and activation steps in the electrode re-
action, actually behaves as a true resistance over a wide range of conditions. For example,
consider once again the cell in Figure 1.3.4. At open circuit (/ = 0), the potential of the
cadmium electrode is the equilibrium value, £eq,cd (about —0.64 V vs. SCE). We saw ear-

fcappl

1 Ideal electrodes
• Real electrodes

Hg/Hg2CI2/K
+, CI7Hg2CI2/Hg

© 0

Figure 1.3.8 Current-potential curve for a cell composed of two electrodes approaching ideal
nonpolarizability.
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Her that with £appi = —0.64 V (Cd vs. SCE), no current would flow through the ammeter.
If £appl is increased in magnitude to -0.80 V (Cd vs. SCE), current flows. The extra ap-
plied voltage is distributed in two parts. First, to deliver the current, the potential of the
Cd electrode, Ecd, must shift to a new value, perhaps -0.70 V vs. SCE. The remainder of
the applied voltage (-0.10 V in this example) represents the ohmic drop caused by cur-
rent flow in solution. We assume that the SCE is essentially nonpolarizable at the extant
current level and does not change its potential. In general,

£appl (vs. SCE) = ECd(vs. SCE) - iRs = £eq,Cd(™. SCE) + V - iRs (1.3.6)

The last two terms of this equation are related to current flow. When there is a cathodic
current at the cadmium electrode, both are negative. Conversely, both are positive for an
anodic current. In the cathodic case, £appl must manifest the (negative) overpotential
(£Cd - £eq,cd) needed to support the electrochemical reaction rate corresponding to the cur-
rent. (In the example above, r\ = -0.06 V.) In addition £appl must encompass the ohmic
drop, iRs, required to drive the ionic current in solution (which corresponds to the passage of
negative charge from the cadmium electrode to the SCE).10 The ohmic potential drop in the
solution should not be regarded as a form of overpotential, because it is characteristic of the
bulk solution and not of the electrode reaction. Its contribution to the measured electrode
potential can be minimized by proper cell design and instrumentation.

Most of the time, one is interested in reactions that occur at only one electrode. An
experimental cell could be composed of the electrode system of interest, called the
working (or indicator) electrode, coupled with an electrode of known potential that ap-
proaches ideal nonpolarizability (such as an SCE with a large-area mercury pool),
called the reference electrode. If the passage of current does not affect the potential of
the reference electrode, the E of the working electrode is given by equation 1.3.6.
Under conditions when iRs is small (say less than 1-2 mV), this two-electrode cell (Fig-
ure 1.3.9) can be used to determine the i-E curve, with E either taken as equal to £appi or
corrected for the small iRs drop. For example, in classic polarographic experiments in
aqueous solutions, two-electrode cells were often used. In these systems, it is often true
that / < 10 /x,A and Rs < 100 П, so that iRs < (10~5 A)(100 ft) or iRs < 1 mV, which is
negligible for most purposes. With more highly resistive solutions, such as those based
on many nonaqueous solvents, a very small electrode (an ultramicr о electrode, Section
5.3) must be used if a two-electrode cell is to be employed without serious complica-

Working
electrode

Power
supply

^appl

Reference
electrode

Figure 1.3.9 Two-electrode cell.

10The sign preceding the ohmic drop in (1.3.6) is negative as a consequence of the sign convention adopted here

for currents (cathodic currents taken as positive).
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т
Working or
indicator

Reference
Auxiliary or
counter
electrodes

Figure 1.3.10 Three-electrode cell and
notation for the different electrodes.

tions from the ohmic drop in solution. With such electrodes, currents of the order of 1

nA are typical; hence Rs values even in the Mft range can be acceptable.

In experiments where iRs may be high (e.g., in large-scale electrolytic or galvanic

cells or in experiments involving nonaqueous solutions with low conductivities), a

three-electrode cell (Figure 1.3.10) is preferable. In this arrangement, the current is

passed between the working electrode and a counter (or auxiliary) electrode. The auxil-

iary electrode can be any convenient one, because its electrochemical properties do not

Vacuum

Capillary

N2 or H2 inlet

Hg

Saturated KCI

Hg2CI2 + KCI

Hg

Medium-porosity
sintered-Pyrex

disc

4% agar /saturated
potassium chloride

29/26

Auxilliary
electrode

14 cm

Coarse-porosity,
sintered-Pyrex
gas-dispersion
cylinder

Reference
electrode

Solution
level

Medium frit

Stirring bar

Figure 1.3.11 Typical two- and three-electrode cells used in electrochemical experiments, (a) Two-
electrode cell for polarography. The working electrode is a dropping mercury electrode (capillary) and the N2
inlet tube is for deaeration of the solution. [From L. Meites, Polarographic Techniques, 2nd ed., Wiley-
Interscience, New York, 1965, with permission.] (b) Three-electrode cell designed for studies with
nonaqueous solutions at a platinum-disk working electrode, with provision for attachment to a vacuum line.
[Reprinted with permission from A. Demortier and A. J. Bard, /. Am. С hem. Soc, 95, 3495 (1973). Copyright
1973, American Chemical Society.] Three-electrode cells for bulk electrolysis are shown in Figure 11.2.2.
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affect the behavior of the electrode of interest. It is usually chosen to be an electrode
that does not produce substances by electrolysis that will reach the working electrode
surface and cause interfering reactions there. Frequently, it is placed in a compartment
separated from the working electrode by a sintered-glass disk or other separator. The
potential of the working electrode is monitored relative to a separate reference elec-
trode, positioned with its tip nearby. The device used to measure the potential differ-
ence between the working electrode and the reference electrode has a high input
impedance, so that a negligible current is drawn through the reference electrode. Conse-
quently, its potential will remain constant and equal to its open-circuit value. This
three-electrode arrangement is used in most electrochemical experiments; several prac-
tical cells are shown in Figure 1.3.11.

Even in this arrangement, not all of the iRs term is removed from the reading made
by the potential-measuring device. Consider the potential profile in solution between
the working and auxiliary electrodes, shown schematically in Figure 1.3.12. (The po-
tential profile in an actual cell depends on the electrode shapes, geometry, solution
conductance, etc.) The solution between the electrodes can be regarded as a poten-
tiometer (but not necessarily a linear one). If the reference electrode is placed any-
where but exactly at the electrode surface, some fraction of iRs, (called iRu, where Ru

is the uncompensated resistance) will be included in the measured potential. Even
when the tip of the reference electrode is designed for very close placement to the
working electrode by use of a fine tip called a Luggin-Haber capillary, some uncom-
pensated resistance usually remains. This uncompensated potential drop can some-
times be removed later, for example, from steady-state measurements by measurement
of Ru and point-by-point correction of each measured potential. Modern electrochemi-
cal instrumentation frequently includes circuitry for electronic compensation of the iRu

term (see Chapter 15).
If the reference capillary has a tip diameter d, it can be placed as close as 2d from the

working electrode surface without causing appreciable shielding error. Shielding denotes
a blockage of part of the solution current path at the working electrode surface, which
causes nonuniform current densities to arise at the electrode surface. For a planar elec-
trode with uniform current density across its surface,

Ru = X/KA (1.3.7)

Working
electrode

fl)

Auxiliary electrode

soln

Wk • Л Л Л Л М Л Л Л Л Л Л Л Л Л Л Л ^ ^

Ref

(b)

Figure 1.3.12 (a) Potential
drop between working and
auxiliary electrodes in
solution and iRu measured
at the reference electrode.
(b) Representation of the cell
as a potentiometer.
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where x is the distance of the capillary tip from the electrode, A is the electrode area, and
к is the solution conductivity. The effect of iRu can be particularly serious for spherical
microelectrodes, such as the hanging mercury drop electrode or the dropping mercury
electrode (DME). For a spherical electrode of radius r0,

In this case, most of the resistive drop occurs close to the electrode. For a reference elec-
trode tip placed just one electrode radius away (x = r0), Ru *s already half of the value for
the tip placed infinitely far away. Any resistances in the working electrode itself (e.g., in
thin wires used to make ultramicroelectrodes, in semiconductor electrodes, or in resistive
films on the electrode surface) will also appear in Ru.

1.4 INTRODUCTION TO MASS-TRANSFER-CONTROLLED
REACTIONS

1.4.1 Modes of Mass Transfer

Let us now be more quantitative about the size and shape of current-potential curves.
As shown in equation 1.3.4, if we are to understand /, we must be able to describe the
rate of the reaction, v, at the electrode surface. The simplest electrode reactions are
those in which the rates of all associated chemical reactions are very rapid compared to
those of the mass-transfer processes. Under these conditions, the chemical reactions can
usually be treated in a particularly simple way. If, for example, an electrode process in-
volves only fast heterogeneous charge-transfer kinetics and mobile, reversible homoge-
neous reactions, we will find below that (a) the homogeneous reactions can be regarded
as being at equilibrium and (b) the surface concentrations of species involved in the
faradaic process are related to the electrode potential by an equation of the Nernst form.
The net rate of the electrode reaction, i;rxn, is then governed totally by the rate at which
the electroactive species is brought to the surface by mass transfer, vmt. Hence, from
equation 1.3.4,

^rxn = vmi = i/nFA (1.4.1)

Such electrode reactions are often called reversible or nernstian, because the principal
species obey thermodynamic relationships at the electrode surface. Since mass transfer
plays a big role in electrochemical dynamics, we review here its three modes and begin a
consideration of mathematical methods for treating them.

Mass transfer, that is, the movement of material from one location in solution
to another, arises either from differences in electrical or chemical potential at the two
locations or from movement of a volume element of solution. The modes of mass
transfer are:

1. Migration. Movement of a charged body under the influence of an electric field
(a gradient of electrical potential).

2. Diffusion. Movement of a species under the influence of a gradient of chemical
potential (i.e., a concentration gradient).

3. Convection. Stirring or hydrodynamic transport. Generally fluid flow occurs be-
cause of natural convection (convection caused by density gradients) and forced
convection, and may be characterized by stagnant regions, laminar flow, and tur-
bulent flow.
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Mass transfer to an electrode is governed by the Nernst-Planck equation, written for
one-dimensional mass transfer along the x-axis as

(1.4.2)

where Jx(x) is the flux of species / (mol s xcm 2) at distance x from the surface, D\ is
the diffusion coefficient (cm2/s), dC\(x)ldx is the concentration gradient at distance x,
дф(х)/дх is the potential gradient, z\ and C\ are the charge (dimensionless) and concen-
tration (mol cm~3) of species /, respectively, and v(x) is the velocity (cm/s) with which
a volume element in solution moves along the axis. This equation is derived and dis-
cussed in more detail in Chapter 4. The three terms on the right-hand side represent the
contributions of diffusion, migration, and convection, respectively, to the flux.

While we will be concerned with particular solutions of this equation in later chap-
ters, a rigorous solution is generally not very easy when all three forms of mass transfer
are in effect; hence electrochemical systems are frequently designed so that one or more
of the contributions to mass transfer are negligible. For example, the migrational com-
ponent can be reduced to negligible levels by addition of an inert electrolyte (a support-
ing electrolyte) at a concentration much larger than that of the electroactive species (see
Section 4.3.2). Convection can be avoided by preventing stirring and vibrations in the
electrochemical cell. In this chapter, we present an approximate treatment of steady-
state mass transfer, which will provide a useful guide for these processes in later chap-
ters and will give insight into electrochemical reactions without encumbrance by
mathematical details.

1.4.2 Semiempirical Treatment of Steady-State Mass Transfer

Consider the reduction of a species О at a cathode: О + ne *± R. In an actual case, the ox-
idized form, O, might be Fe(CN)£~ and R might be Fe(CN)6~, with only Fe(CN)^" ini-
tially present at the millimolar level in a solution of 0.1 M K2SO4. We envision a
three-electrode cell having a platinum cathode, platinum anode, and SCE reference elec-
trode. In addition, we furnish provision for agitation of the solution, such as by a stirrer. A
particularly reproducible way to realize these conditions is to make the cathode in the
form of a disk embedded in an insulator and to rotate the assembly at a known rate; this is
called the rotating disk electrode (RDE) and is discussed in Section 9.3.

Once electrolysis of species О begins, its concentration at the electrode surface,
CQ(X = 0) becomes smaller than the value, CQ, in the bulk solution (far from the elec-
trode). We assume here that stirring is ineffective at the electrode surface, so the solution
velocity term need not be considered at x = 0. This simplified treatment is based on the
idea that a stagnant layer of thickness 8O exists at the electrode surface (Nernst diffusion
layer), with stirring maintaining the concentration of О at CQ beyond x = 8O (Figure
1.4.1). Since we also assume that there is an excess of supporting electrolyte, migration is
not important, and the rate of mass transfer is proportional to the concentration gradient at
the electrode surface, as given by the first (diffusive) term in equation 1.4.2:

vmt <* (dCo/dx)x=0 = Do(dCo/dx)x=0 (1.4.3)

If one further assumes a linear concentration gradient within the diffusion layer, then,
from equation 1.4.3

*>mt = ^otCcS - Co(x = 0)]/8o (1.4.4)
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Co(x =

Figure 1.4.1 Concentration profiles (solid lines) and diffusion layer approximation (dashed
lines), x = 0 corresponds to the electrode surface and 80 is the diffusion layer thickness.
Concentration profiles are shown at two different electrode potentials: (7) where C0(x = 0)
is about CQ/2, (2) where C0(x = 0) « 0 and i = ih

Since 8Q is often unknown, it is convenient to combine it with the diffusion coefficient to
produce a single constant, YHQ — DQ/8Q, and to write equation 1.4.4 as

~ Co(x = 0)] (1.4.5)

The proportionality constant, m o , called the mass-transfer coefficient, has units of
cm/s (which are those of a rate constant of a first-order heterogeneous reaction; see
Chapter 3). These units follow from those of v and CQ, but can also be thought of as
volume flow/s per unit area (cm3 s" 1 cm" 2 ) . 1 1 Thus, from equations 1.4.1 and 1.4.5
and taking a reduction current as positive [i.e., / is positive when CQ > CQ(X = 0)], we
obtain

nFA
= mo[C% - Co(x = 0)] (1.4.6)

Under the conditions of a net cathodic reaction, R is produced at the electrode surface, so
that CR(x = 0) > CR (where CR is the bulk concentration of R). Therefore,

= mR[CR(x = 0) - C*] (1A7)

1 1 While m0 is treated here as a phenomenological parameter, in more exact treatments the value of m0 can
sometimes be specified in terms of measurable quantities. For example, for the rotating disk electrode,
m 0 = 0.62Do

/3(ol/2v~l/e, where со is the angular velocity of the disk (i.e., 2тг/, with/as the frequency in
revolutions per second) and v is the kinematic viscosity (i.e., viscosity/density, with units of cm2/s) (see
Section 9.3.2). Steady-state currents can also be obtained with a very small electrode (such as a Pt disk
with a radius, r0, in the \xva range), called an ultramicroelectrode (UME, Section 5.3). At a disk UME,
m0 = 4Do/7rr0.
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or for the particular case when CR = 0 (no R in the bulk solution),

= 0) (1.4.8)

The values of Co(x = 0) and CR(x = 0) are functions of electrode potential, E. The
largest rate of mass transfer of О occurs when CQ(X — 0) = 0 (or more precisely, when
C o (x = 0) < < Co, so that CQ - Co(x = 0) « CQ). The value of the current under these
conditions is called the limiting current, //, where

(1.4.9)

When the limiting current flows, the electrode process is occurring at the maximum
rate possible for a given set of mass-transfer conditions, because О is being reduced as
fast as it can be brought to the electrode surface. Equations 1.4.6 and 1.4.9 can be used to
obtain expressions for Co(x = 0):

(1.4.10)

(1.4.11)Co(x = 0) =
nFAmo

Thus, the concentration of species О at the electrode surface is linearly related to the cur-
rent and varies from CQ, when / = 0, to a negligible value, when / = //.

If the kinetics of electron transfer are rapid, the concentrations of О and R at the elec-
trode surface can be assumed to be at equilibrium with the electrode potential, as gov-
erned by the Nernst equation for the half-reaction

(1.4.12)

12

= 0)

Such a process is called a nernstian reaction. We can derive the steady-state i-E curves
for nernstian reactions under several different conditions.

(a) R Initially Absent

When C | = 0, CR(x = 0) can be obtained from (1.4.8):

CR(x = 0) = i/nFAmR

Then, combining equations 1.4.11 to 1.4.13, we obtain

nF

An i-E plot is shown in Figure 1 A.2a. Note that when / = ///2,

nF

(1.4.13)

(1.4.14)

(1.4.15)

12Equation 1.4.12 is written in terms of E° , called the formal potential, rather than the standard potential E°.
The formal potential is an adjusted form of the standard potential, manifesting activity coefficients and some
chemical effects of the medium. In Section 2.1.6, it will be introduced in more detail. For the present it is not
necessary to distinguish between E° and E°.
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Cathodic

Anodic

( - ) • H-

Figure 1.4.2 (a) Current-potential curve for a nernstian reaction involving two soluble species
with only oxidant present initially, (b) log[(// - /)//] vs. E for this system.

where Ещ is independent of the substrate concentration and is therefore characteristic of
the O/R system. Thus,

(1.4.16)

When a system conforms to this equation, a plot of E vs. log[(// — /)//] is a straight line
with a slope of 23RT/nF (or 59.1/л mV at 25°C). Alternatively (Figure 1.4.2b), log[(// -
i)li\ vs. E is linear with a slope of nF/23RT (or л/59.1 mV" 1 at 25°C) and has an ̂ -inter-
cept of Ещ. When mo and mR have similar values, Ещ ~ E°'.

(b) Both О and R Initially Present
When both members of the redox couple exist in the bulk, we must distinguish between a
cathodic limiting current, //c, when CQ(X = 0) ~ 0, and an anodic limiting current, z/a,
when CR(x = 0) « 0. We still have CQ(X = 0) given by (1.4.11), but with // now specified
as // c. The limiting anodic current naturally reflects the maximum rate at which R can be
brought to the electrode surface for conversion to O. It is obtained from (1.4.7):

(1.4.17)

(The negative sign arises because of our convention that cathodic currents are taken as
positive and anodic ones as negative.) Thus CR(X = 0) is given by

The i-E curve is then

0

CR(x =

CR(x =

CR

> RT,
~n~Fln

0) =

0)_

Щ

nFAmR

- 1 — l

+ fjln(1 - W

(1.4.18)

(1.4.19)

(1.4.20)

A plot of this equation is shown in Figure 1.4.3. When / = 0, E = Eeq and the system is at
equilibrium. Surface concentrations are then equal to the bulk values. When current flows,
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Figure 1.4.3 Current-potential curve for a nernstian system
involving two soluble species with both forms initially
present.

the potential deviates from £eq, and the extent of this deviation is the concentration over-
potential. (An equilibrium potential cannot be defined when CR = 0, of course.)

(c) R Insoluble
Suppose species R is a metal and can be considered to be at essentially unit activity as the
electrode reaction takes place on bulk R.13 When aR = 1, the Nernst equation is

(1.4.21)

or, using the value of CQ(X = 0) from equation 1.4.11,

(1.4.22)
III 111 \ 11 I

When i = О, Е = Ещ = Е0' + (RT/nF) In CQ (Figure 1.4.4). If we define the concentra-
tion overpotential, rjconc (or the mass-transfer overpotential, 7]mt), as

n = F — F (\ 41\\
'/cone ^ ^eq yLs-r.^o)

then

(1.4.24)

When / = //, i7conc —> oo. Since 17 is a measure of polarization, this condition is sometimes
called complete concentration polarization.

^ Figure 1.4.4 Current-potential curve for a nernstian system
E where the reduced form is insoluble.

13This will not be the case for R plated onto an inert substrate in amounts less than a monolayer (e.g., the
substrate electrode being Pt and R being Cu). Under those conditions, aR may be considerably less than unity
(see Section 11.2.1).
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Equation 1.4.24 can be written in exponential form:

(1.4.25)

The exponential can be expanded as a power series, and the higher-order terms can be
dropped if the argument is kept small; that is,

e * = l + j t + y - ! + . * (when* is small) (1.4.26)

Thus, under conditions of small deviations of potential from Eeq, the /-т?Сопс characteristic
is linear:

-RTi (1.4.27)

Since -r]/i has dimensions of resistance (ohms), we can define a "small signal" mass-
transfer resistance, Rmb as

i? =
m t

RT

nF\it\
(1.4.28)

Here we see that the mass-transfer-limited electrode reaction resembles an actual resis-
tance element only at small overpotentials.

1.4.3 Semiempirical Treatment of the Transient Response

The treatment in Section 1.4.2 can also be employed in an approximate way to time-
dependent (transient) phenomena, for example, the buildup of the diffusion layer, either in
a stirred solution (before steady state is attained) or in an unstirred solution where the dif-
fusion layer continues to grow with time. Equation 1.4.4 still applies, but in this case we
consider the diffusion layer thickness to be a time-dependent quantity, so that

UnFA = vmt = D o [ Cg - Co(x = 0)]/8o(0 (1.4.29)

Consider what happens when a potential step of magnitude E is applied to an electrode
immersed in a solution containing a species O. If the reaction is nernstian, the concen-
trations of О and R at x = 0 instantaneously adjust to the values governed by the
Nernst equation, (1.4.12). The thickness of the approximately linear diffusion layer,

> grows with time (Figure 1.4.5). At any time, the volume of the diffusion layer is

Co(x =

I I
5(r2) 8(/3)

Figure 1.4.5 Growth of the
diffusion-layer thickness with time.



1.4 Introduction to Mass-Transfer-Controlled Reactions 35

No convection

t

Figure 1.4.6 Current-time transient for a potential step to
a stationary electrode (no convection) and to an electrode in
stirred solution (with convection) where a steady-state current is
attained.

A8o(t). The current flow causes a depletion of O, where the amount of О electrolyzed
is given by

Moles of О electrolyzed
in diffusion layer

f'idtГ ( mi ^ ( Q fidt (Л л ~ m

By differentiation of (1.4.30) and use of (1.4.29),

[Cg - Co(x = 0)] A d8(t) = |

2 dt nF

or

d8(t) = 2DO

flfr 5(0

Since 5(0 = 0 at Г = 0, the solution of (1.4.32) is

8(t) = 2VD~t

and

= 0)] (1.4.31)

(1.4.32)

(1.4.33)

(1.4.34)

This approximate treatment predicts a diffusion layer that grows with tl/2 and a current
that decays with t~l/2. In the absence of convection, the current continues to decay, but
in a convective system, it ultimately approaches the steady-state value characterized by
S(0 ~ ^o (Figure 1.4.6). Even this simplified approach approximates reality quite
closely; equation 1.4.34 differs only by a factor of 2/тг1^2 from the rigorous description
of current arising from a nernstian system during a potential step (see Section 5.2.1).

1.5 SEMIEMPIRICAL TREATMENT OF NERNSTIAN
REACTIONS WITH COUPLED CHEMICAL REACTIONS

The current-potential curves discussed so far can be used to measure concentrations,
mass-transfer coefficients, and standard potentials. Under conditions where the electron-
transfer rate at the interface is rate-determining, they can be employed to measure hetero-
geneous kinetic parameters as well (see Chapters 3 and 9). Often, however, one is
interested in using electrochemical methods to find equilibrium constants and rate con-
stants of homogeneous reactions that are coupled to the electron-transfer step. This sec-
tion provides a brief introduction to these applications.
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1,5.1 Coupled Reversible Reactions

If a homogeneous process, fast enough to be considered always in thermodynamic equilib-
rium (a reversible process), is coupled to a nernstian electron-transfer reaction, then one can
use a simple extension of the steady-state treatment to derive the i-E curve. Consider, for ex-
ample, a species О involved in an equilibrium that precedes the electron-transfer reaction14

A «± О + qY

О + ne «± R

(1.5.1)

(1.5.2)

For example, A could be a metal complex, MYq+; О could be the free metal ion, M n + ;
and Y could be the free, neutral ligand (see Section 5.4.4). For reaction 1.5.2, the Nernst
equation still applies at the electrode surface,

(1.5.3)

(1.5.4)

(1.5.5)

and (1.5.1) is assumed to be at equilibrium everywhere:

C A

Hence

KCA(x = 0)

nF

Assuming (1) that at t = 0, C A = C*> CY = C*, and C R = 0 (for all JC); (2) that C* is so
large compared to C* that CY(x = 0) = C* at all times; and (3) that К « 1; then at
steady state

nFA

Then, as previously,

С Ax = 0) =
(// ~ 0
nFAmk

- CA(x = 0)]

= 0)

CR(x = 0) =

E = El/2 + (0.059/л) log -4— (T = 25°)

(1.5.6)

(1.5.7)

(1.5.8)

(1.5.9)

(1.5.10)

(1.5.11)

where

14To simplify notation, charges on all species are omitted.
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Thus, the i-E curve, (1.5.11), has the usual nernstian shape, but Ещ is shifted in a nega-
tive direction (since К « 1) from the position that would be found for process 1.5.2 un-
perturbed by the homogeneous equilibrium. From the shift of Ещ with log Cy, both
q [= —(n/0.059)(dEi/2/d log CY] and К can be determined. Although these thermody-
namic and stoichiometric quantities are available, no kinetic or mechanistic information
can be obtained when both reactions are reversible.

Coupled Irreversible Chemical Reactions

When an irreversible chemical reaction is coupled to a nernstian electron transfer, the i-E
curves can be used to provide kinetic information about the reaction in solution. Consider
a nernstian charge-transfer reaction with a following first-order reaction:

О + ne ^± R

k

R - > T

(1.5.13)

(1.5.14)

where к is the rate constant (in s l) for the decomposition of R. (Note that к could be a
pseudo-first-order constant, such as when R reacts with protons in a buffered solution and
к = к'Сц+.) As an example of this sequence, consider the oxidation of p-aminophenol in
acid solution.

2H+ + 2e (1.5.15)

+ NH3 (1.5.16)

Reaction 1.5.16 does not affect the mass transfer and reduction of O, so (1.4.6) and
(1.4.9) still apply (assuming CQ = CQ and CR = 0 at all x at t = 0). However, the reaction
causes R to disappear from the electrode surface at a higher rate, and this difference af-
fects the i-E curve.

In the absence of the following reaction, we think of the concentration profile for R as
decreasing linearly from a value CR(x = 0) at the surface to the point where CR = 0 at 8,
the outer boundary of the Nernst diffusion layer. The coupled reaction adds a channel for
disappearance of R, so the R profile in the presence of the reaction does not extend as far
into the solution US 8. Thus, the added reaction steepens the profile and augments mass
transfer away from the electrode surface. For steady-state behavior, such as at a rotating
disk, we assume the rate at which R disappears from the surface to be the rate of diffusion
in the absence of the reaction [(mRCR(;t = 0); see (1.4.8)] plus an increment proportional
to the rate of reaction [/X£CR(JC = 0)]. Since the rate of formation of R, given by (1.4.6),
equals its total rate of disappearance, we have

nFA
= mo\C% - Co(x = 0)] - mRCR(x = 0) + fxkCR(x = 0) (1.5.17)
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where /UL is a proportionality constant having units of cm, so that the product \xk has di-
mensions of cm/s as required. In the literature (3), \x is called the reaction layer thick-
ness. For our purpose, it is best just to think of /UL as an adjustable parameter. From
(1.5.17),

Substituting these values into the Nernst equation for (1.5.13) yields

(1.5.20)

or

E = E[/2 + ° ^ i O g f c ^ (at25°C) (1.5.21)

where

•Ч^Ц )̂ (1.5.22)

or

^ [ ^ ) (1.5.23)

where Ещ is the half-wave potential for the kinetically unperturbed reaction.
Two limiting cases can be defined: (a) When fik/m^ « 1, that is /лк « mR, the ef-

fect of the following reaction, (1.5.14), is negligible, and the unperturbed i-E curve re-
sults, (b) When fxk/mR » 1, the following reaction dominates the behavior and

т т ^ (1.5.24)

The effect is to shift the reduction wave in & positive direction without a change in shape.
For the rotating disk electrode, where mR = 0.62DR

/3<<>1/2^~1/6, (1.5.24) becomes [assum-
ing^ Ф/(со)]

г , г ^0 .059, M 0.0591 /1*1*4
ЕШ = El/2 + - a - log 0 6 2 D 2 ^ - 1 / 6 --2Г bg со (1.5.25)

An increase of rotation rate, со, will cause the wave to shift in a negative direction (toward
the unperturbed wave; see Figure 1.5.1). A tenfold change in со causes a shift of 0.03/n V.

A similar treatment can be given for other chemical reactions coupled to the charge-
transfer reaction (4). This approach is often useful in formulating a qualitative or semi-
quantitative interpretation of i-E curves. Notice, however, that unless explicit expressions
for mR and [i can be given in a particular case, the exact values of к cannot be determined.
The rigorous treatment of electrode reactions with coupled homogeneous chemical reac-
tions is discussed in Chapter 12.
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Figure 1.5.1 Effect of an irreversible
following homogeneous chemical reaction
on nernstian i-E curves at a rotating disk
electrode. (7) Unperturbed curve. (2) and (3)
Curves with following reaction at two rotation
rates, where the rotation rate for
(3) is greater than for (2).

1.6 THE LITERATURE OF ELECTROCHEMISTRY

We now embark on more detailed and rigorous considerations of the fundamental

principles of electrode reactions and the methods used to study them. At the outset,

we list the general monographs and review series in which many of these topics are

treated in much greater depth. This listing is not at all comprehensive, but does rep-

resent the recent English-language sources on general electrochemical subjects. Ref-

erences to the older literature can be found in these and in the first edition.

Monographs and reviews on particular subjects are listed in the appropriate chapter.

We also list the journals in which papers relating to electrochemical methods are

published regularly.

1.6.1 Books and Monographs

(a) General Electrochemistry
Albery, W. J., "Electrode Kinetics," Clarendon, Oxford, 1975.

Bockris, J. O'M., and A. K. N. Reddy, "Modern Electrochemistry," Plenum, New York, 1970
(2 volumes); 2nd ed., (Vol. 1) 1998.

Christensen, P. A., and A. Hamnett, "Techniques and Mechanisms in Electrochemistry,"
Blackie Academic and Professional, New York, 1994.

Conway, В. Е., "Theory and Principles of Electrode Processes," Ronald, New York, 1965.

Gileadi, E., "Electrode Kinetics for Chemists, Chemical Engineers, and Materials Scientists,"
VCH, New York, 1993.

Goodisman, J., "Electrochemistry: Theoretical Foundations, Quantum and Statistical Mechan-
ics, Thermodynamics, the Solid State," Wiley, New York, 1987.

Hamann, C. H., A. Hamnett, and W. Vielstich, "Electrochemistry," Wiley-VCH, Weinheim,
Germany, 1997.

Koryta, J., J., Dvorak, and L. Kavan, "Principles of Electrochemistry," 2nd ed, Wiley, New
York, 1993.

Maclnnes, D. A., "The Principles of Electrochemistry," Dover, New York, 1961 (Corrected
version of 1947 edition).

Newman, J. S., "Electrochemical Systems," 2nd ed., Prentice-Hall, Englewood Cliffs, NJ,
1991.

Oldham, К. В., and J. C. Myland, "Fundamentals of Electrochemical Science," Academic,
New York, 1994.

Rieger, P. H., "Electrochemistry," 2nd ed., Chapman and Hall, New York, 1994.
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Rubinstein, I., Ed., "Physical Electrochemistry: Principles, Methods, and Applications," Mar-
cel Dekker, New York, 1995.

Schmickler, W., "Interfacial Electrochemistry," Oxford University Press, New York, 1996.

(b) Electrochemical Methodology
Adams, R. N., "Electrochemistry at Solid Electrodes," Marcel Dekker, New York, 1969.

Delahay, P., "New Instrumental Methods in Electrochemistry," Interscience, New York,
1954.

Galus, Z., "Fundamentals of Electrochemical Analysis," 2nd ed, Wiley, New York, 1994.

Gileadi, E., E. Kirowa-Eisner, and J. Penciner, "Interfacial Electrochemistry—An Experimen-
tal Approach," Addison-Wesley, Reading, MA, 1975.

Kissinger, P. Т., and W. R. Heineman, Eds., "Laboratory Techniques in Electroanalytical
Chemistry," 2nd ed., Marcel Dekker, New York, 1996.

Lingane, J. J., "Electroanalytical Chemistry," 2nd ed., Interscience, New York, 1958.

Macdonald, D. D., "Transient Techniques in Electrochemistry," Plenum, New York, 1977.

Sawyer, D. Т., A. Sobkowiak, and J. L. Roberts, Jr., "Electrochemistry for Chemists," 2nd ed.,
Wiley, New York, 1995.

Southampton Electrochemistry Group, "Instrumental Methods in Electrochemistry," Ellis Hor-
wood, Chichester, UK, 1985.

Vany sek, P., Ed., "Modern Techniques in Electroanalysis," Wiley, New York, 1996.

(c) Descriptive Electrochemistry
Bard, A. J., and H. Lund, Eds., "Encyclopedia of the Electrochemistry of the Elements," Mar-

cel Dekker, New York, 1973-1986, (16 volumes).

Lund, H., and M. M. Baizer, "Organic Electrochemistry: an Introduction and Guide," 3rd ed.,
Marcel Dekker, New York, 1991.

Mann, С. К., and К. К. Barnes, "Electrochemical Reactions in Nonaqueous Systems," Marcel
Dekker, New York, 1970.

(d) Compilations of Electrochemical Data
Bard, A. J., R. Parsons, and J. Jordan, Eds., "Standard Potentials in Aqueous Solutions," Mar-

cel Dekker, New York, 1985.

Conway, В. Е., "Electrochemical Data," Elsevier, Amsterdam, 1952.

Horvath, A. L., "Handbook of Aqueous Electrolyte Solutions: Physical Properties, Estimation,
and Correlation Methods," Ellis Horwood, Chichester, UK, 1985.

Janz, G. J., and R. P. T. Tomkins, "Nonaqueous Electrolytes Handbook," Academic, New
York, 1972 (2 volumes).

Meites, L., and P. Zuman, "Electrochemical Data," Wiley, New York, 1974.

Meites, L., and P. Zuman et al., "CRC Handbook Series in Organic Electrochemistry," (6 vol-
umes) CRC, Boca Raton, FL, 1977-1983.

Meites, L., and P. Zuman et al., "CRC Handbook Series in Inorganic Electrochemistry," (8
volumes), CRC, Boca Raton, FL, 1980-1988.

Parsons, R., "Handbook of Electrochemical Data," Butterworths, London, 1959.

Zemaitis, J. F., D. M. Clark, M. Rafal, and N. C. Scrivner, "Handbook of Aqueous Electrolyte
Thermodynamics: Theory and Applications," Design Institute for Physical Property Data (for the
American Institute of Chemical Engineers), New York, 1986.
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1.6.2 Review Series

A number of review series dealing with electrochemistry and related areas exist. Volumes are pub-
lished every year or few years and contain chapters written by authorities in particular subject
areas.15

Bard, A. J., Ed., (from Vol. 19 with I. Rubinstein), "Electroanalytical Chemistry," Marcel
Dekker, New York, 1966-1998, (20 volumes).

Bockris, J. O'M., and В. Е. Conway, et al., Eds., "Modern Aspects of Electrochemistry,"
Plenum, New York, 1954-1997, (31 volumes).

Delahay, P., and С W. Tobias (from Vol. 10, H. Gerischer and C. W. Tobias), Eds., "Ad-
vances in Electrochemistry and Electrochemical Engineering," Wiley, New York, 1961-1984, (13
volumes).

Gerischer, H., C.W. Tobias, et al., Eds., "Advances in Electrochemical Science and Engineer-
ing," Wiley-VCH, Weinheim, Germany, 1990-1997, (5 volumes).

Specialist Periodical Reports, "Electrochemistry," G. J. Hills (Vols. 1-3), H. R. Thirsk (Vols.
4-7), and D. Pletcher (Vols. 8-10) Senior Reporters, The Chemical Society, London, 1971-1985,
(10 volumes).

Steckhan, E., Ed., "Electrochemistry (Topics in Current Chemistry)," Springer, New York,
1987-1997, (6 volumes).

Yeager, E., J. O'M. Bockris, B. E. Conway, et al., Eds., "Comprehensive Treatise of Electro-
chemistry," Plenum, New York, 1984, (10 volumes).

Yeager, E., and A. J. Salkind, Eds., "Techniques of Electrochemistry," Wiley-Interscience,
New York, 1972-1978, (3 volumes).

Reviews on electrochemical topics also appear from time to time in the following:

Accounts of Chemical Research, The American Chemical Society, Washington.

Analytical Chemistry (Annual Reviews), The American Chemical Society, Washington.

Annual Reviews of Physical Chemistry, Annual Reviews, Inc., Palo Alto, CA, from 1950.

Chemical Reviews, The American Chemical Society, Washington.

1.6.3 Journals

The following journals are primarily devoted to electrochemistry:

Electroanalysis (1989-).

Electrochimica Acta (1959-).

Electrochemical and Solid State Letters (1998-)

Electrochemistry Communications (1999-)

Journal of Applied Electrochemistry (1971-).

Journal of Electroanalytical Chemistry (1959-).

Journal of the Electrochemical Society (1902-).

Journal of Solid State Electrochemistry (1997-).

15Articles in the first three series listed below are cited in this book, and often elsewhere in the literature, in
journal reference format with the abbreviations Electroanal. С hem., Mod. Asp. Electrochem., and Adv.
Electrochem. Electrochem. Engr., repectively. Note that the first should not be confused with /. Electroanal
Chem.
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1.6.4 World Wide Web

A number of web pages contain bibliographies of books and chapters on electrochemical topics,
simulation programs, information about societies, and meetings in the area of electrochemistry.
Links to these pages, and other information of interest to readers of this book will be maintained at
http://www.wiley.com/college/bard.
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1.8 PROBLEMS

1.1 Consider each of the following electrode-solution interfaces, and write the equation for the elec-
trode reaction that occurs first when the potential is moved in (1) a negative direction and (2) a posi-
tive direction from the open-circuit potential. Next to each reaction write the approximate potential
for the reaction in V vs. SCE (assuming the reaction is reversible).

(a) Pt/Cu2+(0.01 M), Cd2+(0.01 M), H2SO4(1 M)

(b) Pt/Sn2+(0.01 M), Sn4+(0.01 M), HC1(1 M)

(c) Hg/Cd2+(0.01 M), Zn2+(0.01 M), HC1(1 M)

1.2 For a rotating disk electrode, the treatment of steady-state, mass-transfer-controlled electrode reac-

tions applies, where the mass-transfer coefficient is mo = 0.62DQ O)XI2 J>~1 / 6. Here, Do is the dif-

fusion coefficient (cm2/s), со is the angular velocity of the disk (s" 1) (a) = 2irf, where/is the

frequency of rotation in revolutions per second), and v is the kinematic viscosity (v = r]/d, r\ = vis-

cosity, and d = density; for aqueous solutions v ~ 0.010 cm2/s). A rotating disk electrode of area

0.30 cm2 is used for the reduction of 0.010 M F e 3 + to F e 2 + in 1 M H2SO4. Given Do for F e 3 + at 5.2

X 10~6 cm2/s, calculate the limiting current for the reduction for a disk rotation rate of 10 r/s. In-

clude units on variables during calculation and give units of current in the answer.

1.3 A solution of volume 50 cm3 contains 2.0 X 10~3 M F e 3 + and 1.0 X 10" 3 M Sn 4 + in 1 M HC1.
This solution is examined by voltammetry at a rotating platinum disk electrode of area 0.30 cm2. At
the rotation rate employed, both F e 3 + and Sn 4 + have mass-transfer coefficients, m, of 10~2 cm/s.
(a) Calculate the limiting current for the reduction of F e 3 + under these conditions, (b) A current-
potential scan is taken from +1.3 to -0.40 V vs. NHE. Make a labeled, quantitatively correct,
sketch of the i-E curve that would be obtained. Assume that no changes in the bulk concentrations
of Fe 3 + and Sn 4 + occur during this scan and that all electrode reactions are nernstian.

1.4 The conductivity of a 0.1 M KC1 solution is 0.013 fl~lcm~l at 25°C. (a) Calculate the solution re-
sistance between two parallel planar platinum electrodes of 0.1 cm2 area placed 3 cm apart in this
solution, (b) A reference electrode with a Luggin capillary is placed the following distances from a
planar platinum working electrode (A = 0.1 cm2) in 0.1 M KC1: 0.05, 0.1, 0.5, 1.0 cm. What is Ru in
each case? (c) Repeat the calculations in part (b) for a spherical working electrode of the same area.
[In parts (b) and (c) it is assumed that a large counter electrode is employed.]

1.5 A 0.1 cm2 electrode with Сд = 20 /xF/cm2 is subjected to a potential step under conditions where Rs

is 1, 10, or 100 ft. In each case, what is the time constant, and what is the time required for the dou-
ble-layer charging to be 95% complete?
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1.6 For the electrode in Problem 1.5, what nonfaradaic current will flow (neglecting any transients)
when the electrode is subjected to linear sweeps at 0.02, 1, 20 V/s?

1.7 Consider the nernstian half-reaction:

A3+ + 2e «± A+ £°A3+ /A+ = -0.500 V vs. NHE

The i-E curve for a solution at 25°C containing 2.00 mM A3+ and 1.00 mM A+ in excess electrolyte
shows //>c = 4.00 fJiA and //>a = -2.40 fiA. (a) What is El/2 (V vs. NHE)? (b) Sketch the expected
i-E curve for this system, (c) Sketch the "log plot" (see Figure 1.4.2b) for the system.

1.8 Consider the system in Problem 1.7 under the conditions that a complexing agent, L~, which reacts
with A3+ according to the reaction

A3+ + 4L~ <± AL^ К = 1016

is added to the system. For a solution at 25°C containing only 2.0 mM A 3 + and 0 .1ML" in excess
inert electrolyte, answer parts (a), (b), and (c) in Problem 1.7. (Assume m0 is the same for A 3 + and
AL4.)

1.9 Derive the current-potential relationship under the conditions of Section 1.4.2 for a system where R
is initially present at a concentration C R and C o = 0. Consider both О and R soluble. Sketch the
expected i-E curve.

1.10 Suppose a mercury pool of 1 cm2 area is immersed in a 0.1 M sodium perchlorate solution. How
much charge (order of magnitude) would be required to change its potential by 1 mV? How would
this be affected by a change in the electrolyte concentration to 10 M? Why?

1.11 Rearrangement of equation 1.4.16 yields the following expression for / as a function of E, which is
convenient for calculating i—E curves for nernstian reactions:

ilii = {1 + exp[(nF/RT)(E - El/2)]}-1

(a) Derive this expression, (b) Consider the half-reaction Ru(NH3)£
+ + e *± Ru(NH3)^+. The E°

for this reaction is given in Appendix C. A steady-state i-E curve is obtained with a solution con-
taining 10 mM Ru(NH3)6

+ and 1 M KC1 (as supporting electrolyte). The working electrode is a Pt
disk of area 0.10 cm2 operating under conditions where m = 10~3 cm/s

for both Ru species. Use a spreadsheet program to calculate and plot the expected i-E curve.

1.12 (a) Derive an expression for / as a function of E, analogous to that in Problem 1.11, from equation
1.4.20, using (1.4.15) as the definition of Ец2, for use in solutions that contain both components
of a redox couple, (b) Consider the same system as in Problem 1.11, but for a solution containing
10 mM Ru(NH3)^+ and 5.0 mM Ru(NH3)^+ in 1M KC1. Use a spreadsheet program to calculate
the i-E curve and plot the results, (c) What is 77conc at a cathodic current density of 0.48 mA/cm2?
(d) Estimate Rmt.



CHAPTER

2
POTENTIALS

AND THERMODYNAMICS
OF CELLS

In Chapter 1, we sought to obtain a working feeling for potential as an electrochemical
variable. Here we will explore the physical meaning of that variable in more detail. Our
goal is to understand how potential differences are established and what kinds of chemical
information can be obtained from them. At first, these questions will be approached
through thermodynamics. We will find that potential differences are related to free energy
changes in an electrochemical system, and this discovery will open the way to the experi-
mental determination of all sorts of chemical information through electrochemical mea-
surements. Later in this chapter, we will explore the mechanisms by which potential
differences are established. Those considerations will provide insights that will prove es-
pecially useful when we start to examine experiments involving the active control of po-
tential in an electrochemical system.

• 2.1 BASIC ELECTROCHEMICAL THERMODYNAMICS

2.1.1 Reversibility

Since thermodynamics can strictly encompass only systems at equilibrium, the concept of
reversibility is important in treating real processes thermodynamically. After all, the con-
cept of equilibrium involves the idea that a process can move in either of two opposite di-
rections from the equilibrium position. Thus, the adjective reversible is an essential one.
Unfortunately, it takes on several different, but related, meanings in the electrochemical
literature, and we need to distinguish three of them now.

(a) Chemical Reversibility
Consider the electrochemical cell shown in Figure l.l.lfe:

Pt/H2/H+, СГ/AgCl/Ag (2.1.1)

Experimentally, one finds that the difference in potential between the silver wire and the
platinum wire is 0.222 V when all substances are in their standard states. Furthermore, the
platinum wire is the negative electrode, and when the two electrodes are shorted together,
the following reaction takes place:

H 2 + 2AgCl -> 2Ag + 2H+ + 2СГ (2.1.2)
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If one overcomes the cell voltage by opposing it with the output of a battery or other di-
rect current (dc) source, the current flow through the cell will reverse, and the new cell re-
action is

2Ag + 2H+ + 2СГ -> H 2 + 2AgCl (2.1.3)

Reversing the cell current merely reverses the cell reaction. No new reactions appear, thus
the cell is termed chemically reversible.

On the other hand, the system

Zn/H+, SO|~/Pt (2.1.4)

is not chemically reversible. The zinc electrode is negative with respect to platinum, and
discharging the cell causes the reaction

Z n - ^ Z n 2 + + 2e (2.1.5)

to occur there. At the platinum electrode, hydrogen evolves:

2 H + + 2 e ^ H 2 (2.1.6)

Thus the net cell reaction is1

Zn + 2H+ -> H 2 + Zn 2 + (2.1.7)

By applying an opposing voltage larger than the cell voltage, the current flow reverses,
but the reactions observed are

2Н
2Н

т + 2е

2 О - * (

2Н2О

^ н 2}2 + 4Н +

^ 2 Н 2 +

+ 4е

о 2

(Zn electrode)

(Pt electrode)

(Net)

(2.1.8)

(2.1.9)

(2.1.10)

One has different electrode reactions as well as a different net process upon current rever-
sal; hence this cell is said to be chemically irreversible.

One can similarly characterize half-reactions by their chemical reversibility. The re-
duction of nitrobenzene in oxygen-free, dry acetonitrile produces a stable radical anion in
a chemically reversible, one-electron process:

PhNO2 + e<=±PhNO2T (2.1.11)

The reduction of an aromatic halide, ArX, under similar conditions will often be chemi-
cally irreversible, since the radical anion product of the electron-transfer reaction rapidly
decomposes:

ArX + e->Ar+X~"- (2.1.12)

Whether or not a half-reaction exhibits chemical reversibility depends upon solution con-
ditions and the time scale of the experiment. For example, if the nitrobenzene reaction is
carried out in an acidic acetonitrile solution, the reaction will become chemically irre-
versible, because PhNO2~ reacts with protons under these conditions. Alternatively, if the
reduction of ArX is studied by a technique that takes only a very short time, then the reac-
tion can be chemically reversible in that time regime:

(2.1.13)

lrThe net reaction will also occur without a flow of electrons in the external circuit, because H + in solution will
attack the zinc. This "side reaction," which happens to be identical with the electrochemical process, is slow if
dilute acid is involved.
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(b) Thermodynamic Reversibility
A process is thermodynamically reversible when an infinitesimal reversal in a driving
force causes it to reverse direction. Obviously this cannot happen unless the system feels
only an infinitesimal driving force at any time; hence it must essentially be always at equi-
librium. A reversible path between two states of the system is therefore one that connects
a continuous series of equilibrium states. Traversing it would require an infinite length of
time.

A cell that is chemically irreversible cannot behave reversibly in a thermodynamic
sense. A chemically reversible cell may or may not operate in a manner approaching ther-
modynamic reversibility.

(c) Practical Reversibility
Since all actual processes occur at finite rates, they cannot proceed with strict thermody-
namic reversibility. However, a process may in practice be carried out in such a manner
that thermodynamic equations apply to a desired accuracy. Under these circumstances,
one might term the process reversible. Practical reversibility is not an absolute term; it in-
cludes certain attitudes and expectations an observer has toward the process.

A useful analogy involves the removal of a large weight from a spring balance. Car-
rying out this process strictly reversibly requires continuous equilibrium; the "thermody-
namic" equation that always applies is

kx = mg (2.1.14)

where k is the force constant, x is the distance the spring is stretched when mass m is
added, and g is the earth's gravitational acceleration. In the reversible process, the spring
is never prone to contract more than an infinitesimal distance, because the large weight is
removed progressively in infinitesimal portions.

Now if the same final state is reached by simply removing the weight all at once,
equation 2.1.14 applies at no time during the process, which is characterized by severe
disequilibrium and is grossly irreversible.

On the other hand, one could remove the weight as pieces, and if there were enough
pieces, the thermodynamic relation, (2.1.14), would begin to apply a very large fraction of
the time. In fact, one might not be able to distinguish the real (but slightly irreversible)
process from the strictly reversible path. One could then legitimately label the real trans-
formation as "practically reversible."

In electrochemistry, one frequently relies on the Nernst equation:

Е = Е°' + Щ;]п^ (2.1.15)

to provide a linkage between electrode potential E and the concentrations of participants
in the electrode process:

O + m><=±R (2.1.16)

If a system follows the Nernst equation or an equation derived from it, the electrode
reaction is often said to be thermodynamically or electrochemically reversible (or
nernstian).

Whether a process appears reversible or not depends on one's ability to detect the
signs of disequilibrium. In turn, that ability depends on the time domain of the possible
measurements, the rate of change of the force driving the observed process, and the speed
with which the system can reestablish equilibrium. If the perturbation applied to the sys-
tem is small enough, or if the system can attain equilibrium rapidly enough compared to
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the measuring time, thermodynamic relations will apply. A given system may behave re-
versibly in one experiment and irreversibly in another, even of the same genre, if the ex-
perimental conditions have a wide latitude. This theme will be met again and again
throughout this book.

2.1.2 Reversibility and Gibbs Free Energy

Consider three different methods (1) of carrying out the reaction Zn + 2AgCl —> Zn 2 +

+ 2Ag + 2СГ:

(a) Suppose zinc and silver chloride are mixed directly in a calorimeter at
constant, atmospheric pressure and at 25°C. Assume also that the extent of
reaction is so small that the activities of all species remain unchanged during
the experiment. It is found that the amount of heat liberated when all sub-
stances are in their standard states is 233 kJ/mol of Zn reacted. Thus,
AH0 = -233 kJ.2

(b) Suppose we now construct the cell of Figure 1.1.1a, that is,

Zn/Zn2+(a = 1), CT(a = l)/AgCl/Ag (2.1.17)

and discharge it through a resistance R. Again assume that the extent of reaction
is small enough to keep the activities essentially unchanged. During the dis-
charge, heat will evolve from the resistor and from the cell, and we could mea-
sure the total heat change by placing the entire apparatus inside a calorimeter.
We would find that the heat evolved is 233 kJ/mol of Zn, independent of R. That
is, A#° = —233 kJ, regardless of the rate of cell discharge.

(c) Let us now repeat the experiment with the cell and the resistor in separate
calorimeters. Assume that the wires connecting them have no resistance and do
not conduct any heat between the calorimeters. If we take Qc as the heat change
in the cell and QR as that in the resistor, we find that Qc + QR = -233 kJ/mol
of Zn reacted, independent ofR. However, the balance between these quantities
does depend on the rate of discharge. As R increases, \QC\ decreases and |QR | in-
creases. In the limit of infinite R, QQ approaches —43 kJ (per mole of zinc) and
QR tends toward -190 kJ.

In this example, the energy QR was dissipated as heat, but it was obtained as electri-
cal energy, and it might have been converted to light or mechanical work. In contrast, Qc

is an energy change that is inevitably thermal. Since discharge through R —» °° corre-
sponds to a thermodynamically reversible process, the energy that must appear as heat in
traversing a reversible path, <2rev, is identified as lim Qc. The entropy change, AS, is de-
fined as Qrev /T (2), therefore for our example, where all species are in their standard states,

TAS° = lim Qc = -43 kJ (2.1.18)

Because AG° = AH0 - TAS°,

AG° = -190kJ = lim QR (2.1.19)

Note that we have now identified — AG with the maximum net work obtainable from
the cell, where net work is defined as work other than PV work (2). For any finite R, \QR\

2We adopt the thermodynamic convention in which absorbed quantities are positive.
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(and the net work) is less than the limiting value. Note also that the cell may absorb or
evolve heat as it discharges. In the former case, |AG°| > |A#° .

2.1.3 Free Energy and Cell emf

We found just above that if we discharged the electrochemical cell (2.1.17) through an in-
finite load resistance, the discharge would be reversible. The potential difference is there-
fore always the equilibrium (open-circuit) value. Since the extent of reaction is supposed
to be small enough that all activities remain constant, the potential also remains constant.
Then, the energy dissipated in R is given by

| AG\ = charge passed X reversible potential difference (2.1.20)

(2.L21)

where n is the number of electrons passed per atom of zinc reacted (or the number of
moles of electrons per mole of Zn reacted), and F is the charge on a mole of electrons,
which is about 96,500 C. However, we also recognize that the free energy change has a
sign associated with the direction of the net cell reaction. We can reverse the sign by re-
versing the direction. On the other hand, only an infinitesimal change in the overall cell
potential is required to reverse the direction of the reaction; hence E is essentially constant
and independent of the direction of a (reversible) transformation. We have a quandary.
We want to relate a direction-sensitive quantity (AG) to a direction-insensitive observable
(E). This desire is the origin of almost all of the confusion that exists over electrochemical
sign conventions. Moreover the actual meaning of the signs — and + is different for free
energy and potential. For free energy, — and + signify energy lost or gained from the sys-
tem, a convention that traces back to the early days of thermodynamics. For potential, —
and + signify the excess or deficiency of electronic charge, an electrostatic convention
proposed by Benjamin Franklin even before the discovery of the electron. In most scien-
tific discussions, this difference in meaning is not important, since the context, thermody-
namic vs. electrostatic, is clear. But when one considers electrochemical cells, where both
thermodynamic and electrostatic concepts are needed, it is necessary to distinguish clearly
between these two conventions.

When we are interested in thermodynamic aspects of electrochemical systems, we ra-
tionalize this difficulty by inventing a thermodynamic construct called the emf of the cell
reaction. This quantity is assigned to the reaction (not to the physical cell); hence it has a
directional aspect. In a formal way, we also associate a given chemical reaction with each
cell schematic. For the one in (2.1.17), the reaction is

Zn + 2AgCl -> Zn 2 + + 2Ag + 2СГ (2.1.22)

The right electrode corresponds to reduction in the implied cell reaction, and the left elec-
trode is identified with oxidation. Thus, the reverse of (2.1.22) would be associated with
the opposite schematic:

Ag/AgCl/Cl"(a = 1), Zn 2 +(« = 1)/Zn (2.1.23)

The cell reaction emf, £rxn, is then defined as the electrostatic potential of the electrode
written on the right in the cell schematic with respect to that on the left.

For example, in the cell of (2.1.17), the measured potential difference is 0.985 V and
the zinc electrode is negative; thus the emf of reaction 2.1.22, the spontaneous direction,
is +0.985 V. Likewise, the emf corresponding to (2.1.23) and the reverse of (2.1.22) is
—0.985 V. By adopting this convention, we have managed to rationalize an (observable)
electrostatic quantity (the cell potential difference), which is not sensitive to the direction
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of the cell's operation, with a (defined) thermodynamic quantity (the Gibbs free energy),
which is sensitive to that direction. One can avoid completely the common confusion
about sign conventions of cell potentials if one understands this formal relationship be-
tween electrostatic measurements and thermodynamic concepts (3,4).

Because our convention implies a positive emf when a reaction is spontaneous,

AG = -nFEr,

or as above, when all substances are at unit activity,

AG° = -

(2.1.24)

(2.1.25)

where E®xn is called the standard emf of the cell reaction.
Other thermodynamic quantities can be derived from electrochemical measurements

now that we have linked the potential difference across the cell to the free energy. For
example, the entropy change in the cell reaction is given by the temperature dependence
of AG:

дс -
P

hence

and

AH = AG + TAS = nF\ T

The equilibrium constant of the reaction is given by

RT\nKrxn=-AG° =

(2.1.26)

(2.1.27)

(2.1.28)

(2.1.29)

Note that these relations are also useful for predicting electrochemical properties from
thermochemical data. Several problems following this chapter illustrate the usefulness of
that approach. Large tabulations of thermodynamic quantities exist (5-8).

2.1.4 Half-Reactions and Reduction Potentials

Just as the overall cell reaction comprises two independent half-reactions, one might think
it reasonable that the cell potential could be broken into two individual electrode poten-
tials. This view has experimental support, in that a self-consistent set of half-reaction
emfs and half-cell potentials has been devised.

To establish the absolute potential of any conducting phase according to defini-
tion, one must evaluate the work required to bring a unit positive charge, without asso-
ciated matter, from the point at infinity to the interior of the phase. Although this
quantity is not measurable by thermodynamically rigorous means, it can sometimes be
estimated from a series of nonelectrochemical measurements and theoretical calcula-
tions, if the demand for thermodynamic rigor is relaxed. Even if we could determine
these absolute phase potentials, they would have limited utility because they would
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depend on magnitudes of the adventitious fields in which the phase is immersed (see
Section 2.2). Much more meaningful is the difference in absolute phase potentials be-
tween an electrode and its electrolyte, for this difference is the chief factor determin-
ing the state of an electrochemical equilibrium. Unfortunately, we will find that it also
is not rigorously measurable. Experimentally, we can find only the absolute potential
difference between two electronic conductors. Still, a useful scale results when one
refers electrode potentials and half-reaction emfs to a standard reference electrode fea-
turing a standard half-reaction.

The primary reference, chosen by convention, is the normal hydrogen electrode
(NHE), also called the standard hydrogen electrode (SHE):

Pt/H2(a = 1)/Н+(я - 1) (2.1.30)

Its potential (the electrostatic standard) is taken as zero at all temperatures. Similarly, the
standard emfs of the half-reactions:

2H+ + 2 e * ± H 2 (2.1.31)

have also been assigned values of zero at all temperatures (the thermodynamic standard).
We can record half-cell potentials by measuring them in whole cells against the

NHE.3 For example, in the system

Pt/H2(a = l)/H+(a = l)//Ag+(a = 1)/Ag (2.1.32)

the cell potential is 0.799 V and silver is positive. Thus, we say that the standard potential
of the Ag+IAg couple is +0.799 V vs. NHE. Moreover, the standard emf of the Ag+ re-
duction is also +0.799 V vs. NHE, but that of the Ag oxidation is -0.799 V vs. NHE. An-
other valid expression is that the standard electrode potential ofAg+/Ag is +0.799 V vs.
NHE. To sum all of this up, we write:4

Ag+ + e <=t Ag E°Ag+/Ag = +0.799 V vs. NHE (2.1.33)

For the general system, (2.1.16), the electrostatic potential of the R/O electrode (with
respect to NHE) and the emf for the reduction of О always coincide. Therefore, one can
condense the electrostatic and thermodynamic information into one list by tabulating elec-
trode potentials and writing the half-reactions as reductions. Appendix С provides some
frequently encountered potentials. Reference (5) is an authoritative general source for
aqueous systems.

Tables of this sort are extremely useful, because they feature much chemical and
electrical information condensed into quite a small space. A few electrode potentials can
characterize quite a number of cells and reactions. Since the potentials are really indices
of free energies, they are also ready means for evaluating equilibrium constants, complex-
ation constants, and solubility products. Also, they can be taken in linear combinations to
supply electrochemical information about additional half-reactions. One can tell from a
glance at an ordered list of potentials whether or not a given redox process will proceed
spontaneously.

3Note that an NHE is an ideal device and cannot be constructed. However, real hydrogen electrodes can
approximate it, and its properties can be defined by extrapolation.
4In some of the older literature, the standard emfs of reduction and oxidation are, respectively, called the
"reduction potential" and the "oxidation potential." These terms are intrinsically confusing and should be
avoided altogether, because they conflate the chemical concept of reaction direction with the physical concept
of electrical potential.
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It is important to recognize that it is the electrostatic potential (not the emf) that is ex-
perimentally controlled and measured. When a half-reaction is chemically reversible, the
potential of its electrode will usually have the same sign, whether the reaction proceeds as
an oxidation or a reduction. [See also reference (9), and Sections 1.3.4, and 1 A2(Z?).]

The standard potential of a cell or half-reaction is obtained under conditions where
all species are in their standard states (10). For solids, like Ag in cell 2.1.32 or reaction
2.1.33, the standard state is the pure crystalline (bulk) metal. It is interesting to consider
how many atoms or what particle size is needed to produce "bulk metal" and whether
the standard potential is a function of particle size when one deals with metal clusters.
These questions have been addressed (11-13); and for clusters containing n atoms
(where n < 20), E® indeed turns out to be very different from the value for the bulk
metal (n » 20). Consider, for example, silver clusters, Agn. For a silver atom (n = 1),
the value of E® can be related to E° for the bulk metal through a thermodynamic cycle
involving the ionization potential of Ag and the hydration energy of Ag and Ag+ . This
process yields

Ag+(aq) + e «± Agt(aq) £? = -1.8 V vs. NHE (2.1.34)

which is 2.6 V more negative than for bulk Ag. This result implies that it is much easier
energetically to remove an electron from a single isolated Ag atom than to remove an
electron from Ag atoms within a lattice of other Ag atoms. Experimental work carried out
with larger silver clusters shows that as the cluster size increases, E® moves toward the
value for the bulk metal. For example, for n = 2

Ag+(aq) + Ag! (aq) + e ?± Ag2 (aq) £ 2 ° - 0 V vs. NHE (2.1.35)

These differences in standard potential can be explained by the greater surface en-
ergy of small clusters compared to bulk metal and is consistent with the tendency of small
particles to grow into larger ones (e.g., the dimerization of 2Agj into Ag2 or the Ostwald
ripening of colloidal particles to form precipitates). Surface atoms are bonded to fewer
neighbors than atoms within a crystal; thus an extra surface free energy is required to cre-
ate additional surface area by subdivision of a metal. Conversely, the total energy of a
system can be minimized by decreasing the surface area, such as by taking on a spherical
shape or by fusing small particles into larger ones. If one adopts a microscopic viewpoint,
one can see that the tendency for surfaces to reconstruct (see Section 13.4.2) and for dif-
ferent sites on surfaces to etch at different rates implies that even the standard potential
for reduction to the "bulk metal" is actually an average of E° values for reduction at the
different sites (14).

2.1.5 emf and Concentration

Consider a general cell in which the half-reaction at the right-hand electrode is

z/oO + ne±±vRR (2.1.36)

where the v's are stoichiometric coefficients. The cell reaction is then

vH2 + ^oO -> ^RR + vH+ (2.1.37)

and its free energy is given from basic thermodynamics (2) by

AG = &G° + RT\n * " (2.1.38)
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where щ is the activity of species i.5 Since AG = —nFE and AG° = -nFE0,

but since aH+ = ащ = 1,

J?T ar?
(2.1.40)

This relation, the Nemst equation, furnishes the potential of the O/R electrode vs. NHE as
a function of the activities of О and R. In addition, it defines the activity dependence of
the emf for reaction 2.1.36.

It is now clear that the emf of any cell reaction, in terms of the electrode potentials of
the two half-reactions, is

(2.1.41)

where £right and £left refer to the cell schematic and are given by the appropriate Nernst
equation. The cell potential is the magnitude of this value.

2.1.6 Formal Potentials

It is usually inconvenient to deal with activities in evaluations of half-cell potentials, be-
cause activity coefficients are almost always unknown. A device for avoiding them is the
formal potential, E°'. This quantity is the measured potential of the half-cell (vs. NHE)
when (a) the species О and R are present at concentrations such that the ratio C^/C^ is
unity and (b) other specified substances, for example, miscellaneous components of the
medium, are present at designated concentrations. At the least, the formal potential
incorporates the standard potential and some activity coefficients, у±. For example, consider

F e 3 + + e ^ ± F e 2 + (2.1.42)

Its Nernst relation is simply

E = E + —=; In e

2 + = E + —— In — — (2.1.43)

which is

£ = £Q' + ^ | ln e - J (2.1.44)
nF [ F e 2 + ]

where

£u =£" + '-£ in _£> (2.1.45)

5For a solute i, the activity is ax = yx (Cj/C°), where C\ is the concentration of the solute, C° is the standard
concentration (usually 1 M), and y; is the activity coefficient, which is unitless. For a gas, av = y{ (PJP0), where
P[ is the partial pressure of /, P° is the standard pressure, and yx is the activity coefficient, which is again
unitless. For most of the published literature, including all before the late 1980s, the standard pressure was 1
atm (101,325 Pa). The new standard pressure adopted by the International Union of Pure and Applied
Chemistry is 105 Pa. A consequence of this change is that the potential of the NHE now differs from that used
historically. The "new NHE" is +0.169 mV vs. the "old NHE" (based on a standard state of 1 atm). This
difference is rarely significant, and is never so in this book. Most tabulated standard potentials, including those
in Table C.I are referred to the old NHE See reference 15.
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Because the ionic strength affects the activity coefficients, E0' will vary from medium
to medium. Table C.2 contains values for this couple in 1 M HC1, 10 M HC1, 1 M
HC1O4, 1 M H2SO4, and 2 M H3PO4. The values of standard potentials for half-reac-
tions and cells are actually determined by measuring formal potentials values at differ-
ent ionic strengths and extrapolating to zero ionic strength, where the activity
coefficients approach unity.

Often E° also contains factors related to complexation and ion pairing; as it does
in fact for the Fe(III)/Fe(II) couple in HC1, H2SO4, and H3PO4 solutions. Both iron
species are complexed in these media; hence (2.1.42) does not accurately describe the
half-cell reaction. However, one can sidestep a full description of the complex compet-
itive equilibria by using the empirical formal potentials. In such cases, E° contains
terms involving equilibrium constants and concentrations of some species involved in
the equilibria.

2.1.7 Reference Electrodes

Many reference electrodes other than the NHE and the SCE have been devised for elec-
trochemical studies in aqueous and nonaqueous solvents. Several authors have provided
discussions on the subject (16-18).

Usually there are experimental reasons for the choice of a reference electrode. For
example, the system

Ag/AgCl/KCl (saturated, aqueous) (2.1.46)

has a smaller temperature coefficient of potential than an SCE and can be built more com-
pactly. When chloride is not acceptable, the mercurous sulfate electrode may be used:

Hg/Hg2SO4/K2SO4 (saturated, aqueous) (2.1.47)

With a nonaqueous solvent, one may be concerned with the leakage of water from an
aqueous reference electrode; hence a system like

Ag/Ag+ (0.01 M in CH3CN) (2.1.48)

might be preferred.
Because of the difficulty in finding a reference electrode for a nonaqueous solvent that

does not contaminate the test solution with undesirable species, a quasireference electrode
(QRE)6 is often employed. This is usually just a metal wire, Ag or Pt, used with the expec-
tation that in experiments where there is essentially no change in the bulk solution, the po-
tential of this wire, although unknown, will not change during a series of measurements.
The actual potential of the quasireference electrode vs. a true reference electrode must be
calibrated before reporting potentials with reference to the QRE. Typically the calibration
is achieved simply by measuring (e.g., by voltammetry) the standard or formal potential vs.
the QRE of a couple whose standard or formal potential is already known vs. a true refer-
ence under the same conditions. The ferrocene/ferrocenium (Fc/Fc+) couple is recom-
mended as a calibrating redox couple, since both forms are soluble and stable in many
solvents, and since the couple usually shows nernstian behavior (19). Voltammograms for
ferrocene oxidation might be recorded to establish the value of £pc/Fc+ vs-tne QRE, so that
the potentials of other reactions can be reported against £pc/Fc+- ^ *s unacceptable to report
potentials vs. an uncalibrated quasireference electrode. Moreover a QRE is not suitable in
experiments, such as bulk electrolysis, where changes in the composition of the bulk solu-

6Quasi implies that it is "almost" or "essentially" a reference electrode. Sometimes such electrodes are also
called pseudoreference electrodes (pseudo, meaning false); this terminology seems less appropriate.
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Figure 2.1.1 Relationship between potentials on the NHE, SCE, and "absolute" scales. The
potential on the absolute scale is the electrical work required to bring a unit positive test charge into
the conducting phase of the electrode from a point in vacuo just outside the system (see Section
2.2.5). At right is the Fermi energy corresponding to each of the indicated potentials. The Fermi
energy is the electrochemical potential of electrons on the electrode (see Section 2.2.4).

tion can cause concomitant variations in the potential of the QRE. A proposed alternative
approach (20) is to employ a reference electrode in which Fc and Fc+ are immobilized at a
known concentration ratio in a polymer layer on the electrode surface (see Chapter 14).

Since the potential of a reference electrode vs. NHE or SCE is typically specified in
experimental papers, interconversion of scales can be accomplished easily. Figure 2.1.1
is a schematic representation of the relationship between the SCE and NHE scales. The
inside back cover contains a tabulation of the potentials of the most common reference
electrodes.

2.2 A MORE DETAILED VIEW OF INTERFACIAL POTENTIAL
DIFFERENCES

2.2.1 The Physics of Phase Potentials

In the thermodynamic considerations of the previous section, we were not required to ad-
vance a mechanistic basis for the observable differences in potentials across certain
phase boundaries. However, it is difficult to think chemically without a mechanistic
model, and we now find it helpful to consider the kinds of interactions between phases
that could create these interfacial differences. First, let us consider two prior questions:
(1) Can we expect the potential within a phase to be uniform? (2) If so, what governs its
value?

One certainly can speak of the potential at any particular point within a phase. That
quantity, ф(х, у, z), is defined as the work required to bring a unit positive charge, without
material interactions, from an infinite distance to point (x, y, z). From electrostatics, we
have assurance that ф(х, у, z) is independent of the path of the test charge (21). The work
is done against a coulombic field; hence we can express the potential generally as

Ф(х, у, x)
rx,y,z

J oo

% -d\ (2.2.1)
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where % is the electric field strength vector (i.e., the force exerted on a unit charge at any
point), and d\ is an infinitesimal tangent to the path in the direction of movement. The in-
tegral is carried out over any path to (x, y, z). The difference in potential between points
(У, / , z') and (x, y, z) is then

ф(х\ /, z') - ф(х, v, z) = fX 'У 'Z - d 1 (2.2.2)

In general, the electric field strength is not zero everywhere between two points and the
integral does not vanish; hence some potential difference usually exists.

Conducting phases have some special properties of great importance. Such a phase is
one with mobile charge carriers, such as a metal, a semiconductor, or an electrolyte solu-
tion. When no current passes through a conducting phase, there is no net movement of
charge carriers, so the electric field at all interior points must be zero. If it were not, the
carriers would move in response to it to eliminate the field. From equation 2.2.2, one can
see that the difference in potential between any two points in the interior of the phase
must also be zero under these conditions; thus the entire phase is an equipotential volume.
We designate its potential as ф, which is known as the inner potential (or Galvani poten-
tial) of the phase.

Why does the inner potential have the value that it does? A very important factor is
any excess charge that might exist on the phase itself, because a test charge would have to
work against the coulombic field arising from that charge. Other components of the poten-
tial can arise from miscellaneous fields resulting from charged bodies outside the sample.
As long as the charge distribution throughout the system is constant, the phase potential
will remain constant, but alterations in charge distributions inside or outside the phase
will change the phase potential. Thus, we have our first indication that differences in po-
tential arising from chemical interactions between phases have some sort of charge sepa-
ration as their basis.

An interesting question concerns the location of any excess charge on a conducting
phase. The Gauss law from elementary electrostatics is extremely helpful here (22). It
states that if we enclose a volume with an imaginary surface (a Gaussian surface), we will
find that the net charge q inside the surface is given by an integral of the electric field over
the surface:

q = s 0 <J> % • dS (2.2.3)

where e 0 *s a proportionality constant,7 and dS is an infinitesimal vector normal outward
from the surface. Now consider a Gaussian surface located within a conductor that is uni-
form in its interior (i.e., without voids or interior phases). If no current flows, % is zero at
all points on the Gaussian surface, hence the net charge within the boundary is zero. The
situation is depicted in Figure 2.2.1. This conclusion applies to any Gaussian surface,
even one situated just inside the phase boundary; thus we must infer that the excess
charge actually resides on the surface of the conducting phase.8

7The parameter s0 is called the permittivity of free space or the electric constant and has the value 8.85419 X
10~12 C2 N " 1 ггГ1. See the footnote in Section 13.3.1 for a fuller explanation of electrostatic conventions
followed in this book.
8There can be a finite thickness to this surface layer. The critical aspect is the size of the excess charge with
respect to the bulk carrier concentration in the phase. If the charge is established by drawing carriers from a
significant volume, thermal processes will impede the compact accumulation of the excess strictly on the
surface. Then, the charged zone is called a space charge region, because it has three-dimensional character. Its
thickness can range from a few angstroms to several thousand angstroms in electrolytes and semiconductiors. In
metals, it is negligibly thick. See Chapters 13 and 18 for more detailed discussion
along this line.
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Interior Gaussian
surface

Charged conducting
phase

Zero included charge

Figure 2.2.1 Cross-section
of a three-dimensional
conducting phase containing a
Gaussian enclosure.
Illustration that the excess
charge resides on the surface
of the phase.

A view of the way in which phase potentials are established is now beginning to
emerge:

1. Changes in the potential of a conducting phase can be effected by altering the
charge distributions on or around the phase.

2. If the phase undergoes a change in its excess charge, its charge carriers will ad-
just such that the excess becomes wholly distributed over an entire boundary of
the phase.

3. The surface distribution is such that the electric field strength within the phase is
zero under null-current conditions.

4. The interior of the phase features a constant potential, ф.

The excess charge needed to change the potential of a conductor by electrochemically sig-
nificant amounts is often not very large. Consider, for example, a spherical mercury drop
of 0.5 mm radius. Changing its potential requires only about 5 X 10~14 C/V (about
300,000 electrons/V), if it is suspended in air or in a vacuum (21).

2.2.2 Interactions Between Conducting Phases

When two conductors, for example, a metal and an electrolyte, are placed in contact, the
situation becomes more complicated because of the coulombic interaction between the
phases. Charging one phase to change its potential tends to alter the potential of the neigh-
boring phase as well. This point is illustrated in the idealization of Figure 2.2.2, which
portrays a situation where there is a charged metal sphere of macroscopic size, perhaps a
mercury droplet 1 mm in diameter, surrounded by a layer of uncharged electrolyte a few
millimeters in thickness. This assembly is suspended in a vacuum. We know that the

Surrounding vacuum

Metal with
charge qu

Electrolyte layer
with no net charge

Gaussian surface

Figure 2.2.2 Cross-sectional view of the
interacti56on between a metal sphere and
a surrounding electrolyte layer. The
Gaussian enclosure is a sphere containing
the metal phase and part of the electrolyte.
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charge on the metal, qM, resides on its surface. This unbalanced charge (negative in the
diagram) creates an excess cation concentration near the electrode in the solution. What
can we say about the magnitudes and distributions of the obvious charge imbalances in
solution?

Consider the integral of equation 2.2.3 over the Gaussian surface shown in Figure
2.2.2. Since this surface is in a conducting phase where current is not flowing, % at every
point is zero and the net enclosed charge is also zero. We could place the Gaussian sur-
face just outside the surface region bounding the metal and solution, and we would reach
the same conclusion. Thus, we know now that the excess positive charge in the solution,
qs, resides at the metal-solution interface and exactly compensates the excess metal
charge. That is,

«7 S = " < (2.2.4)

This fact is very useful in the treatment of interfacial charge arrays, which we have al-
ready seen as electrical double layers (see Chapters 1 and 13).9

Alternatively, we might move the Gaussian surface to a location just inside the outer
boundary of the electrolyte. The enclosed charge must still be zero, yet we know that the
net charge on the whole system is 0м. A negative charge equal to 0м must therefore reside
at the outer surface of the electrolyte.

Figure 2.2.3 is a display of potential vs. distance from the center of this assembly,
that is, the work done to bring a unit positive test charge from infinitely far away to a
given distance from the center. As the test charge is brought from the right side of the di-
agram, it is attracted by the charge on the outer surface of the electrolyte; thus negative
work is required to traverse any distance toward the electrolyte surface in the surround-
ing vacuum, and the potential steadily drops in that direction. Within the electrolyte, % is
zero everywhere, so there is no work in moving the test charge, and the potential is con-
stant at </>s. At the metal-solution interface, there is a strong field because of the double
layer there, and it is oriented such that negative work is done in taking the positive test
charge through the interface. Thus there is a sharp change in potential from ф^ to фм

over the distance scale of the double layer.10 Since the metal is a field-free volume, the

Distance

Vacuum
Figure 2.2.3 Potential profile through
the system shown in Figure 2.2.2.
Distance is measured radially from the
center of the metallic sphere.

9Here we are considering the problem on a macroscopic distance scale, and it is accurate to think of qs as

residing strictly at the metal—solution interface. On a scale of 1 fxva or finer, the picture is more detailed. One

finds that g s is still near the metal-solution interface, but is distributed in one or more zones that can be as thick

as 1000 A (Section 13.3).
10The diagram is drawn on a macroscopic scale, so the transition from фБ to фм appears vertical. The theory of

the double layer (Section 13.3) indicates that most of the change occurs over a distance equivalent to one to

several solvent monolayers, with a smaller portion being manifested over the diffuse layer in solution.
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potential is constant in its interior. If we were to increase the negative charge on the
metal, we would naturally lower ф м , but we would also lower <£s, because the excess
negative charge on the outer boundary of the solution would increase, and the test charge
would be attracted more strongly to the electrolyte layer at every point on the path
through the vacuum.

The difference фм — (/>s, called the interfacial potential difference, depends on the
charge imbalance at the interface and the physical size of the interface. That is, it depends
on the charge density (C/cm2) at the interface. Making a change in this interfacial poten-
tial difference requires sizable alterations in charge density. For the spherical mercury
drop considered above (A = 0.03 cm2), now surrounded by 0.1 M strong electrolyte, one
would need about 10~6 С (or 6 X 1012 electrons) for a 1-V change. These numbers are
more than 107 larger than for the case where the electrolyte is absent. The difference ap-
pears because the coulombic field of any surface charge is counterbalanced to a very large
degree by polarization in the adjacent electrolyte.

In practical electrochemistry, metallic electrodes are partially exposed to an elec-
trolyte and partially insulated. For example, one might use a 0.1 cm2 platinum disk elec-
trode attached to a platinum lead that is almost fully sealed in glass. It is interesting to
consider the location of excess charge used in altering the potential of such a phase. Of
course, the charge must be distributed over the entire surface, including both the insulated
and the electrochemically active area. However, we have seen that the coulombic interac-
tion with the electrolyte is so strong that essentially all of the charge at any potential will
lie adjacent to the solution, unless the percentage of the phase area in contact with elec-
trolyte is really minuscule.11

What real mechanisms are there for charging a phase at all? An important one is sim-
ply to pump electrons into or out of a metal or semiconductor with a power supply of
some sort. In fact, we will make great use of this approach as the basis for control over the
kinetics of electrode processes. In addition, there are chemical mechanisms. For example,
we know from experience that a platinum wire dipped into a solution containing ferri-
cyanide and ferrocyanide will have its potential shift toward a predictable equilibrium
value given by the Nernst equation. This process occurs because the electron affinities of
the two phases initially differ; hence there is a transfer of electrons from the metal to the
solution or vice versa. Ferricyanide is reduced or ferrocyanide is oxidized. The transfer of
charge continues until the resulting change in potential reaches the equilibrium point,
where the electron affinities of the solution and the metal are equal. Compared to the total
charge that could be transferred to or from ferri- and ferrocyanide in a typical system,
only a tiny charge is needed to establish the equilibrium at Pt; consequently, the net chem-
ical effects on the solution are unnoticeable. By this mechanism, the metal adapts to the
solution and reflects its composition.

Electrochemistry is full of situations like this one, in which charged species (elec-
trons or ions) cross interfacial boundaries. These processes generally create a net transfer
of charge that sets up the equilibrium or steady-state potential differences that we observe.
Considering them in more detail must, however, await the development of additional con-
cepts (see Section 2.3 and Chapter 3).

Actually, interfacial potential differences can develop without an excess charge on ei-
ther phase. Consider an aqueous electrolyte in contact with an electrode. Since the elec-
trolyte interacts with the metal surface (e.g., wetting it), the water dipoles in contact with
the metal generally have some preferential orientation. From a coulombic standpoint, this
situation is equivalent to charge separation across the interface, because the dipoles are

1 ] As it can be with an ultramicroelectrode. See Section 5.3.
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not randomized with time. Since moving a test charge through the interface requires
work, the interfacial potential difference is not zero (23-26).12

2.2.3 Measurement of Potential Differences

We have already noted that the difference in the inner potentials, Аф, of two phases in
contact is a factor of primary importance to electrochemical processes occurring at the in-
terface between them. Part of its influence comes from the local electric fields reflecting
the large changes in potential in the boundary region. These fields can reach values as
high as 107 V/cm. They are large enough to distort electroreactants so as to alter reactiv-
ity, and they can affect the kinetics of charge transport across the interface. Another as-
pect of Аф is its direct influence over the relative energies of charged species on either
side of the interface. In this way, Аф controls the relative electron affinities of the two
phases; hence it controls the direction of reaction.

Unfortunately, Аф cannot be measured for a single interface, because one cannot
sample the electrical properties of the solution without introducing at least one more in-
terface. It is characteristic of devices for measuring potential differences (e.g., poten-
tiometers, voltmeters, or electrometers) that they can be calibrated only to register
potential differences between two phases of the same composition, such as the two
metal contacts available at most instruments. Consider Аф at the interface Zn/Zn 2 +,
Cl~. Shown in Figure 2.2.4a is the simplest approach one could make to Аф using a po-
tentiometric instrument with copper contacts. The measurable potential difference be-
tween the copper phases clearly includes interfacial potential differences at the Zn/Cu
interface and the Cu/electrolyte interface in addition to Аф. We might simplify matters
by constructing a voltmeter wholly from zinc but, as shown in Figure 2.2.4b, the mea-
surable voltage would still contain contributions from two separate interfacial potential
differences.

By now we realize that a measured cell potential is a sum of several interfacial differ-
ences, none of which we can evaluate independently. For example, one could sketch the
potential profile through the cell

Cu/Zn/Zn2+,Cr/AgCl/Ag/Cu; (2.2.5)

according to Vetter's representation (24) in the manner of Figure 2.2.5.13

Even with these complications, it is still possible to focus on a single interfacial po-
tential difference, such as that between zinc and the electrolyte in (2.2.5). If we can main-
tain constant interfacial potentials at all of the other junctions in the cell, then any change
in E must be wholly attributed to a change in Аф at the zinc/electrolyte boundary. Keep-
ing the other junctions at a constant potential difference is not so difficult, for the metal-

Zn f^\ Zn
Figure 2.2.4 Two devices for measuring
the potential of a cell containing the Zn/Zn2

interface.

12Sometimes it is useful to break the inner potential into two components called the outer (or Volta) potential,

ф, and the surface potential, x- Thus, ф = ф + х- There is a large, detailed literature on the establishment, the

meaning, and the measurement of interfacial potential differences and their components. See references 23—26.
13Although silver chloride is a separate phase, it does not contribute to the cell potential, because it does not

physically separate silver from the electrolyte. In fact, it need not even be present; one merely requires a

solution saturated in silver chloride to measure the same cell potential.
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metal junctions always remain constant (at constant temperature) without attention, and
the silver/electrolyte junction can be fixed if the activities of the participants in its half-re-
action remain fixed. When this idea is realized, the whole rationale behind half-cell poten-
tials and the choice of reference electrodes becomes much clearer.

2.2.4 Electrochemical Potentials

Let us consider again the interface Zn/Zn2+, Cl~ (aqueous) and focus on zinc ions in
metallic zinc and in solution. In the metal, Zn2+ is fixed in a lattice of positive zinc ions,
with free electrons permeating the structure. In solution, zinc ion is hydrated and may in-
teract with Cl~. The energy state of Zn2+ in any location clearly depends on the chemi-
cal environment, which manifests itself through short-range forces that are mostly
electrical in nature. In addition, there is the energy required simply to bring the +2
charge, disregarding the chemical effects, to the location in question. This second energy
is clearly proportional to the potential ф at the location; hence it depends on the electri-
cal properties of an environment very much larger than the ion itself. Although one can-
not experimentally separate these two components for a single species, the differences in
the scales of the two environments responsible for them makes it plausible to separate
them mathematically (23-26). Butler (27) and Guggenheim (28) developed the concep-
tual separation and introduced the electrochemical potential, Jlf, for species / with
charge zx in phase a:

z? = tf +
The term fxf is the familiar chemical potential

(2.2.6)

(2.2.7)

where щ is the number of moles of / in phase a. Thus, the electrochemical potential would
be

я = (ж) ( 2 - 2 * 8 )

where the electrochemical free energy, G, differs from the chemical free energy, G, by the
inclusion of effects from the large-scale electrical environment.



2.2 A More Detailed View of Interfacial Potential Differences -> 61

(a) Properties of the Electrochemical Potential

1. For an uncharged species: Jif = fjbf.

2. For any substance: [xf = ix®a + RT In af, where /if" is the standard chemical
potential, and a? is the activity of species / in phase a.

3. For a pure phase at unit activity (e.g., solid Zn, AgCl, Ag, or H 2 at unit fugacity):

Hf = rfa-
4. For electrons in a metal (z = — 1): ~jx% = /л®а - ¥фа. Activity effects can be dis-

regarded because the electron concentration never changes appreciably.
5. For equilibrium of species / between phases a and /3: JLf = jitf.

(b) Reactions in a Single Phase
Within a single conducting phase, ф is constant everywhere and exerts no effect on a
chemical equilibrium. The ф terms drop out of relations involving electrochemical po-
tentials, and only chemical potentials will remain. Consider, for example, the acid-base
equilibrium:

HO Ac <=± H + + OAc~ (2.2.9)

This requires that

Дн+ + Доле- (2.2.10)

Мн+ + рФ + Доле- - РФ (2.2.11)

А*Н+ + МОАс- (2.2.12)

(c) Reactions Involving Two Phases Without Charge Transfer
Let us now examine the solubility equilibrium

AgCl (crystal, c) +± Ag+ + С Г (solution, 5), (2.2.13)

which can be treated in two ways. First, one can consider separate equilibria involving
Ag+ and Cl~ in solution and in the solid. Thus

1 g (2-2.14)

^cr C 1 = Ma- (2-2-1 5)

Recognizing that

^ f (2-2.16)

one has from the sum of (2.2.14) and (2.2.15),

MAgl?' = M V + ^ r (2-2.17)

Expanding, we obtain

A^cf1 = MAg+ + RT l n a A g

+ + F<£s + M c r + RT l n acr ~ рФ8 (2.2.18)

and rearrangement gives

Й (2.2.19)

where ^ s p is the solubility product. A quicker route to this well-known result is to write
down (2.2.17) directly from the chemical equation, (2.2.13).

Note that the </>s terms canceled in (2.2.18), and that an implicit cancellation of </>AgC1

terms occurred in (2.2.16). Since the final result depends only on chemical potentials, the
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equilibrium is unaffected by the potential difference across the interface. This is a general
feature of interphase reactions without transfer of charge (either ionic or electronic).
When charge transfer does occur, the ф terms will not cancel and the interfacial potential
difference strongly affects the chemical process. We can use that potential difference ei-
ther to probe or to alter the equilibrium position.

(d) Formulation of a Cell Potential

Consider now the cell (2.2.5), for which the cell reaction can be written

Zn + 2AgCl + 2e(Cu') <=* Zn 2 + + 2Ag + 2СГ + 2e(Cu) (2.2.20)

At equilibrium,

M + 2/#fg + 2ДСи' = Jfo* + 2j#§ + 2м& + 2ДСи (2.2.21)

But,

2(Де

Си' - /Ze

Cu) = - 2F(^ C u ' - фСа) = - 2FE (2.2.23)

Expanding (2.2.22), we have

-2FE = /4n2+ + RT l n «zn2+ + 2рФ* + 2^Kg + 2Мсг (2.2.24)

-2FE = AG° + ЯГ In a|n2+ (as

a-)2 (2.2.25)

where
д y--tO Os _|_ ^ Os I о OAg O Z n ^ O A g C l ^тгтг® (^ о О/%\
ZAw" LH,r7~/lJt ~\ ZjjJLr^"\~ \ Ai LJL A * r^Txx r^ A2CI yjL.Z*,Z*K))

Thus, we arrive at

E = £ ° -Щ; ln(as

Zn2+)(as

cr)
2, (2.2.27)

which is the Nernst equation for the cell. This corroboration of an earlier result displays
the general utility of electrochemical potentials for treating interfacial reactions with
charge transfer. They are powerful tools. For example, they are easily used to consider
whether the two cells

Cu/Pt/Fe2+, Fe 3 + , СГ/AgCl/Ag/Cu' (2.2.28)

Cu/Au/Fe2+, Fe 3 + , СГ/AgCl/Ag/Cu' (2.2.29)

would have the same cell potential. This point is left to the reader as Problem 2.8.

2.2.5 Fermi Level and Absolute Potential

The electrochemical potential of electrons in a phase a, JIQ , is called the Fermi level or
Fermi energy and corresponds to an electron energy (not an electrical potential) Ep. The
Fermi level represents the average energy of available electrons in phase a and is related
to the chemical potential of electrons in that phase, /x£, and the inner potential of a.14 The
Fermi level of a metal or semiconductor depends on the work function of the material (see
Section 18.2.2). For a solution phase, it is a function of the electrochemical potentials of

14More exactly, it is the energy where the occupation probability is 0.5 in the distribution of electrons among the
various energy levels (the Fermi—Dirac distribution). See Sections 3.6.3 and 18.2.2 for more discussion of Ep.
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the dissolved oxidized and reduced species. For example, for a solution containing F e 3 +

and F e 2 +

Де = Й е 2 + - Й е 3 + (2.2.30)

For an inert metal in contact with a solution, the condition for electrical (or elec-
tronic) equilibrium is that the Fermi levels of the two phases be equal, that is,

E | = E ^ (2.2.31)

This condition is equivalent to saying that the electrochemical potentials of electrons in
both phases are equal, or that the average energies of available (i.e., transferable) elec-
trons are the same in both phases. When an initially uncharged metal is brought into con-
tact with an initially uncharged solution, the Fermi levels will not usually be equal. As
discussed in Section 2.2.2, equality is attained by the transfer of electrons between the
phases, with electrons flowing from the phase with the higher Fermi level (higher /Ze or
more energetic electrons) to the phase with the lower Fermi level. This electron flow
causes the potential difference between the phases (the electrode potential) to shift.

For most purposes in electrochemistry, it is sufficient to reference the potentials of
electrodes (and half-cell emfs) arbitrarily to the NHE, but it is sometimes of interest to
have an estimate of the absolute or single electrode potential (i.e., vs. the potential of a
free electron in vacuum). This interest arises, for example, if one would like to estimate
relative potentials of metals or semiconductors based on their work functions. The ab-
solute potential of the NHE can be estimated as 4.5 ± 0.1 V, based on certain extrather-
modynamic assumptions, such as about the energy involved in moving a proton from the
gas phase into an aqueous solution (10, 29). Thus, the amount of energy needed to remove
an electron from Pt/H2/H+(a = 1) to vacuum is about 4.5 eV or 434 kJ.15 With this value,
the standard potentials of other couples and reference electrodes can be expressed on the
absolute scale (Figure 2.1.1).

2.3 LIQUID JUNCTION POTENTIALS

2.3.1 Potential Differences at an Electrolyte-Electrolyte Boundary

To this point, we have examined only systems at equilibrium, and we have learned that
the potential differences in equilibrium electrochemical systems can be treated exactly by
thermodynamics. However, many real cells are never at equilibrium, because they feature
different electrolytes around the two electrodes. There is somewhere an interface between
the two solutions, and at that point, mass transport processes work to mix the solutes. Un-
less the solutions are the same initially, the liquid junction will not be at equilibrium, be-
cause net flows of mass occur continuously across it.

Such a cell is

Cu/Zn/Zn2+/Cu2+/Cu' (2.3.1)

a /3

for which we can depict the equilibrium processes as in Figure 2.3.1. The overall cell po-
tential at null current is then

E = (фСи' -фР)~ (фСи - фа) + (фР - фа) (2.3.2)

15The potential and the Fermi energy of an electrode have different signs, because the potential is based on
energy changes involving a positive test charge, while the Fermi energy refers to a negative electron.
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Figure 2.3.1 Schematic view of the phases in cell (2.3.1). Equilibrium is established for certain
charge carriers as shown, but at the liquid junction between the two electrolyte phases a and /3,
equilibrium is not reached.

Obviously, the first two components of E are the expected interfacial potential differences
at the copper and zinc electrodes. The third term shows that the measured cell potential
depends also on the potential difference between the electrolytes, that is, on the liquid
junction potential. This discovery is a real threat to our system of electrode potentials, be-
cause it is based on the idea that all contributions to E can be assigned unambiguously to
one electrode or to the other. How could the junction potential possibly be assigned prop-
erly? We must evaluate the importance of these phenomena.

2.3.2 Types of Liquid Junctions

The reality of junction potentials is easily understood by considering the boundary shown
in Figure 23.2a. At the junction, there is a steep concentration gradient in H + and Cl~;
hence both ions tend to diffuse from right to left. Since the hydrogen ion has a much
larger mobility than Cl~, it initially penetrates the dilute phase at a higher rate. This
process gives a positive charge to the dilute phase and a negative charge to the concen-
trated one, with the result that a boundary potential difference develops. The correspond-
ing electric field then retards the movement of H + and speeds up the passage of Cl~ until
the two cross the boundary at equal rates. Thus, there is a detectable steady-state poten-
tial, which is not due to an equilibrium process (3, 24, 30, 31). From its origin, this inter-
facial potential is sometimes called a diffusion potential.

Lingane (3) classified liquid junctions into three types:

1. Two solutions of the same electrolyte at different concentrations, as in Figure
2.3.2a.

2. Two solutions at the same concentration with different electrolytes having an ion
in common, as in Figure 2.3.2b.

3. Two solutions not satisfying conditions 1 or 2, as in Figure 2.3.2c.

We will find this classification useful in the treatments of junction potentials that follow.

Typei

0.01 M
HCI

0.1 M
HCI

• H +

•cr

©0

Type 2

0.1 M
HCI

0.1 M
KCI

00

ТуреЗ

0.05 M
KNO;

(a) (b) (c)

Figure 2.3.2 Types of liquid junctions. Arrows show the direction of net transfer for each ion,
and their lengths indicate relative mobilities. The polarity of the junction potential is indicated in
each case by the circled signs. [Adapted from J. J. Lingane, "Electroanalytical Chemistry," 2nd ed.,
Wiley-Interscience, New York, 1958, p. 60, with permission.]
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Even though the boundary region cannot be at equilibrium, it has a composition that
is effectively constant over long time periods, and the reversible transfer of electricity
through the region can be considered.

Conductance, Transference Numbers, and Mobility

When an electric current flows in an electrochemical cell, the current is carried in solution
by the movement of ions. For example, take the cell:

0Pt/H 2 (l atm)/H+, СГ/Н + , СГ/Н2(1 atm)/Pt'© K }

(«i) (*2)

where a2 > a^ 1 6 When the cell operates galvanically, an oxidation occurs at the left elec-
trode,

H 2 -> 2H+(a) + 2e(Pt) (2.3.4)

and a reduction happens on the right,

2H+(j3) + 2e(Pt') -> H 2 (2.3.5)

Therefore, there is a tendency to build up a positive charge in the a phase and a negative
charge in p. This tendency is overcome by the movement of ions: H + to the right and Cl~
to the left. For each mole of electrons passed, 1 mole of H + is produced in a, and 1 mole
of H + is consumed in /3. The total amount of H + and Cl~ migrating across the boundary
between a and /3 must equal 1 mole.

The fractions of the current carried by H + and Cl~ are called their transference num-
bers (or transport numbers). If we let t+ be the transference number for H + and t- be that
for Cl~, then clearly,

t+ + t- = 1 (2.3.6)

In general, for an electrolyte containing many ions, /,

(2.3.7)

Schematically, the process can be represented as shown in Figure 2.3.3. The cell initially
features a higher activity of hydrochloric acid (+ as H + , — as Cl~) on the right (Figure

(«) и/н2/! 1 / t i l l 1 _/H2/R

(с)

/ ! +_ ! ! !/H2/PI

Figure 2.3.3 Schematic diagram showing the redistribution of charge during electrolysis of a
system featuring a high concentration of HCl on the right and a low concentration on the left.

16A cell like (2.3.3), having electrodes of the same type on both sides, but with differing activities of one or
both of the redox forms, is called a concentration cell.
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2.3.3a); hence discharging it spontaneously produces H + on the left and consumes it on
the right. Assume that five units of H + are reacted as shown in Figure 233b. For hy-
drochloric acid, t+ ~ 0.8 and t- ~ 0.2; therefore, four units of H + must migrate to the
right and one unit of Cl~ to the left to maintain electroneutrality. This process is depicted
in Figure 2.3.3c, and the final state of the solution is represented in Figure 2.3.3d.

A charge imbalance like that suggested in Figure 233b could not actually occur, be-
cause a very large electric field would be established, and it would work to erase the im-
balance. On a macroscopic scale, electroneutrality is always maintained throughout the
solution. The migration represented in Figure 2.3.3c occurs simultaneously with the elec-
tron-transfer reactions.

Transference numbers are determined by the details of ionic conduction, which are
understood mainly through measurements of either the resistance to current flow in solu-
tion or its reciprocal, the conductance, L (31, 32). The value of L for a segment of solution
immersed in an electric field is directly proportional to the cross-sectional area perpendic-
ular to the field vector and is inversely proportional to the length of the segment along the
field. The proportionality constant is the conductivity, к, which is an intrinsic property of
the solution:

L = KA/1 (2.3.8)

The conductance, L, is given in units of Siemens (S = fl" 1), and к is expressed in S cm" 1

or ft"1 cm" 1 .
Since the passage of current through the solution is accomplished by the independent

movement of different species, к is the sum of contributions from all ionic species, /. It is
intuitive that each component of к is proportional to the concentration of the ion, the mag-
nitude of its charge |ZJ|, and some index of its migration velocity.

That index is the mobility, щ, which is the limiting velocity of the ion in an electric
field of unit strength. Mobility usually carries dimensions of cm2 V" 1 s" 1 (i.e., cm/s per
V/cm). When a field of strength % is applied to an ion, it will accelerate under the force
imposed by the field until the frictional drag exactly counterbalances the electric force.
Then, the ion continues its motion at that terminal velocity. This balance is represented in
Figure 2.3.4.

The magnitude of the force exerted by the field is \z-\ e%, where e is the electronic
charge. The frictional drag can be approximated from the Stokes law as 6ттг]ги, where rj
is the viscosity of the medium, r is the radius of the ion, and v is the velocity. When the
terminal velocity is reached, we have by equation and rearrangement,

The proportionality factor relating an individual ionic conductivity to charge, mobility,
and concentration turns out to be the Faraday constant; thus

(2.3.10)

Direction of movement

Figure 2.3.4 Forces on a charged
particle moving in solution under the
influence of an electric field. The forces

Drag force ч — У Electric force balance at the terminal velocity.
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The transference number for species / is merely the contribution to conductivity made by
that species divided by the total conductivity:

(2.3.11)

For solutions of simple, pure electrolytes (i.e., one positive and one negative ionic
species), such as KC1, CaCl2, and HNO3, conductance is often quantified in terms of the
equivalent conductivity, Л, which is defined by

(2.3.12)

where C e q is the concentration of positive (or negative) charges. Thus, Л expresses the
conductivity per unit concentration of charge. Since C\z\ = C e q for either ionic species in
these systems, one finds from (2.3.10) and (2.3.12) that

Л = F(u+ + u-) (2.3.13)

where u+ refers to the cation and u- to the anion. This relation suggests that Л could be
regarded as the sum of individual equivalent ionic conductivities,

Л = Л+ + A_

hence we find

Ai = Fu{

In these simple solutions, then, the transference number tx is given by

л
or, alternatively,

(2.3.14)

(2.3.15)

(2.3.16)

(2.3.17)

Transference numbers can be measured by several approaches (31, 32), and numerous
data for pure solutions appear in the literature. Frequently, transference numbers are mea-
sured by noting concentration changes caused by electrolysis, as in the experiment shown
in Figure 2.3.3 (see Problem 2.11). Table 2.3.1 displays a few values for aqueous solutions
at 25°C. From results of this sort, one can evaluate the individual ionic conductivities, Aj.
Both Aj and t-x depend on the concentration of the pure electrolyte, because interactions be-
tween ions tend to alter the mobilities (31-33). Lists of A values, like Table 2.3.2, usually
give figures for AOi, which are obtained by extrapolation to infinite dilution. In the absence
of measured transference numbers, it is convenient to use these to estimate t\ for pure solu-
tions by (2.3.16), or for mixed electrolytes by the following equivalent to (2.3.11),

(2.3.18)

In addition to the liquid electrolytes that we have been considering, solid electro-
lytes, such as sodium /3-alumina, the silver halides, and polymers like polyethylene
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TABLE 2.3.1 Cation Transference Numbers
for Aqueous Solutions at 25°Ca

Electrolyte

HC1

NaCl

KC1

NH4C1

KNO3

Na2SO4

K2SO4

0.01

0.8251

0.3918

0.4902

0.4907

0.5084

0.3848

0.4829

Concentration, Ceq

b

0.05

0.8292

0.3876

0.4899

0.4905

0.5093

0.3829

0.4870

0.1

0.8314

0.3854

0.4898

0.4907

0.5103

0.3828

0.4890

0.2

0.8337

0.3821

0.4894

0.4911

0.5120

0.3828

0.4910

aFrom D. A. Maclnnes, "The Principles of Electro-
chemistry," Dover, New York, 1961, p. 85 and references
cited therein.
^Moles of positive (or negative) charge per liter.

oxide/LiClO4 (34, 35), are sometimes used in electrochemical cells. In these materials,

ions move under the influence of an electric field, even in the absence of solvent. For ex-

ample, the conductivity of a single crystal of sodium /3-alumina at room temperature is

0.035 S/cm, a value similar to that of aqueous solutions. Solid electrolytes are technologi-

cally important in the fabrication of batteries and electrochemical devices. In some of

these materials (e.g., a-Ag2S and AgBr), and unlike essentially all liquid electrolytes,

TABLE 2.3.2 Ionic Properties at Infinite
Dilution in Aqueous Solutions at 25°C

Ion

H +

K +

Na+

Li+

NH^

ka2 +

OH~

С Г

Br"

I"

NO3-

OAc"

СЮ4

kstit
HCO3-

|Fe(CN)^

|Fe(CN)^

A 0 , c m 2 n " 1 e q u i v " l f l

349.82

73.52

50.11

38.69

73.4

59.50

198

76.34

78.4

76.85

71.44

40.9

68.0

79.8

44.48

101.0

110.5

и, cm2 sec"1 V"1*

3.625 X 10" 3

7.619 X 10" 4

5.193 X 10" 4

4.010 X 10" 4

7.61 X 10~4

6.166 X 10~4

2.05 X 10" 3

7.912 X 10~4

8.13 X 10" 4

7.96 X 10" 4

7.404 X 10" 4

4.24 X 10" 4

7.05 X 10" 4

8.27 X 10" 4

4.610 X 10" 4

1.047 X 10~3

1.145 X 10" 3

aFrom D. A. Maclnnes, "The Principles of Electrochemistry,"
Dover, New York, 1961, p. 342
^Calculated from AQ.
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Figure 2.3.5 Experimental system for
demonstrating reversible flow of charge through a
cell with a liquid junction.

there is electronic conductivity as well as ionic conductivity. The relative contribution of
electronic conduction through the solid electrolyte can be found by applying a potential to
a cell that is too small to drive electrochemical reactions and noting the magnitude of the
(nonfaradaic) current. Alternatively, an electrolysis can be carried out and the faradaic
contribution determined separately (see Problem 2.12).

2.3.4 Calculation of Liquid Junction Potentials

Imagine the concentration cell (2.3.3) connected to a power supply as shown in Figure
2.3.5. The voltage from the supply opposes that from the cell, and one finds experimen-
tally that it is possible to oppose the cell voltage exactly, so that no current flows through
the galvanometer, G. If the magnitude of the opposing voltage is reduced very slightly,
the cell operates spontaneously as described above, and electrons flow from Pt to Pt' in
the external circuit. The process occurring at the liquid junction is the passage of an
equivalent negative charge from right to left. If the opposing voltage is increased from the
null point, the entire process reverses, including charge transfer through the interface be-
tween the electrolytes. The fact that an infinitesimal change in the driving force can re-
verse the direction of charge passage implies that the electrochemical free energy change
for the whole process is zero.

These events can be divided into those involving the chemical transformations at the
metal-solution interfaces:

(2.3.19)

Н + (/3) + e(Pt') ̂ ± ̂ Н2 (2.3.20)

and that effecting charge transport at the liquid junction depicted in Figure 2.3.6:

t+H+(a) + Г-СГ08) ^± t+ H + 08) + /- С Г (a) (2.3.21)

Note that (2.3.19) and (2.3.20) are at strict equilibrium under the null-current condition;
hence the electrochemical free energy change for each of them individually is zero. Of
course, this is also true for their sum:

H + 08) + e(Pt') H + (a) (2.3.22)

(a2)

LCI-
Figure 2.3.6
Figure 2.3.5.

Reversible charge transfer through the liquid junction in



70 Chapter 2. Potentials and Thermodynamics of Cells

which describes the chemical change in the system. The sum of this equation and the
charge transport relation, (2.3.21), describes the overall cell operation. However, since we
have just learned that the electrochemical free energy changes for both the overall process
and (2.3.22) are zero, we must conclude that the electrochemical free energy change for
(2.3.21) is also zero. In other words, charge transport across the junction occurs in such a
way that the electrochemical free energy change vanishes, even though it cannot be con-
sidered as a process at equilibrium. This important conclusion permits an approach to the
calculation of junction potentials.

Let us focus first on the net chemical reaction, (2.3.22). Since the electrochemical
free energy change is zero,

^H+ + Jg = /Zg+ + jS* (2.3.23)

FE = F(0Pt ' - <£pt) = £&+ - ДЙ+ (2.3.24)

Е = ^1п^ + (фР-фа) (2.3.25)

The first component of E in (2.3.25) is merely the Nernst relation for the reversible chem-
ical change, and ф@ — фа is the liquid junction potential. In general, for a chemically re-
versible system under null current conditions,

^cell = ^Nernst + Щ (2.3.26)

hence the junction potential is always an additive perturbation onto the nernstian re-
sponse.

To evaluate E}, we consider (2.3.21), for which

t+JL^ + t_ J&- = t+^H+ + t_ /Zg r (2.3.27)

Thus,

- - lib-) = 0 (2.3.28)

1 P -фа)\ = 0 (2.3.29)
JLft c\- J

Activity coefficients for single ions cannot be measured with thermodynamic rigor (30,
36, 37-38); hence they are usually equated to a measurable mean ionic activity coefficient.
Under this procedure, ag+ = ogj- = ax and a^+ = a^x- = a2. Since t+ + t- = 1, we
have

- фа) = (t+ - t_) Щ- In ^ (2.3.30)

for a type 1 junction involving 1:1 electrolytes.
Consider, for example, HC1 solutions with ax = 0.01 and a2 = 0.1. We can see from

Table 2.3.1 that t+ = 0.83 and t- = 0.17; hence at 25°C

( \
^ y ) - -39.1 mV (2.3.31)

/
For the total cell,

E = 59.1 log ^ + £j = 59.1 - 39.1 = 20.0 mV (2.3.32)

thus, the junction potential is a substantial component of the measured cell potential.
In the derivation above, we made the implicit assumption that the transference num-

bers were constant throughout the system. This is a very good approximation for junctions
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of type 1; hence (2.3.30) is not seriously compromised. For type 2 and type 3 systems, it
clearly cannot be true. To consider these cases, one must imagine the junction region to be
sectioned into an infinite number of volume elements having compositions that range
smoothly from the pure a-phase composition to that of pure /3. Transporting charge across
one of these elements involves every ionic species in the element, and ttl\z^ moles of
species / must move for each mole of charge passed. Thus, the passage of positive charge
from a toward /3 might be depicted as in Figure 2.3.7. One can see that the change in elec-
trochemical free energy upon moving any species is {tJz^cfjjL^ (recall that zj is a signed
quantity); therefore, the differential in free energy is

p

dG = 2 j : dJLx (2.3.33)

(2.3.34)

Integrating from the a phase to the /3 phase, we have
r P С fi t-

Ja i ^a *

If jitf for the a phase is the same as that for the /3 phase (e.g., if both are aqueous solu-
tions),

2 j-RTd\na{ + n>i \F \

Since 2^ = 1,

(2.3.35)

(2.3.36)

which is the general expression for the junction potential.
It is easy to see now that (2.3.30) is a special case for type 1 junctions between 1:1

electrolytes having constant tv Note that £j is a strong function of t+ and t-, and that it ac-
tually vanishes if t+ = t~. The value of Щ as a function of t+ for a 1:1 electrolyte with
ai/a2 = 10 is

Ei = 59.1 - 1) mV

at 25°C. For example, the cell

Ag/AgCl/KCl (0.1 M)/KC1 (0.01 M)/AgCl/Ag

(2.3.37)

(2.3.38)

has t+ = 0.49; hence E-} = -1.2 mV.
While type 1 junctions can be treated with some rigor and are independent of the

method of forming the junction, type 2 and type 3 junctions have potentials that depend
on the technique of junction formation (e.g., static or flowing) and can be treated only in
an approximate manner. Different approaches to junction formation apparently lead to

-fj/z, mole of-
each anion

Location

Electrochemical
potential

- f/zj mole of
each cation

x + dx

Figure 2.3.7 Transfer of net positive
charge from left to right through an
infinitesimal segment of a junction region.
Each species must contribute ty moles of
charge per mole of overall charge
transported; hence t-\z-\ moles of that
species must migrate.
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different profiles of tx through the junction, which in turn lead to different integrals for
(2.3.36). Approximate values for E-} can be obtained by assuming (a) that concentrations
of ions everywhere in the junction are equivalent to activities and (b) that the concentra-
tion of each ion follows a linear transition between the two phases. Then, (2.3.36) can be
integrated to give the Henderson equation (24, 30):

F *

i

— [COS) - C;(a)] У. \z{1 RT, i
F v i

i

«AW

MiCiO3)
(2.3.39)

where щ is the mobility of species /, and C\ is its molar concentration. For type 2 junctions
between 1:1 electrolytes, this equation collapses to the Lewis-Sargent relation'.

(2.3.40)

where the positive sign corresponds to a junction with a common cation in the two phases,
and the negative sign applies to the case with a common anion. As an example, consider
the cell

Ag/AgCl/HCl (0.1M)/KCl (0.1 M)/AgCl/Ag (2.3.41)

for which Есец is essentially E-y The measured value at 25°C is 28 ± 1 mV, depending on
the technique of junction formation (30), while the estimated value from (2.3.40) and the
data of Table 2.3.2 is 26.8 mV.

2.3.5 Minimizing Liquid Junction Potentials

In most electrochemical experiments, the junction potential is an additional troublesome
factor, so attempts are often made to minimize it. Alternatively, one hopes that it is small
or that it at least remains constant. A familiar method for minimizing £j is to replace the
junction, for example,

HC1 (Ci)/NaCl (C2) (2.3.42)

with a system featuring a concentrated solution in an intermediate salt bridge, where the
solution in the bridge has ions of nearly equal mobility. Such a system is

HC1 (Ci)/KCl (C)/NaCl (C2)

Table 2.3.3 lists some measured junction potentials for the cell,

Hg/Hg2Cl2/HCl (0.1 M)/KC1 (С)/Ка (0

(2.3.43)

(2.3.44)

As С increases, £j falls markedly, because ionic transport at the two junctions is dominated
more and more extensively by the massive amounts of KC1. The series junctions become
more similar in magnitude and have opposite polarities; hence they tend to cancel. Solu-
tions used in aqueous salt bridges usually contain KC1 (t+ = 0.49, t- = 0.51) or, where
Cl" is deleterious, KNO3 (t+ = 0.51, t- = 0.49). Other concentrated solutions with equi-
transferent ions that have been suggested (39) for salt bridges include CsCl (f+ = 0.5025),
RbBr (t+ = 0.4958), and NH4I (t+ = 0.4906). In many measurements, such as the deter-
mination of pH, it is sufficient if the junction potential remains constant between calibra-
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TABLE 2.3.3 Effect of a Salt Bridge on Measured
Junction Potentials"

Concentration of KC1, C(M) £j,mV

0.1 27

0.2 20

0.5 13

1.0 8.4

2.5 3.4

3.5 1.1

4.2 (saturated) < 1

aSee J. J. Lingane, "Electroanalytical Chemistry," Wiley-
Interscience, New York, 1958, p. 65. Original data from H. A.
Fales and W. C. Vosburgh, / . Am. Chem. Soc. 40, 1291 (1918);
E. A. Guggenheim, ibid., 52, 1315 (1930); and A. L. Ferguson,
K. Van Lente, and R. Hitchens, ibid., 54,1285 (1932).

tion (e.g., with a standard buffer or solution) and measurement. However, variations in Ej
of 1-2 mV can be expected, and should be considered in any interpretations made from
potentiometric data.

2.3.6 Junctions of Two Immiscible Liquids

Another junction of interest is that between two immiscible electrolyte solutions (40^-4).
A typical junction of this type would be

К + С Г (H2O)/TBA+C1O4 (nitrobenzene) (2.3.45)
phase a phase /3

where TBA+C1O^ is tetra-n-butylammonium perchlorate. Of interest in connection with
ion-selective electrodes (Section 2.4.3) and as models for biological membranes are re-
lated cells with immiscible liquids between two aqueous phases, such as

Ag/AgCl/ KC1 (aq) /TBA+CIO^ (nitrobenzene) / KC1 (aq) /AgCl/Ag (2.3.46)

where the intermediate liquid layer behaves as a membrane. The treatment of the poten-
tials across junctions like (2.3.45) is similar to that given earlier in this section, except that
the standard free energies of a species / in the two phases, fifa and /if̂ , are now different.
The junction potential then becomes (40, 41)

+RT ln ( f )
where A^"nsr?r j *s * п е standard free energy required to transfer species / with charge i\
between the two phases and is defined as

* & & i = № ~ da (2-3-48)

This quantity can be estimated, for example, from solubility data, but only with an
extrathermodynamic assumption of some kind. For example, for the salt tetraphenylarso-
nium tetraphenylborate (TPAs+TPB~), it is widely assumed that the free energy of sol-
vation (AGJ?olvn) of TPAs+ is equal to that of TPB~, since both are large ions with most
of the charge buried deep inside the surrounding phenyl rings (45). Consequently, the in-
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dividual ion solvation energies are taken as one-half of the solvation energy of the salt,
which is measurable from the solubility product in a given solvent. That is,

AG°olvn (TPAs+) = AG°olvn(TPB") = ±AG°olvn (TPAs+ТРЩ (2.3.49)

r, TPAS+ = AG»olvn(TPAs+, J8) - AG°olvn (TPAs+, a) (2.3.50)

The free energy of transfer can also be obtained from the partitioning of the salt between
the phases a and /3. For each ion, the value determined in this way should be the same as
that calculated in (2.3.50), if the intersolubility of a and /3 is very small.

The rate of transfer of ions across interfaces between immiscible liquids is also of in-
terest and can be obtained from electrochemical measurements (Section 6.8).

2.4 SELECTIVE ELECTRODES (46-55)

2.4.1 Selective Interfaces

Suppose one could create an interface between two electrolyte phases across which only a
single ion could penetrate. A selectively permeable membrane might be used as a separa-
tor to accomplish this end. Equation 2.3.34 would still apply; but it could be simplified by
recognizing that the transference number for the permeating ion is unity, while that for
every other ion is zero. If both electrolytes are in a common solvent, one obtains by inte-
gration

^ ^ <П = 0 (2.4.1)

where ion i is the permeating species. Rearrangement gives

£
т = - 5 1 П <

If the activity of species / is held constant in one phase, the potential difference between
the two phases (often called the membrane potential, Em) responds in a Nernst-like fash-
ion to the ion's activity in the other phase.

This idea is the essence of ion-selective electrodes. Measurements with these devices
are essentially determinations of membrane potentials, which themselves comprise junc-
tion potentials between electrolyte phases. The performance of any single system is deter-
mined largely by the degree to which the species of interest can be made to dominate
charge transport in part of the membrane. We will see below that real devices are fairly
complicated, and that selectivity in charge transport throughout the membrane is both
rarely achieved and actually unnecessary.

Many ion-selective interfaces have been studied, and several different types of elec-
trodes have been marketed commercially. We will examine the basic strategies for intro-
ducing selectivity by considering a few of them here. The glass membrane is our starting
point because it offers a fairly complete view of the fundamentals as well as the usual
complications found in practical devices.

2.4.2 Glass Electrodes

The ion-selective properties of glass/electrolyte interfaces were recognized early in the
20th century, and glass electrodes have been used since then for measurements of pH and
the activities of alkali ions (24, 37, 46-55). Figure 2.4.1 depicts the construction of a typi-
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Internal
filling solution -

(0.1 MHCI)

Ag wire

Excess AgCI

Thin glass
membrane

Figure 2.4.1 A typical glass electrode.

cal device. To make measurements, the thin membrane is fully immersed in the test solu-
tion, and the potential of the electrode is registered with respect to a reference electrode
such as an SCE. Thus, the cell becomes,

.1 M)/AgCl/Ag (2.4.3)

Glass electrode's
internal reference

SCE Glass electrode

The properties of the test solution influence the overall potential difference of the cell at
two points. One of them is the liquid junction between the SCE and the test solution.
From the considerations of Section 2.3.5, we can hope that the potential difference there
is small and constant. The remaining contribution from the test solution comes from its
effect on the potential difference across the glass membrane. Since all of the other inter-
faces in the cell feature phases of constant composition, changes in the cell potential can
be wholly ascribed to the junction between the glass membrane and the test solution. If
that interface is selective toward a single species /, the cell potential is

RT,
E = constant + ^p In a\„soln (2.4.4)

where the constant term is the sum of potential differences at all of the other interfaces.17

The constant term is evaluated by "standardizing" the electrode, that is, by measuring E
for a cell in which the test solution is replaced by a standard solution having a known ac-
tivity for species /,18

Actually, the operation of the glass phase is rather complicated (24, 37, 46^48, 51).
The bulk of the membrane, which might be about 50 jiim thick, is dry glass through which
charge transport occurs exclusively by the mobile cations present in the glass. Usually,
these are alkali ions, such as Na + or Li+. Hydrogen ion from solution does not contribute
to conduction in this region. The faces of the membrane in contact with solution differ
from the bulk, in that the silicate structure of the glass is hydrated. As shown in Figure
2.4.2, the hydrated layers are thin. Interactions between the glass and the adjacent solu-
tion, which occur exclusively in the hydrated zone, are facilitated kinetically by the
swelling that accompanies the hydration.

17Equation 2.4.4 is derived from (2.4.2) by recognizing the test solution as phase a and the internal filling
solution of the electrode as phase /3. See also Figures 2.3.5 and 2.3.6.
18By the phrase "activity for species Г we mean the concentration of / multiplied by the mean ionic activity

coefficient. See Section 2.3.4 for a commentary and references related to the concept of single-ion activities.
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Hydrated layer Hydrated layer

Test solution Dry glass

• 5 0 (im M-

Internal filling solution

15-100 nm

Figure 2.4.2 Schematic profile through a glass membrane.

The membrane potentials appear because the silicate network has an affinity for
certain cations, which are adsorbed (probably at fixed anionic sites) within the struc-
ture. This action creates a charge separation that alters the interfacial potential dif-
ference. That potential difference, in turn, alters the rates of adsorption and
desorption. Thus, the rates are gradually brought into balance by a mechanism re-
sembling the one responsible for the establishment of junction potentials, as dis-
cussed above.

Obviously, the glass membrane does not adhere to the simplified idea of a selec-
tively permeable membrane. In fact, it may not be at all permeable to some of the ions of
greatest interest, such as H + . Thus, the transference number of such an ion can-
not be unity throughout the membrane, and it may actually be zero in certain zones. Can
we still understand the observed selective response? The answer is yes, provided that the
ion of interest dominates charge transport in the interfacial regions of the membrane.

Let us consider a model for the glass membrane like that shown in Figure 2.4.3.
The glass will be considered as comprising three regions. In the interfacial zones, m!
and m", there is rapid attainment of equilibrium with constituents in solution, so that
each adsorbing cation has an activity reflecting its corresponding activity in the adja-
cent solution. The bulk of the glass is denoted by m, and we presume that conduction
there takes place by a single species, which is taken as Na + for the sake of this argu-
ment. The whole system therefore comprises five phases, and the overall difference in
potential across the membrane is the sum of four contributions from the junctions be-
tween the various zones:

~ Фт") + (фт" ~ Фт) + (Фт - Фт) + (Фт' ~ Фа) (2.4.5)

Test solution

Equilibrium
adsorption

Internal filling solution

Equilibrium
adsorption

Figure 2.4.3 Model for treating the membrane potential across a glass barrier.
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The first and last terms are interfacial potential differences arising from an equilib-
rium balance of selective charge exchange across an interface. This condition is known as
Donnan equilibrium (24, 51). The magnitude of the resulting potential difference can be
evaluated from electrochemical potentials. Suppose we have Na + and H + as interfacially
active ions. Then at the a/m' interface,

МЙ+ = MH+ (2-4.6)

M + = MNa+ (2-4.7)

Expanding (2.4.6), we have

/!$*+ + RT In я£+ 4- ¥фа = ySfii + ЯГ In ajgV + F<£m' (2.4.8)

and rearrangement gives
Oa Om' a

(фт' -ф<*) = ^и+ ^ H + + ^ i n ^ l (2.4.9)

An equivalent treatment of the interface between (3 and m" gives
Om" _ 0/3 m "

(фР - фт") = ^ Н +

 р

 М н + + £ 1 in ̂ | ± (2.4.10)

Note that Дна+ = A%+, because both a and /3 are aqueous solutions. Similarly,
Мн+ = Мн+- w h e n w e a d d (2.4.9) and (2.4.10) later in this development, these equiva-
lencies will cause the terms involving fi° to disappear.

The second and third components in (2.4.5) are junction potentials within the glass
membrane. In the specialized literature, they are called diffusion potentials, because they
arise from differential ionic diffusion in the manner discussed in Section 2.3.2. The sys-
tems correspond to type 3 junctions as defined there.

We can treat them through a variant of the Henderson equation, (2.3.39), which was
introduced earlier in Section 2.3.4. The usual form of this equation is derived from
(2.3.36) by neglecting activity effects and assuming linear concentration profiles through
the junction. Here, we are interested only in univalent positive charge carriers; hence we
can specialize (2.3.39) for the interface between m and m! as

(фт-фт) = ^ \

where the concentrations have been replaced by activities. Also, for the interface between
m and m",

m

(фт" - фт) = Qjf- In ^ a + N a + — — (2.4.12)
W J J + # н + ~r ^Na~*~ ^Na~^

Now let us add the component potential differences, (2.4.9)-(2.4.12), as dictated by
(2.4.5), to obtain the whole potential difference across the membrane:19

RT, О н + Д н + m т ч

— —pr 1П _ , (Donnan Term)

+—рг Ш ; ~ (Diffusion term) (2.4.13)

F (MNa+/«H+)«Sa+ + «H+

19Note that the diffusion term here is the same as that which would be predicted by the Henderson equation
from the compositions of m' and m" without considering m as a separate phase. Many treatments of this
problem follow such an approach. We have added the phase m because the three-phase model for the membrane
is more realistic with regard to the assumptions underlying the Henderson equation.
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Some important simplifications can be made in this result. First, we combine the two
terms in (2.4.13) and rearrange the parameters to give

F _RT
F

Now consider (2.4.6) and (2.4.7), which apply simultaneously. Their sum must also be true:

Й а + + Й?+ = М§+ + Й?а+ (2.4.15)

This equation is a free energy balance for the ion-exchange reaction:

Na + (a) + H + (m') ^± H + (a) + Na + (mr) (2.4.16)

Since it does not involve net charge transfer, it is not sensitive to the interfacial potential
difference [see Section 2.2.4(c)], and it has an equilibrium constant given by

An equivalent expression, involving the same numeric value of К#+ N a + , would apply to
the interface between phases /3 and m'. These relations can be substituted into (2.4.14) to
give

RT, (%a+/H+)H+,Na+Na+ H+
— — m — (Z.4.16)

* ( / Ж 6 +
Since ^H+,Na+ a n c^ wNa+/wH+ a r e constants of the experiment, it is convenient to define
their product as the potentiometric selectivity coefficient, k^+ N a + :

RT* H H+,NaNa+ /0Q1Q4

-У]п и , ipot У (23.19)

If the /3 phase is the internal filling solution (of constant composition) and the a
phase is the test solution, then the overall potential of the cell is

RT
E = constant + ^ r In

г
(2.4.20)

This expression tells us that the cell potential is responsive to the activities of both
Na+ and H + in the test solution, and that the degree of selectivity between these species is
defined АЦ+ N a + . If the product A^+>Na+ #Na+ *s m u c n less than яg+, then the membrane
responds essentially exclusively to H + . When that condition applies, charge exchange be-
tween the phases a and m! is dominated by H + .

We have formulated this problem in a manner that considers only Na + and H + as ac-
tive species. Glass membranes also respond to other ions, such as Li+, K+, Ag+, and
NH4". The relative responses can be expressed through the corresponding potentiometric
selectivity coefficients (see Problem 2.16 for some typical numbers), which are influenced
to a great extent by the composition of the glass. Different types of electrodes, based on
different types of glass, are marketed. They are broadly classified as (a) pH electrodes
with a selectivity order H + > > > Na + > K+, Rb+, Cs + > > Ca 2 + , (b) sodium-sensitive
electrodes with the order Ag+ > H + > Na + > > K+, Li + > > Ca 2 + , and (c) a more
general cation-sensitive electrode with a narrower range of selectivities in the order
H + > K + > Na + > N H | , Li + » Ca 2 + .

There is a large literature on the design, performance, and theory of glass electrodes
(37, 46-55). The interested reader is referred to it for more advanced discussions.
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Other Ion-Selective Electrodes

The principles that we have just reviewed also apply to other types of selective mem-
branes (48, 50-59). They fall generally into two categories.

(a) Solid-State Membranes
Like the glass membrane, which is a member of this group, the remaining common solid-
state membranes are electrolytes having tendencies toward the preferential adsorption of
certain ions on their surfaces.

Consider, for example, the single-crystal LaF3 membrane, which is doped with EuF2

to create fluoride vacancies that allow ionic conduction by fluoride. Its surface selectively
accommodates F~ to the virtual exclusion of other species except OH~.

Other devices are made from precipitates of insoluble salts, such as AgCl, AgBr, Agl,
Ag2S, CuS, CdS, and PbS. The precipitates are usually pressed into pellets or are sus-
pended in polymer matrices. The silver salts conduct by mobile Ag+ ions, but the heavy
metal sulfides are usually mixed with Ag2S, since they are not very conductive. The sur-
faces of these membranes are generally sensitive to the ions comprising the salts, as well
as to other species that tend to form very insoluble precipitates with a constituent ion. For
example, the Ag2S membrane responds to Ag+, S2~~, and Hg2+. Likewise, the AgCl
membrane is sensitive to Ag+, Cl~, Br~, I~, CN~, and OH~.

(b) Liquid and Polymer Membranes
An alternative structure utilizes a hydrophobic liquid membrane as the sensing element.
The liquid is stabilized physically between an aqueous internal filling solution and an
aqueous test solution by allowing it to permeate a porous, lipophilic diaphragm. A reser-
voir contacting the outer edges of the diaphragm contains this liquid. Chelating agents
with selectivity toward ions of interest are dissolved in it, and they provide the mecha-
nism for selective charge transport across the boundaries of the membrane.

A device based on these principles is a calcium-selective electrode. The hydrophobic
solvent might be dioctylphenylphosphonate, and the chelating agent might be the sodium
salt of an alkyl phosphate ester, (RO)2 PO^Na+, where R is an aliphatic chain having 8-18
carbons. The membrane is sensitive to Ca2+, Zn2+, Fe2+, Pb2+, Cu2+, tetra-alkylammo-
nium ions, and still other species to lesser degrees. "Water hardness" electrodes are based
on similar agents, but are designed to show virtually equal responses to Ca2+ and Mg2+.

Other systems featuring liquid ion-exchangers are available for anions, such as NO^~,
ClO^, and Cl~. Nitrate and perchlorate are sensed by membranes including alkylated
1,10-phenanthroline complexes of Ni2+ and Fe2+, respectively. All three ions are active
at other membranes based on quaternary ammonium salts.

In commercial electrodes, the liquid ion-exchanger is in a form in which the chelating
agent is immobilized in a hydrophobic polymer membrane like poly(vinylchloride) (Fig-
ure 2.4.4). Electrodes based on this design (called polymer or plastic membrane ISEs) are
more rugged and generally offer superior performance.

Liquid ion-exchangers all feature charged chelating agents, and various ion-exchange
equilibria play a role in their operation. A related type of device, also featuring a stabi-
lized liquid membrane, involves uncharged chelating agents that enable the transport of
charge by selectively complexing certain ions. These agents are sometimes called neutral
carriers. Systems based on them typically also involve the presence of some anionic sites
in the membrane, either naturally occurring or added in the form of hydrophobic ions, and
these anionic sites contribute to the ion-exchange process (56-58). It has also been pro-
posed that electrodes based on neutral carriers operate by a phase-boundary (i.e., adsorp-
tion), rather than a carrier mechanism (59).
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Electrical contact
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Figure 2.4.4 A typical plastic membrane ISE. [Courtesy of
Orion Research, Inc.]

For example, potassium-selective electrodes can be constructed with the natural
macrocycle valinomycin as a neutral carrier in diphenyl ether. This membrane has a much
higher sensitivity to K + than to Na+, Li+, Mg 2 +, Ca 2 + , or H + ; but Rb + and Cs + are
sensed to much the same degree as K+. The selectivity seems to rest mostly on the molec-
ular recognition of the target ion by the complexing site of the carrier.

(c) Commercial Devices
Table 2.4.1 is a listing of typical commercial ion-selective electrodes, the pH and concen-
tration ranges over which they operate, and typical interferences. Selectivity coefficients
for many of these electrodes are available (55, 57).

TABLE 2.4.1 Typical Commercially Available Ion-Selective Electrodes

Species

Ammonium (NH4")
Barium (Ba2 +)
Bromide (Br~)
Cadmium (Cd2 +)
Calcium (Ca2 +)
Chloride (СГ)
Copper (Cu2 +)
Cyanide (CN")
Fluoride (F~)
Iodide (Г)
Lead (Pb2 +)
Nitrate (NO3")
Nitrite (NO2)
Potassium (K+)
Silver (Ag+)
Sodium (Na+)
Sulfide (S2~)

Type*

L
L
S
S
L
S

s
s
s
s
s
L
L
L
S
G
S

Concentration
Range(M)

КГЧоКГ6

КГЧоКГ5

1 to 10~5

10"1 to 10~7

1 to 10~7

1 to 5 X 10~5

К Г Ч о К Г 7

10"2 to 10"6

1 to 10"7

1 to 10~7

1(ГЧо1(Г6

1 to 5 X 10~6

1 to 10~6

1 to 10"6

1 to 10~7

Sat'd to 10~6

1 to 10~7

рн
Range

5-8
5-9
2-12
3-7
4-9
2-11
0-7

10-14
5-8
3-12
0-9
3-10
3-10
4-9
2-9
9-12

12-14

Interferences

K+,Na+,Mg 2 +

K+,Na+,Ca 2 +

I", S2", CN"
Ag+,Hg2 +,Cu2 +,Pb2 +,Fe3 +

Ba 2 +,Mg 2 +,Na+,Pb 2 +

I", S2~, CN~, Br"
Ag+,Hg2+,S2~,CT,Br~
S2~
OH"
S 2 "
Ag+,Hg 2 +,S 2-,Cd 2 +,Cu 2 +,Fe 3 +

Cl",Br",NO2,F",SO5~
Cl",Br"",NOJ,F",SO5~
Na+, Ca 2 + , Mg 2 +

S 2 " , H g 2 +

Li+, K+, NH^
Ag + ,Hg 2 +

aG = glass; L = liquid membrane; S = solid-state. Typical temperature ranges are 0-50°C for liquid-

membrane and 0-80°C for solid-state electrodes.
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(d) Detection Limits
As shown in Table 2.4.1, the lower limit for detection of an ion with an ISE is generally
10~6to 10~7M. This limit is largely governed by the leaching of ions from the internal
electrolyte into the sample solution (60). The leakage can be prevented by using a lower
concentration of the ion of interest in the internal electrolyte, so that the concentration
gradient established in the membrane causes an ion flux from the sample to the inner elec-
trolyte. This low concentration can be maintained with an ion buffer, that is, a mixture of
the metal ion with an excess of a strong complexing agent. In addition, a high concentra-
tion of a second potential-determining ion is added to the internal solution. Under these
conditions, the lower detection limit can be considerably improved. For example, for
a conventional liquid-membrane Pb2+ electrode with an internal filling solution of
5 X 10 4 M Pb z + and 5 X 10 l M M g z \ the detection limit for Pb:

was 4 X 10~6 M. When the internal solution was changed to 10~3 M Pb2+ and
5 X 10~z M Na2EDTA (yielding a free [Pbz+] = 10" i 2 M), the detection limit decreased
to 5 X 10~12 M (61). In the internal solution, the dominant potential-determining ion
isNa+at0.1M.

2.4.4 Gas-Sensing Electrodes

Figure 2.4.5 depicts the structure of a typical potentiometric gas-sensing electrode (62). In
general, such a device involves a glass pH electrode that is protected from the test solu-
tion by a polymer diaphragm. Between the glass membrane and the diaphragm is a small
volume of electrolyte. Small molecules, such as SO2, NH3, and CO2, can penetrate the
membrane and interact with the trapped electrolyte by reactions that produce changes in
pH. The glass electrode responds to the alterations in acidity.

Electrochemical cells that use a solid electrolyte composed of zirconium dioxide con-
taining Y2O3 (yttria-stabilized zirconia) are available to measure the oxygen content of
gases at high temperature. In fact, sensors of this type are widely used to monitor the ex-
haust gas from the internal combustion engines of motor vehicles, so that the air-
to-fuel mixture can be controlled to minimize the emission of pollutants such as CO and
NOX. This solid electrolyte shows good conductivity only at high temperatures
(500-1,000°C), where the conduction process is the migration of oxide ions. A typical
sensor is composed of a tube of zirconia with Pt electrodes deposited on the inside and
outside of the tube. The outside electrode contacts air with a known partial pressure of

Outer body

Inner body

Spacer

Sensing element

O-ring

— Bottom cap

Membrane

Figure 2.4.5 Structure of a gas-sensing
electrode. [Courtesy of Orion Research, Inc/
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oxygen, p a , and serves as the reference electrode. The inside of the tube is exposed to the
hot exhaust gas with a lower oxygen partial pressure, p e g . The cell configuration can thus
be written

Pt/O2 (exhaust gas, peg)/Zr02 + Y2O3/O2 (air,/?a)/Pt (2.4.21)

and the potential of this oxygen concentration cell can be used to measure pQg (Problem
2.19).

We note here that the widely employed Clark oxygen electrode differs fundamentally
from these devices (18, 63). The Clark device is similar in construction to the apparatus of
Figure 2.4.5, in that a polymer membrane traps an electrolyte against a sensing surface.
However, the sensor is a platinum electrode, and the analytical signal is the steady-state
current flow due to the faradaic reduction of molecular oxygen.

2.4.5 Enzyme-Coupled Devices

The natural specificity of enzyme-catalyzed reactions can be used as the basis for selec-
tive detection of analytes (49, 64-68). One fruitful approach has featured potentiometric
sensors with a structure similar to that of Figure 2.4.5, with the difference that the gap be-
tween the ion-selective electrode and the polymer diaphragm is filled with a matrix in
which an enzyme is immobilized.

For example, urease, together with a buffered electrolyte, might be held in a cross-
linked polyacrylamide gel. When the electrode is immersed in a test solution, there will be
a selective response toward urea, which diffuses through the diaphragm into the gel. The
response comes about because the urease catalyzes the process:

О

N H 2 — С—NH 2 + H + + 2H2O
Urease

нсо; (2.4.22)

The resulting ammonium ions can be detected with a cation-sensitive glass membrane.
Alternatively, one could use a gas-sensing electrode for ammonia in place of the glass
electrode, so that interferences from H + , Na+, and K + are reduced.

The research literature features many examples of this basic strategy. Different en-
zymes allow selective determinations of single species, such as glucose (with glucose oxi-
dase), or groups of substances such as the L-amino acids (with L-amino acid oxidase).
Recent reviews should be consulted for a more complete view of the field (66-68).

Amperometric enzyme electrodes are discussed in Sections 14.2.5 and 14.4.2(c).
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2.6 PROBLEMS

2.1 Devise electrochemical cells in which the following reactions could be made to occur. If liquid
junctions are necessary, note them in the cell schematic appropriately, but neglect their effects.

(a) H2O ^± H + + OH~

(b) 2H2 + O2 ^± H2O

(c) 2PbSO4 + 2H2O ±± PbO2 + Pb + 4H + + 2SOf

(d) AnT 4- TMPD^ ±± An + TMPD (in acetonitrile, where An and AnT are anthracene and its
anion radical, and TMPD and TMPD^ are AW^'^-tetramethyl-p-phenylenediamine and its
cation radical. Use anthracene potentials for DMF solutions given in Appendix C.3).

(e) 2Ce3 + + 2H+ + BQ ^± 2Ce 4 + + H2Q (aqueous, where BQ is p-benzoquinone and H2Q is p-
hydroquinone)

(f) Ag+ + I~ <± Agl (aqueous)

(g) Fe 3 + + Fe(CN)£~ <=» Fe2+ + Fe(CN)3," (aqueous)

(h) Cu2+ + Pb «± Pb2+ + Cu (aqueous)

(i) AnT + BQ <=̂  BOT. + An (in А^Д-dimethylformamide, where BQ, An, and AnT are defined
above and BO~ is the anion radical of p-benzoquinone. Use BQ potentials in acetonitrile given
in Appendix C.3).

What half-reactions take place at the electrodes in each cell? What is the standard cell potential in each
case? Which electrode is negative? Would the cell operate electrolytically or galvanically in carrying
out a net reaction from left to right? Be sure your decisions accord with chemical intuition.

2.2 Several hydrocarbons and carbon monoxide have been studied as possible fuels for use in fuel
cells. From thermodynamic data in references 5-8 and 16, derive E°s for the following reactions at
25°C:
(a) CO(g) + H2O(/) -> CO2(g) + 2H+ + 2e
(b) CH4(#)+ 2H2O(/) -* CO2(g) + 8H+ + 8e
(c) C2H6(g) + 4H2O(/) -* 2CO2(#) + 14H+ + Ue

(d) C2H2(g) + 4H2O(/) -> 2CO2(#) + 10H+ + 10*

Even though a reversible emf could not be established (Why not?), which half-cell would ideally
yield the highest cell voltage when coupled with the standard oxygen half-cell in acid solution?
Which of the fuels above could yield the highest net work per mole of fuel oxidized? Which would
give the most net work per gram?
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2.3 Devise a cell in which the following reaction is the overall cell process (T = 298 K):

2Na+ + 2СГ -> 2Na(Hg) + Cl2 (aqueous)

where Na(Hg) symbolizes the amalgam. Is the reaction spontaneous or not? What is the standard
free energy change? Take the standard free energy of formation of Na(Hg) as —85 kJ/mol. From a
thermodynamic standpoint, another reaction should occur more readily at the cathode of your cell.
What is it? It is observed that the reaction written above takes place with good current efficiency.
Why? Could your cell have a commercial value?

2.4 What are the cell reactions and their emfs in the following systems? Are the reactions spontaneous?
Assume that all systems are aqueous.
(a) Ag/AgCl/K+, СГ (1 M)/Hg2Cl2/Hg
(b) Pt/Fe3+ (0.01 M), F e 2 + (0.1 M), HC1 (1 M)//Cu2+ (0.1 M), HC1 (1 M)/Cu
(c) Pt/H2 (1 atm)/H\ С Г (0.1 M)//H+, С Г (0.1 M)/O2 (0.2 atm)/Pt
(d) Pt/H2 (1 atm)/Na+, OH~ (0.1 M)//Na+, OH" (0.1 M)/O2 (0.2 atm)/Pt

(e) Ag/AgCl/K+, С Г (1 M)//K\ С Г (0.1 M)/AgCl/Ag

(f) Pt/Ce3+ (0.01 M), Ce 4 + (0.1 M), H2SO4 (1 M)//Fe2+ (0.01 M), F e 3 + (0.1 M), HC1 (1 M)/Pt

2.5 Consider the cell in part (f) of Problem 2.4. What would the composition of the system be at the end
of a galvanic discharge to an equilibrium condition? What would the cell potential be? What would
the potential of each electrode be vs. NHE? Vs. SCE? Take equal volumes on both sides.

2.6 Devise a cell for evaluating the solubility product of PbSO4. Calculate the solubility product from
the appropriate E° values (T = 298 K).

2.7 Obtain the dissociation constant of water from the parameters of the cell constructed for reaction (a)
in Problem 2.1 (T = 298 K).

2.8 Consider the cell:

Cu/M/Fe2+, Fe 3 + , H+//Cr/AgCl/Ag/Cu'

Would the cell potential be independent of the identity of M (e.g., graphite, gold, platinum) as long
as M is chemically inert? Use electrochemical potentials to prove your point.

2.9 Given the half-cell of the standard hydrogen electrode,

Pt/H2 (a = 1)/H+ (a = 1) (soln)

H 2 <=± 2H+(soln) + 2e(Pt)

Show that although the emf of the cell half-reaction is taken as zero, the potential difference be-
tween the platinum and the solution, that is, фР 1 — 0 s, is not zero.

2.10 Devise a thermodynamically sound basis for obtaining the standard potentials for new half-reac-
tions by taking linear combinations of other half-reactions (T = 298 K). As two examples, calculate
£"° values for
(a) Cul + e ^ Cu + I"
(b) O2 + 2H+ + 2e ±± H2O2

given the following half-reactions and values for £° (V vs. NHE):

Cu2+ + 2e *± Cu 0.340

Cu2+ + I" + e <=> Cul 0.86

O2 + 4H+ + 4e ?± 2H2O 1.229

H2O2+ 2H+ + 2e ?± 2H2O 1.763

2.11 Transference numbers are often measured by the Hittorf method as illustrated in this problem. Con-
sider the three-compartment cell:

L С R

©Ag/AgNO3(0.100 M)//AgNO3(0.100 M)//AgNO3(0.100 M)/Ag ©



86 • Chapter 2. Potentials and Thermodynamics of Cells

where the double slashes (//) signify sintered glass disks that divide the compartments and prevent
mixing, but not ionic movement. The volume of AgNO3 solution in each compartment (L, C, R) is
25.00 mL. An external power supply is connected to the cell with the polarity shown, and current is
applied until 96.5 С have passed, causing Ag to deposit on the left Ag electrode and Ag to dissolve
from the right Ag electrode.
(a) How many grams of Ag have deposited on the left electrode? How many mmol of Ag have de-

posited?
(b) If the transference number for Ag+ were 1.00 (i.e., tAg+ = 1.00, J N O - = 0.00), what would the

concentrations of Ag+ be in the three compartments after electrolysis?

(c) Suppose the transference number for Ag+ were 0.00 (i.e., tAg+ = 0.00, ^NO 3 - = 1-00), what
would the concentrations of Ag+ be in the three compartments after elec-
trolysis?

(d) In an actual experiment like this, it is found experimentally that the concentration of Ag+ in the
anode compartment R has increased to 0.121 M. Calculate tAg+ and t^oj>

2.12 Suppose one wants to determine the contribution of electronic (as opposed to ionic) conduction
through doped AgBr, a solid electrolyte. A cell is prepared with a film of AgBr between two Ag
electrodes, each of mass 1.00 g, that is, ©Ag/AgBr/Ag©. After passage of 200 mA through the cell
for 10.0 min, the cell was disassembled and the cathode was found to have a mass of 1.12 g. If Ag
deposition is the only faradaic process that occurs at the cathode, what fraction of the current
through the cell represents electronic conduction in AgBr?

2.13 Calculate the individual junction potentials at T = 298 К on either side of the salt bridge in (2.3.44)
for the first two concentrations in Table 2.3.3. What is the sum of the two potentials in each case?
How does it compare with the corresponding entry in the table?

2.14 Estimate the junction potentials for the following situations (T = 298 K):

(a) HCl(0.1M)/NaCl(0.1M)

(b) HC1 (0.1 M)/NaCl (0.01 M)

(c) KNO3 (0.01 M)/NaOH (0.1 M)

(d) NaNO3 (0.1 M)/NaOH (0.1 M)

2.15 One often finds pH meters with direct readout to 0.001 pH unit. Comment on the accuracy of these
readings in making comparisons of pH from test solution to test solution. Comment on their mean-
ing in measurements of small changes in pH in a single solution (e.g., during a titration).

2.16 The following values of Щ[+^ are typical for interferents / at a sodium-selective glass electrode:
K+, 0.001; NH4", 10~5; Ag+, 300; H + , 100. Calculate the activities of each interferent that would
cause a 10% error when the activity of Na + is estimated to be 10~3 M from a potentiometric mea-
surement.

2.17 Would Na2H2EDTA be a good ion-exchanger for a liquid membrane electrode? How about
Na2H2EDTA-R, where R designates a C2Q alkyl substituent? Why or why not?

2.18 Comment on the feasibility of developing selective electrodes for the direct potentiometric determi-
nation of uncharged substances.

2.19 Consider the exhaust gas analyzer based on the oxygen concentration cell, (2.4.21). The electrode
reaction that occurs at high temperature at both of the Pt/ZrO2 + Y2O3 interfaces is

O 2 + 4e «± 2O2~

Write the equation that governs the potential of this cell as a function of the pressures, p e g and p a .
What would the cell voltage be when the partial pressure of oxygen in the exhaust gas is 0.01 atm
(1,013 Pa)?



3
KINETICS OF ELECTRODE

REACTIONS

In Chapter 1, we established a proportionality between the current and the net rate of an
electrode reaction, v. Specifically, v = i/nFA. We also know that for a given electrode
process, current does not flow in some potential regions, yet it flows to a variable degree
in others. The reaction rate is a strong function of potential; thus, we require potential-
dependent rate constants for an accurate description of interfacial charge-transfer dynam-
ics.

In this chapter, our goal is to devise a theory that can quantitatively rationalize the
observed behavior of electrode kinetics with respect to potential and concentration. Once
constructed, the theory will serve often as an aid for understanding kinetic effects in new
situations. We begin with a brief review of certain aspects of homogeneous kinetics, be-
cause they provide both a familiar starting ground and a basis for the construction,
through analogy, of an electrochemical kinetic theory.

3.1 REVIEW OF HOMOGENEOUS KINETICS

3.1.1 Dynamic Equilibrium

Consider two substances, A and B, that are linked by simple unimolecular elementary re-
actions.1

A^B (3.1.1)

4
Both elementary reactions are active at all times, and the rate of the forward process,
Vf (M/s), is

(3.1.2)

whereas the rate of the reverse reaction is

"b = hCB (3.1.3)

The rate constants, kf and k\>, have dimensions of s~\ and one can easily show that they
are the reciprocals of the mean lifetimes of A and B, respectively (Problem 3.8). The net
conversion rate of A to В is

vnet = kfCA-kbCB (3.1.4)

*An elementary reaction describes an actual, discrete chemical event. Many chemical reactions, as written, are
not elementary, because the transformation of products to reactants involves several distinct steps. These steps
are the elementary reactions that comprise the mechanism for the overall process.

Я7
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At equilibrium, the net conversion rate is zero; hence

£ = * = §* (3.1.5)
^b CA

The kinetic theory therefore predicts a constant concentration ratio at equilibrium, just as
thermodynamics does.

Such agreement is required of any kinetic theory. In the limit of equilibrium, the ki-
netic equations must collapse to relations of the thermodynamic form; otherwise the ki-
netic picture cannot be accurate. Kinetics describe the evolution of mass flow throughout
the system, including both the approach to equilibrium and the dynamic maintenance of
that state. Thermodynamics describe only equilibrium. Understanding of a system is not
even at a crude level unless the kinetic view and the thermodynamic one agree on the
properties of the equilibrium state.

On the other hand, thermodynamics provide no information about the mechanism
required to maintain equilibrium, whereas kinetics can be used to describe the intricate
balance quantitatively. In the example above, equilibrium features nonzero rates of con-
version of A to В (and vice versa), but those rates are equal. Sometimes they are called
the exchange velocity of the reaction, u 0

:

We will see below that the idea of exchange velocity plays an important role in treatments
of electrode kinetics.

3.1.2 The Arrhenius Equation and Potential Energy Surfaces (1,2)

It is an experimental fact that most rate constants of solution-phase reactions vary with
temperature in a common fashion: nearly always, In к is linear with 1/Г. Arrhenius was
first to recognize the generality of this behavior, and he proposed that rate constants be
expressed in the form:

(3.1.7)

where £д has units of energy. Since the exponential factor is reminiscent of the probabil-
ity of using thermal energy to surmount an energy barrier of height E&, that parameter has
been known as the activation energy. If the exponential expresses the probability of sur-
mounting the barrier, then A must be related to the frequency of attempts on it; thus A is
known generally as the frequency factor. As usual, these ideas turn out to be oversimplifi-
cations, but they carry an essence of truth and are useful for casting a mental image of the
ways in which reactions proceed.

The idea of activation energy has led to pictures of reaction paths in terms of poten-
tial energy along a reaction coordinate. An example is shown in Figure 3.1.1. In a simple
unimolecular process, such as, the cis-trans isomerization of stilbene, the reaction coordi-
nate might be an easily recognized molecular parameter, such as the twist angle about the
central double bond in stilbene. In general, the reaction coordinate expresses progress
along a favored path on the multidimensional surface describing potential energy as a
function of all independent position coordinates in the system. One zone of this surface
corresponds to the configuration we call "reactant," and another corresponds to the struc-
ture of the "product." Both must occupy minima on the energy surface, because they are
the only arrangements possessing a significant lifetime. Even though other configurations
are possible, they must lie at higher energies and lack the energy minimum required for
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Reactants

Products

Figure 3.1.1 Simple representation
of potential energy changes during a

Reaction coordinate reaction.

stability. As the reaction takes place, the coordinates are changed from those of the reac-
tant to those of the product. Since the path along the reaction coordinate connects two
minima, it must rise, pass over a maximum, then fall into the product zone. Very often,
the height of the maximum above a valley is identified with the activation energy, either
£ A f or EA>b, for the forward or backward reaction, respectively.

In another notation, we can understand E& as the change in standard internal energy
in going from one of the minima to the maximum, which is called the transition state or
activated complex. We might designate it as the standard internal energy of activation,
AE*. The standard enthalpy of activation, A//*, would then be Д£* + A(PV)*, but A(PV)
is usually negligible in a condensed-phase reaction, so that ДЯ* « Д£*. Thus, the Arrhe-
nius equation could be recast as

( 3 1 8 )

We are free also to factor the coefficient A into the product А' cxp(AS*/R), because
the exponential involving the standard entropy of activation, Д£*, is a dimensionless con-
stant. Then

( 3 1 9 )

or

where AG* is the standard free energy of activation.2 This relation, like (3.1.8), is really
an equivalent statement of the Arrhenius equation, (3.1.7), which itself is an empirical
generalization of reality. Equations 3.1.8 and 3.1.10 are derived from (3.1.7), but only by
the interpretation we apply to the phenomenological constant E&. Nothing we have writ-
ten so far depends on a specific theory of kinetics.

2We are using standard thermodynamic quantities here, because the free energy and the entropy of a species are
concentration-dependent. The rate constant is not concentration-dependent in dilute systems; thus the argument
that leads to (3.1.10) needs to be developed in the context of a standard state of concentration. The choice of
standard state is not critical to the discussion. It simply affects the way in which constants are apportioned in
rate expressions. To simplify notation, we omit the superscript "0" from A£*, Д//*, AS*, and AGT, but
understand them throughout this book to be referred to the standard state of concentration.
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3.1.3 Transition State Theory (1-4)

Many theories of kinetics have been constructed to illuminate the factors controlling reac-
tion rates, and a prime goal of these theories is to predict the values of A and EA for spe-
cific chemical systems in terms of quantitative molecular properties. An important general
theory that has been adapted for electrode kinetics is the transition state theory, which is
also known as the absolute rate theory or the activated complex theory.

Central to this approach is the idea that reactions proceed through a fairly well-
defined transition state or activated complex, as shown in Figure 3.1.2. The standard free
energy change in going from the reactants to the complex is AG*, whereas the complex is
elevated above the products by AG\.

Let us consider the system of (3.1.1), in which two substances A and В are linked by
unimolecular reactions. First we focus on the special condition in which the entire sys-
tem—A, B, and all other configurations—is at thermal equilibrium. For this situation, the
concentration of complexes can be calculated from the standard free energies of activation
according to either of two equilibrium constants:

[Complex] _УА'С\^У±ехр(_Афт)

[Complex]
[B]

(3.1.11)

(3.1.12)

where C° is the concentration of the standard state (see Section 2.1.5), and yA, yB, and y$
are dimensionless activity coefficients. Normally, we assume that the system is ideal, so
that the activity coefficients approach unity and divide out of (3.1.11) and (3.1.12).

The activated complexes decay into either A or В according to a combined rate con-
stant, k', and they can be divided into four fractions: (a) those created from A and revert-
ing back to A,/A A, (b) those arising from A and decaying to B,/A B, (c) those created from
В and decaying to A,/B A, and (d) those arising from В and reverting back to B,/B B. Thus
the rate of transforming A into В is

kf[A]=fABk
f [Complex]

and the rate of transforming В into A is

* Ъ [ В ] = / В А * ' [Complex]

(3.1.13)

(3.1.14)

Since we require kf [A] = k\j[B] at equilibrium, / A B and / B A must be the same. In the
simplest version of the theory, both are taken as V2- This assumption implies that

Activated complex

Reactant

Product

Reaction coordinate

Figure 3.1.2 Free energy changes
during a reaction. The activated
complex (or transition state) is the
configuration of maximum free
energy.
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/AA = /вв ~ 0 » t n u s complexes are not considered as reverting to the source state. Instead,
any system reaching the activated configuration is transmitted with unit efficiency into the
product opposite the source. In a more flexible version, the fractions /дв and / B A are
equated to к/2, where к, the transmission coefficient, can take a value from zero to unity.

Substitution for the concentration of the complex from (3.1.11) and (3.1.12) into
(3.1.13) and (3.1.14), respectively, leads to the rate constants:

Statistical mechanics can be used to predict кк'/2. In general, that quantity depends on the
shape of the energy surface in the region of the complex, but for simple cases k' can be
shown to be 26T/h, where, 4 and h are the Boltzmann and Planck constants. Thus the rate
constants (equations 3.1.15 and 3.1.16) might both be expressed in the form:

(3.1.17)

which is the equation most frequently seen for calculating rate constants by the transition
state theory.

To reach (3.1.17), we considered only a system at equilibrium. It is important to note
now that the rate constant for an elementary process is fixed for a given temperature and
pressure and does not depend on the reactant and product concentrations. Equation 3.1.17
is therefore a general expression. If it holds at equilibrium, it will hold away from equilib-
rium. The assumption of equilibrium, though useful in the derivation, does not constrain
the equation's range of validity.3

3.2 ESSENTIALS OF ELECTRODE REACTIONS (6-14)

We noted above that an accurate kinetic picture of any dynamic process must yield an
equation of the thermodynamic form in the limit of equilibrium. For an electrode reaction,
equilibrium is characterized by the Nernst equation, which links the electrode potential to
the bulk concentrations of the participants. In the general case:

O + ne^R (3.2.1)

this equation is

(3.2.2)

where CQ and CR are the bulk concentrations, and E° is the formal potential. Any valid
theory of electrode kinetics must predict this result for corresponding conditions.

3Note that 4T/h has units of s"1 and that the exponential is dimensionless. Thus, the expression in (3.1.17) is
dimensionally correct for a first-order rate constant. For a second-order reaction, the equilibrium corresponding to
(3.1.11) would have the concentrations of two reactants in the denominator on the left side and the activity
coefficient for each of those species divided by the standard-state concentration, C°, in the numerator on the right.
Thus, C° no longer divides out altogether and is carried to the first power into the denominator of the final
expression. Since it normally has a unit value (usually 1 M~l), its presence has no effect numerically, but it does
dimensionally. The overall result is to create a prefactor having a numeric value equal to 6T/h but having units of
M~l s"1, as required. This point is often omitted in applications of transition state theory to processes more
complicated than unimolecular decay. See Section 2.1.5 and reference 5.
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We also require that the theory explain the observed dependence of current on poten-
tial under various circumstances. In Chapter 1, we saw that current is often limited wholly
or partially by the rate at which the electroreactants are transported to the electrode sur-
face. This kind of limitation does not concern a theory of interfacial kinetics. More to the
point is the case of low current and efficient stirring, in which mass transport is not a fac-
tor determining the current. Instead, it is controlled by interfacial dynamics. Early studies
of such systems showed that the current is often related exponentially to the overpotential
г]. That is,

i - а' еф' (3.2.3)

or, as given by Tafel in 1905,

' ' (3.2.4)г] = a + b log /

A successful model of electrode kinetics must explain the frequent validity of (3.2.4),
which is known as the Tafel equation.

Let us begin by considering that reaction (3.2.1) has forward and backward paths as
shown. The forward component proceeds at a rate, Vf, that must be proportional to the sur-
face concentration of O. We express the concentration at distance x from the surface and
at time t as Co(x, t)\ hence the surface concentration is CQ(0, i). The constant of propor-
tionality linking the forward reaction rate to CQ(0, i) is the rate constant kf.

vf = kfCo(0, t) = - ^ (3.2.5)

Since the forward reaction is a reduction, there is a cathodic current, /c, proportional to
Likewise, we have for the backward reaction

(3-2.6)

where /a is the anodic component to the total current. Thus the net reaction rate is

"net = vf-vb = kfCo(0, t) - kbCR(0, t)=-^ (3.2.7)

and we have overall

i = ic - ia = nFA[k{ C o (0, t) - kbCR(0, t)] (3.2.8)

Note that heterogeneous reactions are described differently than homogeneous ones.
For example, reaction velocities in heterogeneous systems refer to unit interfacial area;
hence they have units of mol s"1 cm~2. Thus heterogeneous rate constants must carry
units of cm/s, if the concentrations on which they operate are expressed in mol/cm3. Since
the interface can respond only to its immediate surroundings, the concentrations entering
rate expressions are always surface concentrations, which may differ from those of the
bulk solution.

3.3 BUTLER-VOLMER MODEL OF ELECTRODE KINETICS
(9,11,12,15,16)

Experience demonstrates that the potential of an electrode strongly affects the kinetics of
reactions occurring on its surface. Hydrogen evolves rapidly at some potentials, but not at
others. Copper dissolves from a metallic sample in a clearly defined potential range; yet
the metal is stable outside that range. And so it is for all faradaic processes. Because the
interfacial potential difference can be used to control reactivity, we want to be able to pre-
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diet the precise way in which k{ and kb depend on potential. In this section, we will de-
velop a predictive model based purely on classical concepts. Even though it has signifi-
cant limitations, it is very widely used in the electrochemical literature and must be
understood by any student of the field. Section 3.6 will yield more modern models based
on a microscopic view of electron transfer.

3.3.1 Effects of Potential on Energy Barriers

We saw in Section 3.1 that reactions can be visualized in terms of progress along a reac-
tion coordinate connecting a reactant configuration to a product configuration on an en-
ergy surface. This idea applies to electrode reactions too, but the shape of the surface
turns out to be a function of electrode potential.

One can see the effect easily by considering the reaction

Na+ + e^Na(Hg) (3.3.1)

where Na+ is dissolved in acetonitrile or dimethyIformamide. We can take the reac-
tion coordinate as the distance of the sodium nucleus from the interface; then the
free energy profile along the reaction coordinate would resemble Figure 3.3.1a. To

P

Reduction -
-^~ Oxidation

Na(Hg)

(a)

Oxidation

(b)

Na(Hg)

Reduction -«s-

(c)

I

Amalgam Solution •

Reaction coordinate

Figure 3.3.1 Simple
representation of standard free
energy changes during a
faradaic process, (a) At a
potential corresponding to
equilibrium, (b) At a more
positive potential than the
equilibrium value, (c) At a
more negative potential than
the equilibrium value.
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the right, we identify Na + + e. This configuration has an energy that depends little
on the nuclear position in solution, unless the electrode is approached so closely that
the ion must be partially or wholly desolvated. To the left, the configuration corre-
sponds to a sodium atom dissolved in mercury. Within the mercury phase, the energy
depends only slightly on position, but if the atom leaves the interior, its energy rises
as the favorable mercury-sodium interaction is lost. The curves corresponding to
these reactant and product configurations intersect at the transition state, and the
heights of the barriers to oxidation and reduction determine their relative rates.
When the rates are equal, as in Figure 3.3.1a, the system is at equilibrium, and the
potential is Eeq.

Now suppose the potential is changed to a more positive value. The main effect is to
lower the energy of the "reactant" electron; hence the curve corresponding to Na + + e
drops with respect to that corresponding to Na(Hg), and the situation resembles that of
Figure 3.3.Ib. Since the barrier for reduction is raised and that for oxidation is lowered,
the net transformation is conversion of Na(Hg) to Na + + e. Setting the potential to a
value more negative than Eeq, raises the energy of the electron and shifts the curve for
Na + + e to higher energies, as shown in Figure 3.3.1c. Since the reduction barrier drops
and the oxidation barrier rises, relative to the condition at E e q, a net cathodic current
flows. These arguments show qualitatively the way in which the potential affects the net
rates and directions of electrode reactions. By considering the model more closely, we can
establish a quantitative relationship.

3.3.2 One-Step, One-Electron Process

Let us now consider the simplest possible electrode process, wherein species О and R en-
gage in a one-electron transfer at the interface without being involved in any other chemi-
cal step,

O + e * ± R (3.3.2)
К

Suppose also that the standard free energy profiles along the reaction coordinate have the
parabolic shapes shown in Figure 3.3.2. The upper frame of that figure depicts the full
path from reactants to products, while the lower frame is an enlargement of the region
near the transition state. It is not important for this discussion that we know the shapes of
these profiles in detail.

In developing a theory of electrode kinetics, it is convenient to express potential
against a point of significance to the chemistry of the system, rather than against an ar-
bitrary external reference, such as an SCE. There are two natural reference points, viz.
the equilibrium potential of the system and the standard (or formal) potential of the
couple under consideration. We actually used the equilibrium potential as a reference
point in the discussion of the preceding section, and we will use it again in this section.
However, it is possible to do so only when both members of the couple are present, so
that an equilibrium is defined. The more general reference point is E° . Suppose the
upper curve on the О + е side of Figure 3.3.2 applies when the electrode potential is
equal to E°'. The cathodic and anodic activation energies are then AG$C and AGj$a

respectively.
If the potential is changed by AE to a new value, E, the relative energy of the electron

resident on the electrode changes by -FkE = —F(E — E°); hence the О + е curve
moves up or down by that amount. The lower curve on the left side of Figure 3.3.2 shows
this effect for a positive A£. It is readily apparent that the barrier for oxidation, AG*, has
become less than AG^a by a fraction of the total energy change. Let us call that fraction
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Reaction coordinate

Reaction coordinate

Figure 3.3.2 Effects of a potential
change on the standard free energies of
activation for oxidation and reduction.
The lower frame is a magnified picture of
the boxed area in the upper frame.

I — a, where a, the transfer coefficient, can range from zero to unity, depending on the
shape of the intersection region. Thus,

AG\ = - (1 - a)F(E (3.3.3)

A brief study of the figure also reveals that at potential E the cathodic barrier, AGf, is
higher than AGlc by aF(E - £ ° ) ; therefore,

aF(E - (3.3.4)

Now let us assume that the rate constants kf and kb have an Arrhenius form that can
be expressed as

k{ = Af exp (-AGl/RT) (3.3.5)

| (3.3.6)

(3.3.7)

(3.3.8)

where/= F/RT. The first two factors in each of these expressions form a product that is
independent of potential and equal to the rate constant at E = E°'.4

Now consider the special case in which the interface is at equilibrium with a solution
in which CQ = Cf. In this situation, E = E0' and kfC% = kbC^, so that k{ = kb. Thus, E0'
is the potential where the forward and reverse rate constants have the same value. That

Inserting the activation energies, (3.3.3) and (3.3.4), gives

kf = Afexp (-AGyRT)exp[-af(E - E0)]
kb = Abexp (-AG^a//?Dexp[(l - a)f(E - E0)]

4In other electrochemical literature, kf and k^ are designated as kc and k.d or as kox and kxt&. Sometimes kinetic
equations are written in terms of a complementary transfer coefficient, /3 = 1 —a.
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value is called the standard rate constant, k0.5 The rate constants at other potentials can
then be expressed simply in terms of k°:

(3.3.9)

(3.3.10)

Insertion of these relations into (3.2.8) yields the complete current-potential characteristic:

(3.3.11)

This relation is very important. It, or a variation derived from it, is used in the treat-
ment of almost every problem requiring an account of heterogeneous kinetics. Section 3.4
will cover some of its ramifications. These results and the inferences derived from them
are known broadly as the Butler-Volmer formulation of electrode kinetics, in honor of the
pioneers in this area (17, 18).

One can derive the Butler-Volmer kinetic expressions by an alternative method
based on electrochemical potentials (8, 10, 12, 19-21). Such an approach can be more
convenient for more complicated cases, such as requiring the inclusion of double-layer
effects or sequences of reactions in a mechanism. The first edition develops it in detail.6

3.3.3 The Standard Rate Constant

The physical interpretation of k° is straightforward. It simply is a measure of the kinetic
facility of a redox couple. A system with a large k° will achieve equilibrium on a short
time scale, but a system with small k° will be sluggish. The largest measured standard rate
constants are in the range of 1 to 10 cm/s and are associated with particularly simple elec-
tron-transfer processes. For example, the standard rate constants for the reductions and
oxidations of many aromatic hydrocarbons (such as substituted anthracenes, pyrene, and
perylene) to the corresponding anion and cation radicals fall in this range (22-24). These
processes involve only electron transfer and resolvation. There are no significant alter-
ations in the molecular forms. Similarly, some electrode processes involving the forma-
tion of amalgams [e.g., the couples Na+/Na(Hg), Cd2+/Cd(Hg), and Hg2

2+/Hg] are rather
facile (25, 26). More complicated reactions involving significant molecular rearrangement
upon electron transfer, such as the reduction of molecular oxygen to hydrogen peroxide or
water, or the reduction of protons to molecular hydrogen, can be very sluggish (25-27).
Many of these systems involve multistep mechanisms and are discussed more fully in
Section 3.5. Values of k° significantly lower than 10~9 cm/s have been reported (28-31);
therefore, electrochemistry deals with a range of more than 10 orders of magnitude in
kinetic reactivity.

Note that kf and kb can be made quite large, even if k® is small, by using a sufficiently
extreme potential relative to E°'. In effect, one drives the reaction by supplying the activa-
tion energy electrically. This idea is explored more fully in Section 3.4.

5The standard rate constant is also designated by £sh or ks in the electrochemical literature. Sometimes it is also
called the intrinsic rate constant.
6First edition, Section 3.4.
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Figure 3.3.3 Relationship of
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3.3.4 The Transfer Coefficient

The transfer coefficient, a, is a measure of the symmetry of the energy barrier. This
idea can be amplified by considering a in terms of the geometry of the intersection re-
gion, as shown in Figure 3.3.3. If the curves are locally linear, then the angles в and ф
are defined by

t<m6 = aFE/x (3.3.12)

Хшф = (1 -a)FE/x (3.3.13)

hence

tan в
a = гшф+гтв ( З З Л 4 )

If the intersection is symmetrical, ф = в, and a = x/2. Otherwise 0 ^ a < У2

 o r

V2 < a < 1, as shown in Figure 3.3.4. In most systems a turns out to lie between
0.3 and 0.7, and it can usually be approximated by 0.5 in the absence of actual
measurements.

The free energy profiles are not likely to be linear over large ranges of the reaction
coordinate; thus the angles в and ф can be expected to change as the intersection between
reactant and product curves shifts with potential. Consequently, a should generally be a

o + o +

Reaction coordinate

Figure 3.3.4 The transfer coefficient as an indicator of the symmetry of the barrier to reaction.
The dashed lines show the shift in the curve for О + е as the potential is made more positive.
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potential-dependent factor (see Section 6.7.3). However, in the great majority of experi-
ments, a appears to be constant, if only because the potential range over which kinetic
data can be collected is fairly narrow. In a typical chemical system, the free energies of
activation are in the range of a few electron volts, but the full range of measurable kinetics
usually corresponds to a change in activation energy of only 50-200 meV, or a few per-
cent of the total. Thus, the intersection point varies only over a small domain, such as, the
boxed region in Figure 3.3.2, where the curvature in the profiles can hardly be seen. The
kinetically operable potential range is narrow in most systems, because the rate constant
for electron transfer rises exponentially with potential. Not far beyond the potential where
a process first produces a detectable current, mass transfer becomes rate-limiting and the
electron-transfer kinetics no longer control the experiment. These points are discussed in
much detail throughout the remainder of this book. In a few systems, mass transfer is not
an issue and kinetics can be measured over very wide ranges of potential. Figure 14.5.8
provides an example showing large variations of a with potential in a case involving a
surface-bound electroactive species.

3.4 IMPLICATIONS OF THE BUTLER-VOLMER MODEL
FOR THE ONE-STEP, ONE-ELECTRON PROCESS

In this section, we will develop a number of operational relationships that will prove valu-
able in the interpretation of electrochemical experiments. Each is derived under the as-
sumption that the electrode reaction is the one-step, one-electron process for which the
primary relations were derived above. The validity of the conclusions for a multistep
process will be considered separately in Section 3.5.

3.4.1 Equilibrium Conditions. The Exchange Current (8-14)

At equilibrium, the net current is zero, and the electrode is known to adopt a potential
based on the bulk concentrations of О and R as dictated by the Nernst equation. Let us see
now if the kinetic model yields that thermodynamic relation as a special case. From equa-
tion 3.3.11 we have, at zero current,

FAk°Co(0, O e - ^ e q - * * ) = FAk°CR(0, t)ea-^)f(EQq-EQl) ( 3 A 1 )

Since equilibrium applies, the bulk concentrations of О and R are found also at the sur-
face; hence

ef(Eeq-E°') = £R ( 3 A 2 )

R

which is simply an exponential form of the Nernst relation:

(3.4.3)

Thus, the theory has passed its first test of compatibility with reality.
Even though the net current is zero at equilibrium, we still envision balanced faradaic

activity that can be expressed in terms of the exchange current, /0, which is equal in mag-
nitude to either component current, ic or /a. That is,

OI) (3.4.4)



3.4 Implications of the Butler-Volmer Model for the One-Step, One-Electron Process • 99

If both sides of (3.4.2) are raised to the -a power, we obtain

e-af(Eeq-E0') = ( ^

R

Substitution of (3.4.5) into (3.4.4) gives7

; _
i0 -

R

(3.4.5)

(3.4.6)

The exchange current is therefore proportional to k° and can often be substituted for k° in
kinetic equations. For the particular case where CQ = CR = C,

/0 = FAk°C (3.4.7)

Often the exchange current is normalized to unit area to provide the exchange current
density, jo =

3.4.2 The Current-Overpotential Equation

An advantage of working with /Q rather than k° is that the current can be described in
terms of the deviation from the equilibrium potential, that is, the overpotential, 77, rather
than the formal potential, E0'. Dividing (3.3.11) by (3.4.6), we obtain

Co(0, CR(0,

or

«0

(3.4.8)

(3.4.9)

The ratios (CQ/C^T and (Со/С|)~ ( 1 ~ а ) are easily evaluated from equations 3.4.2 and
3.4.5, and by substitution we obtain

(3.4.10)

where rj = E - £eq. This equation, known as the current-overpotential equation, will be
used frequently in later discussions. Note that the first term describes the cathodic compo-
nent current at any potential, and the second gives the anodic contribution.8

The behavior predicted by (3.4.10) is depicted in Figure 3.4.1. The solid curve
shows the actual total current, which is the sum of the components ic and /a, shown as
dashed traces. For large negative overpotentials, the anodic component is negligible;
hence the total current curve merges with that for /c. At large positive overpotentials, the
cathodic component is negligible, and the total current is essentially the same as /a. In
going either direction from £eq, the magnitude of the current rises rapidly, because the
exponential factors dominate behavior, but at extreme 17, the current levels off. In these

7The same equation for the exchange current can be derived from the anodic component current i,d at E = Ещ.
8Since double-layer effects have not been included in this treatment, k° and i0 are, in Delahay's nomenclature
(8), apparent constants of the system. Both depend on double-layer structure to some extent and are functions
of the potential at the outer Helmholtz plane, Ф2, relative to the solution bulk. This point will be discussed in
more detail in Section 13.7.
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Figure 3.4.1 Current-overpotential curves for the system О + e <=± R with a = 0.5, T = 298 K,
//c = -//a = // and /0/// = 0.2. The dashed lines show the component currents ic and /a.

level regions, the current is limited by mass transfer rather than heterogeneous kinet-
ics. The exponential factors in (3.4.10) are then moderated by the factors CQ(0, 0/Q)*
and CR(0, t)IC^, which manifest the reactant supply.

3.4.3 Approximate Forms of the I-IJ Equation

(a) No Mass-Transfer Effects
If the solution is well stirred, or currents are kept so low that the surface concentrations do
not differ appreciably from the bulk values, then (3.4.10) becomes

(3.4.11)

which is historically known as the Butler-Volmer equation. It is a good approximation of
(3.4.10) when / is less than about 10% of the smaller limiting current, //c or //a. Equa-
tions 1.4.10 and 1.4.19 show that Co(0, i)IC% and CR(0, 0/CR will then be between 0.9
and 1.1.

The curves in Figure 3.4.2 show the behavior of (3.4.11) for different exchange cur-
rent densities. In each case a = 0.5. Figure 3.4.3 shows the effect of a in a similar man-
ner. There the exchange current density is 10~6 A/cm2 for each curve. A notable feature
of Figure 3.4.2 is the degree to which the inflection at Ещ depends on the exchange cur-
rent density.

Since mass-transfer effects are not included here, the overpotential associated with
any given current serves solely to provide the activation energy required to drive the het-
erogeneous process at the rate reflected by the current. The lower the exchange current,
the more sluggish the kinetics; hence the larger this activation overpotential must be for
any particular net current.
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Figure 3.4.2 Effect of exchange current density on the activation overpotential required to deliver
net current densities. (a)jo = 1 0 A/cm (curve is indistinguishable from the current axis),
(b)j0 = 10 6 A/cm2, (c)j0 = 10 9 A/cm2. For all cases the reaction is О + e :
and Г = 298 К.

*- R with a = 0.5

If the exchange current is very large, as for case (a) in Figure 3.4.2, then the system
can supply large currents, even the mass-transfer-limited current, with insignificant acti-
vation overpotential. In that case, any observed overpotential is associated with changing
surface concentrations of species О and R. It is called a concentration overpotential and
can be viewed as an activation energy required to drive mass transfer at the rate needed to
support the current. If the concentrations of О and R are comparable, then Eeq will be near
E® , and the limiting currents for both the anodic and cathodic segments will be reached
within a few tens of millivolts of E° .

On the other hand, one might deal with a system with an exceedingly small exchange
current because k° is very low, as for case (c) in Figure 3.4.2. In that circumstance, no sig-
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Figure 3.4.3 Effect of the transfer coefficient on the symmetry of the current-overpotential curves
for О + e ?± R with T = 298 К andy0 = Ю" 6 A/cm2.
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nificant current flows unless a large activation overpotential is applied. At a sufficiently
extreme potential, the heterogeneous process can be driven fast enough that mass transfer
controls the current, and a limiting plateau is reached. When mass-transfer effects start to
manifest themselves, then a concentration overpotential will also contribute, but the bulk
of the overpotential is for activation of charge transfer. In this kind of system, the reduc-
tion wave occurs at much more negative potentials than E° , and the oxidation wave lies
at much more positive values.

The exchange current can be viewed as a kind of "idle current" for charge exchange
across the interface. If we want to draw a net current that is only a small fraction of this
bidirectional idle current, then only a tiny overpotential will be required to extract it. Even
at equilibrium, the system is delivering charge across the interface at rates much greater
than we require. The role of the slight overpotential is to unbalance the rates in the two di-
rections to a small degree so that one of them predominates. On the other hand, if we ask
for a net current that exceeds the exchange current, the job is much harder. We have to
drive the system to deliver charge at the required rate, and we can only do that by apply-
ing a significant overpotential. From this perspective, we see that the exchange current is
a measure of any system's ability to deliver a net current without a significant energy loss
due to activation.

Exchange current densities in real systems reflect the wide range in k°. They may ex-
ceed 10 A/cm2 or be less than pA/cm2 (8-14, 28-31).

(b) Linear Characteristic at Small rj
For small values of x, the exponential ex can be approximated as 1 + JC; hence for suffi-
ciently small 77, equation 3.4.11 can be reexpressed as

(3.4.12)

which shows that the net current is linearly related to overpotential in a narrow potential
range near Eeq. The ratio — r]/i has units of resistance and is often called the charge-trans-
fer resistance, Rct:

(3.4.13)

This parameter is the negative reciprocal slope of the /-77 curve where that curve passes
through the origin (77 = 0, / = 0). It can be evaluated directly in some experiments, and it
serves as a convenient index of kinetic facility. For very large &°, it approaches zero (see
Figure 3.4.2).

(c) Tafel Behavior at Large 77
For large values of 77 (either negative or positive), one of the bracketed terms in (3.4.11)
becomes negligible. For example, at large negative overpotentials, exp(-a /n) > > exp[(l
- a)/n] and (3.4.11) becomes

(3.4.14)
or

RT, (3.4.15)
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Thus, we find that the kinetic treatment outlined above does yield a relation of the Tafel
form, as required by observation, for the appropriate conditions. The empirical Tafel con-
stants (see equation 3.2.4) can now be identified from theory as9

-23RT
aF

(3.4.16)

The Tafel form can be expected to hold whenever the back reaction (i.e., the anodic
process, when a net reduction is considered, and vice versa) contributes less than 1% of
the current, or

ea-<*)fv
< 0.01, (3.4.17)

which implies that |TJ| > 118 mV at 25°C. If the electrode kinetics are fairly facile, the
system will approach the mass-transfer-limited current by the time such an extreme over-
potential is established. Tafel relationships cannot be observed for such cases, because
they require the absence of mass-transfer effects on the current. When electrode kinetics
are sluggish and significant activation overpotentials are required, good Tafel relation-
ships can be seen. This point underscores the fact that Tafel behavior is an indicator of to-
tally irreversible kinetics. Systems in that category allow no significant current flow
except at high overpotentials, where the faradaic process is effectively unidirectional and,
therefore, chemically irreversible.

(d) Tafel Plots (8-11,32)
A plot of log / vs. 7], known as a Tafel plot, is a useful device for evaluating kinetic para-
meters. In general, there is an anodic branch with slope (1 — a)F/23RT and a cathodic
branch with slope —aF/23RT. As shown in Figure 3.4.4, both linear segments extrapo-
late to an intercept of log i0. The plots deviate sharply from linear behavior as 77 ap-
proaches zero, because the back reactions can no longer be regarded as negligible. The

log I i I

-3.5

-4.5

-5.5

Slope = -aF

_l_ I _l_ I
200 150 100 50 -50 -100 -150 -200

Л, mV

Figure 3.4.4 Tafel plots for anodic and cathodic branches of the current-overpotential curve for
О + e *± R with a = 0.5, T = 298 K, andy0 = Ю" 6 A/cm2.

9Note that for a = 0.5, b = 0.118 V, a value that is sometimes quoted as a "typical" Tafel slope.
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-2

E, V vs. NHE

Figure 3.4.5 Tafel plots for the reduction of Mn(IV) to Mn(III) at Pt in 7.5 M H2SO4 at 298 K. The
dashed line corresponds to a = 0.24. [From K. J. Vetter and G. Manecke, Z. Physik. Chem.
(Leipzig), 195, 337 (1950), with permission.]

transfer coefficient, a, and the exchange current, /0, are obviously readily accessible from
this kind of presentation, when it can be applied.

Some real Tafel plots are shown in Figure 3.4.5 for the Mn(IV)/Mn(III) system in
concentrated acid (33). The negative deviations from linearity at very large overpotentials
come from limitations imposed by mass transfer. The region of very low overpotentials
shows sharp falloffs for the reasons outlined just above.

Allen and Hickling (34) suggested an alternative method allowing the use of data ob-
tained at low overpotentials. Equation 3.4.11 can be rewritten as

i - ioe-°fn (1 - ef7))

or

log
1 -

= l°g *0 ~ 23RT

(3.4.18)

(3.4.19)

so that a plot of log [//(1 - eft)] vs. rj yields an intercept of log /0 and a slope of
-aF/23RT. This approach has the advantage of being applicable to electrode reactions
that are not totally irreversible, that is, those in which both anodic and cathodic processes
contribute significantly to the currents measured in the overpotential range where mass-
transfer effects are not important. Such systems are often termed quasireversible, because
the opposing charge-transfer reactions must both be considered, yet a noticeable activa-
tion overpotential is required to drive a given net current through the interface.
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3.4.4 Exchange Current Plots (8-14)

From equation 3.4.4, we recognize that the exchange current can be restated as

log i0 = log FAk° + log Cg + j^fE0' - 2 ~ £ e q (3.4.20)

Therefore, a plot of log /0 vs. Ещ at constant CQ should be linear with a slope of
-aF/23RT. The equilibrium potential Eeq can be varied experimentally by changing the
bulk concentration of species R, while that of species О is held constant. This kind of plot
is useful for obtaining a from experiments in which /0 is measured essentially directly
(e.g., see Chapters 8 and 10).

Another means for determining a is suggested by rewriting (3.4.6) as

log i0 = log FAk° + (1 - a) log Cg + a log C$ (3.4.21)

Thus

д log L \ Id log io ,
6 0 1 = l - a and ^ - = a (3.4.22)log C5M \d log Ci)c

An alternative equation, which does not require holding either C% or Cf constant, is

(3.4.23)
d log (CR/CQ)

The last relation is easily derived from (3.4.6).

3.4.5 Very Facile Kinetics and Reversible Behavior

To this point, we have discussed in detail only those systems for which appreciable
activation overpotential is observed. Another very important limit is the case in
which the electrode kinetics require a negligible driving force. As we noted above,
that case corresponds to a very large exchange current, which in turn reflects a big
standard rate constant k°. Let us rewrite the current-overpotential equation (3.4.10)
as follows:

[~a)fri (3.4.24)
lo Co CR

and consider its behavior when /0 becomes very large compared to any current of interest.
The ratio ///Q then approaches zero, and we can rearrange the limiting form of equation
3.4.24 to

efipjp-'-* ,3.4.25,

and, by substitution from the Nernst equation in form (3.4.2), we obtain

C o ( Q ' ° = ef(EQq-E°') ef(E-Eeq) (3 4 26)
C R ( 0 , 0 K ' - }

or

Г " т - ') = ef(E-E«) ( 3 A 2 7 )
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This equation can be rearranged to the very important result:

(3.4.28)

Thus we see that the electrode potential and the surface concentrations of О and R are
linked by an equation of the Nernst form, regardless of the current flow.

No kinetic parameters are present because the kinetics are so facile that no experi-
mental manifestations can be seen. In effect, the potential and the surface concentrations
are always kept in equilibrium with each other by the fast charge-transfer processes, and
the thermodynamic equation, (3.4.28), characteristic of equilibrium, always holds. Net
current flows because the surface concentrations are not at equilibrium with the bulk, and
mass transfer continuously moves material to the surface, where it must be reconciled to
the potential by electrochemical change.

We have already seen that a system that is always at equilibrium is termed a re-
versible system; thus it is logical that an electrochemical system in which the charge-
transfer interface is always at equilibrium be called a reversible (or, alternatively, a
nernstian) system. These terms simply refer to cases in which the interfacial redox kinet-
ics are so fast that activation effects cannot be seen. Many such systems exist in electro-
chemistry, and we will consider this case frequently under different sets of experimental
circumstances. We will also see that any given system may appear reversible, quasire-
versible, or totally irreversible, depending on the demands we make on the charge-transfer
kinetics.

3.4.6 Effects of Mass Transfer

A more complete i-j] relation can be obtained from (3.4.10) by substituting for
Co(0, 0/CQ a n d CR(0, 0/CR according to (1.4.10) and (1.4.19):

JL = i - ±)е-Ф - i - ± (3.4.29)

This equation can be rearranged easily to give / as an explicit function of rj over the
whole range of 77. In Figure 3.4.6, one can see i-r\ curves for several ratios of 1ф\, where

For small overpotentials, a linearized relation can be used. The complete Taylor ex-
pansion (Section A.2) of (3.4.24) gives, for a/77 < < 1>

(3.4.30)

(3.4.31)

/ _ CQ(0, t) CR(0, t) FT)

which can be substituted as above and rearranged to give

V l F v'o kc W
In terms of the charge- and mass-transfer pseudoresistances defined in equations 1.4.28
and 3.4.13, this equation is

(3.4.32)

Here we see very clearly that when /0 is much greater than the limiting currents,
Rct « RmtiC + i?mt,a

 a n d the overpotential, even near £eq , is a concentration over-
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Figure 3.4.6 Relationship between the activation overpotential and net current demand
relative to the exchange current. The reaction is О + e ^ R with a = 0.5, T = 298 K, and
// c = -// a = //. Numbers by curves show /0///.

potential. On the other hand, if IQ is much less than the limiting currents, then /?mt,c +
^mt,a < < ĉt» a n c * the overpotential near Ещ is due to activation of charge transfer. This
argument is simply another way of looking at the points made earlier in Section 3.4.3(a).

In the Tafel regions, other useful forms of (3.4.29) can be obtained. For the cathodic
branch at high r\ values, the anodic contribution is insignificant, and (3.4.29) becomes

= h-JL

or
RT, *o , RT,

7] = —~ In — + —~ In
at iic aF

(*'/,c ~ 0

(3.4.33)

(3.4.34)

This equation can be useful for obtaining kinetic parameters for systems in which the nor-
mal Tafel plots are complicated by mass-transfer effects.

3.5 MULTISTEP MECHANISMS (11, 13, 14, 25, 26, 35)

The foregoing sections have concentrated on the potential dependences of the forward and
reverse rate constants governing the simple one-step, one-electron electrode reaction. By
restricting our view in this way, we have achieved a qualitative and quantitative under-
standing of the major features of electrode kinetics. Also, we have developed a set of rela-
tions that we can expect to fit a number of real chemical systems, for example,

Fe(CN)^" + e Fe(CN)^~ (3.5.1)

(3.5.2)

Anthracene + e ^ Anthracene" (3.5.3)
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But we must now recognize that most electrode processes are mechanisms of several
steps. For example, the important reaction

2H+ + 2е±±Щ (3.5.4)

clearly must involve several elementary reactions. The hydrogen nuclei are separated in
the oxidized form, but are combined by reduction. Somehow, during reduction, there
must be a pair of charge transfers and some chemical means for linking the two nuclei.
Consider also the reduction

Sn 4 + + 2e *± Sn 2 + (3.5.5)

Is it realistic to regard two electrons as tunneling simultaneously through the interface? Or
must we consider the reduction and oxidation sequences as two one-electron processes
proceeding through the ephemeral intermediate Sn 3 +? Another case that looks simple at
first glance is the deposition of silver from aqueous potassium nitrate:

Ag+ + e ^ A g (3.5.6)

However, there is evidence that this reduction involves at least a charge-transfer step, cre-
ating an adsorbed silver atom (adatom), and a crystallization step, in which the adatom
migrates across the surface until it finds a vacant lattice site. Electrode processes may also
involve adsorption and desorption kinetics of primary reactants, intermediates, and prod-
ucts.

Thus, electrode reactions generally can be expected to show complex behavior, and
for each mechanistic sequence, one would obtain a distinct theoretical linkage between
current and potential. That relation would have to take into account the potential depen-
dences of all steps and the surface concentrations of all intermediates, in addition to the
concentrations of the primary reactants and products.

A great deal of effort has been spent in studying the mechanisms of complex elec-
trode reactions. One general approach is based on steady-state current-potential curves.
Theoretical responses are derived on the basis of mechanistic alternatives, then one com-
pares predicted behavior, such as the variation of exchange current with reactant concen-
tration, with the behavior found experimentally. A number of excellent expositions of this
approach are available in the literature (8-14, 25, 26, 35). We will not delve into specific
cases in this chapter, except in Problems 3.7 and 3.10. More commonly, complex behav-
ior is elucidated by studies of transient responses, such as cyclic voltammetry at different
scan rates. The experimental study of multistep reactions by such techniques is covered in
Chapter 12.

3.5.1 Rate-Determining Electron Transfer

In the study of chemical kinetics, one can often simplify the prediction and analysis of be-
havior by recognizing that a single step of a mechanism is much more sluggish than all
the others, so that it controls the rate of the overall reaction. If the mechanism is an elec-
trode process, this rate-determining step (RDS) can be a heterogeneous electron-transfer
reaction.

A widely held concept in electrochemistry is that truly elementary electron-transfer
reactions always involve the exchange of one electron, so that an overall process involv-
ing a change of n electrons must involve n distinct electron-transfer steps. Of course, it
may also involve other elementary reactions, such as adsorption, desorption, or various
chemical reactions away from the interface. Within this view, a rate-determining electron-
transfer is always a one-electron-process, and the results that we derived above for the
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one-step, one-electron process can be used to describe the RDS, although the concentra-
tions must often be understood as applying to intermediates, rather than to starting species
or final products.

For example, consider an overall process in which О and R are coupled in an overall
multielectron process

О + ne *± R (3.5.7)

by a mechanism having the following general character:

О + n'e +± O' (net result of steps preceding RDS) (3.5.8)

O'+e^R' (RDS) (3.5.9)
К

R' + ri'e <± R (net result of steps following RDS) (3.5.10)

Obviously л' +n" + 1 = л. 1 0

The current-potential characteristic can be written as

[CO '(0, t)e-af(E-E^ - CR/(0, г ) ^ ( 1 " а У ( Е " ^ ) ] (3.5.11)

where £°ds> a> ш& Е%& a P P l v t 0 t h e R D S - T h i s relation is (3.3.11) written for the RDS and
multiplied by n, because each net conversion of O' to R' results in the flow of n electrons,
not just one electron, across the interface. The concentrations CQ>(0, t) and CR'(0, i) are
controlled not only by the interplay between mass transfer and the kinetics of heteroge-
neous electron transfer, as we found in Section 3.4, but also by the properties of the pre-
ceding and following reactions. The situation can become quite complicated, so we will
make no attempt to discuss the general problem. However, a few important simple cases
exist, and we will develop them briefly now.11

3.5.2 Multistep Processes at Equilibrium

If a true equilibrium exists for the overall process, all steps in the mechanism are individ-
ually at equilibrium. Thus, the surface concentrations of O' and R' are the values in equi-
librium with the bulk concentrations of О and R, respectively. We designate them as
(C(y)eq and (CR ')e q- Recognizing that / = 0, we can proceed through the treatment leading
to (3.4.2) to obtain the analogous relation

?ds) = < £ ф (3.5.12)

For the mechanism in (3.5.8)-(3.5.10), nernstian relationships define the equilibria for the
pre- and postreactions, and they can be written in the following forms:

C* (C )
еп'/(Ещ-Е°рТ&) _ Q ^Y(£eq-- is post) _ ^ R;^eq ^ ^ ^ ч

10The discussions that follow hold if either or both of n' or n" are zero.
1 ̂ n the first edition and in much of the literature, one finds n.d used as the n value of the rate-determining step.
As a consequnce n.d appears in many kinetic expressions. Since n.d is probably always 1, it is a redundant symbol
and has been dropped in this edition. The current-potential characteristic for a multistep process has often been
expressed as

i = nFAk0 [Co(0, ^-«"аЯЯ-я 0 ') _ C R ( 0 ? ^(i-«)«a/(£-£0 ')]

This is rarely, if ever, an accurate form of the i-E characteristic for multistep mechanisms.
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where E^Q and £p0St apply to (3.5.8) and (3.5.10), respectively. Substitution for the equi-
librium concentrations of O' and R' in (3.5.12) gives

CR

Recognizing that n = n' + n" + 1 and that Eo> for the overall process is (see Problem
2.10)

.(v _ ^rds + "'£pre + ""^post

we can distill (3.5.14) into

^/(£eq-£°') = _2. (3.5.16)
CR

which is the exponential form of the Nernst equation for the overall reaction,

(3.5.17)

Of course, this is a required result if the kinetic model has any pretense to validity, and it
is important that the В V model attains it for the limit of / = 0, not only for the simple one-
step, one-electron process, but also in the context of an arbitrary multistep mechanism.
The derivation here was carried out for a mechanism in which the prereactions and postre-
actions involve net charge transfer; however the same outcome can be obtained by a simi-
lar method for any reaction sequence, as long as it is chemically reversible and a true
equilibrium can be established.

3.5.3 Nernstian Multistep Processes

If all steps in the mechanism are facile, so that the exchange velocities of all steps are
large compared to the net reaction rate, the concentrations of all species participating in
them are always essentially at equilibrium in a local context, even though a net current
flows. The result for the RDS in this nernstian (reversible) limit has already been obtained
as (3.4.27), which we now rewrite in exponential form:

°' ' 1 = ef{E~E^ (3.5.18)

Equilibrium expressions for the pre- and post-reactions link the surface concentrations of
O' and R' to the surface concentrations of О and R. If these processes involve interfacial
charge transfer, as in the mechanism of (3.5.8)—(3.5.10), the expressions are of the Nernst
form:

en'f(E-E%e) =

 CO(°> 0 en"f(E-E%st) =

Q ( 0 0 CR(0,0

By steps analogous to those leading from (3.5.12) to (3.5.16), one finds that for the re-
versible system

( 3 5 2 0 )

С RVU, t)



3.5 Multistep Mechanisms 111

which can be rearranged to

J?T Cr\(0. t)
(3.5.21)

This relationship is a very important general rinding. It says that, for a kinetically
facile system, the electrode potential and the surface concentrations of the initial reactant
and the final product are in local nernstian balance at all times, regardless of the details of
the mechanism linking these species and regardless of current flow. Like (3.5.17),
(3.5.21) was derived for pre- and postreactions that involve net charge transfer, but one
can easily generalize the derivation to include other patterns. The essential requirement is
that all steps be chemically reversible and possess facile kinetics.12

A great many real systems satisfy these conditions, and electrochemical examination
of them can yield a rich variety of chemical information (see Section 5.4.4). A good ex-
ample is the reduction of the ethylenediamine (en) complex of Cd(II) at a mercury elec-
trode:

Cd(en)^+ + 2e ^ Cd(Hg) + 3en (3.5.22)

3*5.4 Quasireversible and Irreversible Multistep Processes

If a multistep process is neither nernstian nor at equilibrium, the details of the kinetics in-
fluence its behavior in electrochemical experiments, and one can use the results to diag-
nose the mechanism and to quantify kinetic parameters. As in the study of homogenous
kinetics, one proceeds by devising a hypothesis about the mechanism, predicting experi-
mental behavior on the basis of the hypothesis, and comparing the predictions against re-
sults. In the electrochemical sphere, an important part of predicting behavior is
developing the current-potential characteristic in terms of controllable parameters, such as
the concentrations of participating species.

If the RDS is a heterogeneous electron-transfer step, then the current-potential charac-
teristic has the form of (3.5.11). For most mechanisms, this equation is of limited direct util-
ity, because O' and R' are intermediates, whose concentration cannot be controlled directly.
Still, (3.5.11) can serve as the basis for a more practical current-potential relationship, be-
cause one can use the presumed mechanism to reexpress Qy(0, i) and CR/(Q, t) in terms of
the concentrations of more controllable species, such as О and R (36).

Unfortunately, the results can easily become too complex for practical application. For
example, consider the simple mechanism in (3.5.8)—(3.5.10), where the pre- and postreac-
tions are assumed to be kinetically facile enough to remain in local equilibrium. The over-
all nernstian relationships, (3.5.19), connect the surface concentrations of О and R to those
of O' and R'. Thus, the current-potential characteristic, (3.5.11), can be expressed in terms
of the surface concentrations of the initial reactant, O, and the final product, R.

i = nFAk°rdsCo(0, t)e-n'f{E-EQv^e-af{E-E^ (3.5.23)

This relationship can be rewritten as

i = nFA[kfCo(0, t) - kbCR(0, t)] (3.5.24)

12In the reversible limit, it is no longer appropriate to speak of an RDS, because the kinetics are not rate-
controlling. We retain the nomenclature, because we are considering how a mechanism that does have an RDS
begins to behave as the kinetics become more facile.
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where

kf = кО^е

The point of these results is to illustrate some of the difficulties in dealing with a mul-
tistep mechanism involving an embedded RDS. No longer is the potential dependence of
the rate constant expressible in two parameters, one of which is interpretable as a measure
of intrinsic kinetic facility. Instead, k° becomes obscured by the first exponential factors
in (3.5.25) and (3.5.26), which express thermodynamic relationships in the mechanism.
One must have ways to find out the individual values of n\ n", £pre, E®osV and E®ds before
one can evaluate the kinetics of the RDS in a fully quantitative way. This is normally a
difficult requirement.

More readily usable results arise from some simpler situations:

(a) One-Electron Process Coupled Only to Chemical Equilibria
Many of the complications in the foregoing case arise from the fact that the pre- and
postreactions involve heterogeneous electron transfer, so that their equilibria depend on E.
Consider instead a mechanism that involves only chemical equilibria aside from the rate-
determining interfacial electron transfer:

0 +

0 '

I' <3

Y;

•f e

-R

X >
kuD

+ z

(net result of steps preceding

(RDS)

(net result of steps following

gRDS)

RDS)

(3

(3

(3

.5.27)

.5.28)

.5.29)

where Y and Z are other species (e.g., protons or ligands). If (3.5.27) and (3.5.29) are so
facile that they are always at equilibrium, then CQ'(0, 0 and CR'(0, 0 in (3.5.11) are calcu-
lable from the corresponding equilibrium constants, which may be available from sepa-
rate experiments.

(b) Totally Irreversible Initial Step
Suppose the RDS is the first step in the mechanism and is also a totally irreversible het-
erogeneous electron transfer:

O + A R ' (RDS) (3.5.30)

R' + ri'e -+ R (net result of steps following RDS) (3.5.31)

The chemistry following (3.5.30) has no effect on the electrochemical response, except to
add n" electrons per molecule of О that reacts. Thus, the current is n = 1 + n" times big-
ger than the current arising from step (3.5.30) alone. The overall result is given by the first
term of (3.3.11) with CO'(0, 0 = Co(0, t),

i = nFAk°Co(0, t)e~af(E~E°"ds) (3.5.32)

Many examples of this kind of behavior exist in the literature; one is the polarographic re-
duction of chromate in 0.1 M NaOH:

+ 4H2O + 3e -> Cr(OH)4 + 4OH" (3.5.33)

Despite the obvious mechanistic complexity of this system, it behaves as though it has an
irreversible electron transfer as the first step.

(c) Rate-Controlling Homogeneous Chemistry
A complete electrode reaction may involve homogeneous chemistry, one step of which
could be the RDS. Although the rate constants of homogeneous reactions are not depen-
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dent on potential, they affect the overall current-potential characteristic by their impact on
the surface concentrations of species that are active at the interface. Some of the most in-
teresting applications of electroanalytical techniques have been aimed at unraveling the
homogeneous chemistry following the electrochemical production of reactive species,
such as free radicals. Chapter 12 is devoted to these issues.

(d) Chemically Reversible Processes Near Equilibrium
A number of experimental methods, such as impedance spectroscopy (Chapter 10), are
based on the application of small perturbations to a system otherwise at equilibrium.
These methods often provide the exchange current in a relatively direct manner, as long
as the system is chemically reversible. It is worthwhile for us to consider the exchange
properties of a multistep process at equilibrium. The example that we will take is the
overall process О + ne ̂  R, effected by the general mechanism in (3.5.8)-(3.5.10) and
having a standard potential E® .

At equilibrium, all of the steps in the mechanism are individually at equilibrium, and
each has an exchange velocity. The electron-transfer reactions have exchange velocities
that can be expressed as exchange currents in the manner that we have already seen.
There is also an exchange velocity for the overall process that can be expressed as an ex-
change current. In a serial mechanism with a single RDS, such as we are now considering,
the overall exchange velocity is limited by the exchange velocity through the RDS. From
(3.4.4), we can write the exchange current for the RDS as

/O r d s = FAk^s(Co,)eqe-af^-E0^ (3.5.34)

The overall exchange current is и-fold larger, because the pre- and postreactions con-
tribute n' + n" additional electrons per electron exchanged in the RDS. Thus,

i0 = nFA^ s(Co0eqe-a / (£eq-£° rds ) (3.5.35)

We can use the fact that the prereactions are at equilibrium to express (CoOeq m terms of
CQ By substitution from (3.5.13),

i0 = nFAk°Tds C*e-"'/№eq-£Opre)e-a/№eq-SW ( 3 . 5 . 3 6 )

Let us multiply by unity in the form e(n' + a^(E ~ E * and rearrange to obtain

/0 = nFAk%, г«'/(£Орге-£О')еа/(£&-£О')С *e-(«'+«)/№eq-£0'> (3.5.37)

Because equilibrium is established, the Nernst equation for the overall process is
applicable. Taking it in the form of (3.5.16) and raising both sides to the power
— (nr + a)/n, we have

I0 = r^AI^^'^U-^'^^Tds-E^c* [!-(„'+*)/,,] c * [<л'+«)/л] ( 3 e 5 e 3 8 )

Note that the two exponentials are constants of the system at a given temperature and
pressure. It is convenient to combine them into an apparent standard rate constant for the
overall process, k®pp, by defining

С = k°rdse
n^E^-E\^E°^ -*°') (3.5.39)

so that the final result is reached:

*о = (3.5.40)

This relationship applies generally to mechanisms fitting the pattern of
(3.5.8)—(3.5.10), but not to others, such as those involving purely homogeneous pre- or
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postreactions or those involving different rate-determining steps in the forward and re-
verse directions. Even so, the principles that we have used here can be employed to de-
rive an expression like (3.5.40) for any other pattern, provided that the steps are
chemically reversible and equilibrium applies. It will be generally possible to express
the overall exchange current in terms of an apparent standard rate constant and the bulk
concentrations of the various participants. If the exchange current can be measured
validly for a given process, the derived relationship can provide insight into details of
the mechanism.

For example, the variation of exchange current with the concentrations of О and R
can provide (ri + a)/n for the sequential mechanism of (3.5.8)-(3.5.10). By an approach
similar to that in Section 3.4.4, one obtains the following from (3.5.40):

dlog CZ/ct

*o \ ri + a (3.5.42)
\d log i

Since n is often independently available from coulometry or from chemical knowledge of
the reactants and products, one can frequently calculate ri + a. From its magnitude, it
may be possible to estimate separate values for ri and a, which in turn may afford chemi-
cal insight into the participants in the RDS. Practice in this direction is available in Prob-
lems 3.7 and 3.10.

As we have seen here, the apparent standard rate constant, k®w, is usually not a sim-
ple kinetic parameter for a multistep process. Interpreting it may require detailed under-
standing of the mechanism, including knowledge of standard potentials or equilibrium
constants for various elementary steps.

We can usefully take this discussion a little further by developing a current-over-
potential relationship for a quasireversible mechanism having the pattern of
(3.5.8)-(3.5.10). Beginning with (3.5.24)-(3.5.26), we multiply the first term by unity
in the form of exp [—(ri + a)f(Eeq — Eeq)] and the second by unity in the form of
exp [(n" + 1 - a)f(Eeq - £eq)]. The result is

""' ~ ~ ' (3.5.43)

,(n"+1 -a)fEeq f[n"E°post+(l-a)E%fe] {n"+\-a)f(E-Een)R(0, t)e{n"+1 -«)/£eqg/№post+(l -a)E°rds\ein"+1 -a)f(E-Eeq

Multiplication of the first term by unity in the form of exp [—(ri + a)f(E0' - E0)] and
the second by unity in the form of exp [(n" + 1 - a)f(E0' - E0)] gives

- nFAk®dsCR(0, i)e{n"+1

(3.5.44)

where E — EQq has been recognized as 17. The first exponential in each of the two terms
can be rewritten as a function of bulk concentrations by raising (3.5.16) to the appropriate
power and substituting. The result is

^ atfn

(3.5.45)
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Division by the exchange current, as given by (3.5.40), and consolidation of the bulk con-
centrations provides

1 = Ads. CO(°> 0 еПп'Е%ге+о£%Ь-{п'+а)Е0']е-{п'+<ф,
u Kapp C O

* app ^ R

where we have recognized that n' + л" + 1 = л. Substitution for ,
consolidation of the exponentials leads to the final result,

-a)fV (3.5.46)

from (3.5.39) and

(3.5.47)

which is directly analogous to (3.4.10).
When the current is small or mass transfer is efficient, the surface concentrations do

not differ from those of the bulk, and one has

(3.5.48)

which is analogous to (3.4.11). At small overpotentials, this relationship can be linearized
i . • Y -t •

via the approximation ex ~ 1 + x to give

(3.5.49)

which is the сои^ефай of (3.4.12). The charge-transfer resistance for this multistep sys-
tem is then

RT
nFi,

(3.5.50)

which is a generalization of (3.4.13).
The arguments leading to (3.5.47)-(3.5.50) are particular to the assumed mechanistic

pattern of (3.5.8)-(3.5.10), but similar results can be obtained by the same techniques for
any quasireversible mechanism. In fact, (3.4.49) and (3.4.50) are general for quasire-
versible multistep processes, and they underlie the experimental determination of in via
methods, such as impedance spectroscopy, based on small perturbations of systems at
equilibrium.

3.6 MICROSCOPIC THEORIES OF CHARGE TRANSFER

The previous sections dealt with a generalized theory of heterogeneous electron-transfer
kinetics based on macroscopic concepts, in which the rate of the reaction was expressed
in terms of the phenomenological parameters, lc° and a. While useful in helping to orga-
nize the results of experimental studies and in providing information about reaction mech-
anisms, such an approach cannot be employed to predict how the kinetics are affected by
such factors as the nature and structure of the reacting species, the solvent, the electrode
material, and adsorbed layers on the electrode. To obtain such information, one needs a
microscopic theory that describes how molecular structure and environment affect the
electron-transfer process.

A great deal of work has gone into the development of microscopic theories over the
past 45 years. The goal is to make predictions that can be tested by experiments, so that
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one can understand the fundamental structural and environmental factors causing reac-
tions to be kinetically facile or sluggish. With that understanding, there would be a firmer
basis for designing superior new systems for many scientific and technological applica-
tions. Major contributions in this area have been made by Marcus (37, 38), Hush (39, 40),
Levich (41), Dogonadze (42), and many others. Comprehensive reviews are available
(43-50), as are extensive treatments of the broader related field of electron-transfer reac-
tions in homogeneous solution and in biological systems (51-53). The approach taken in
this section is largely based on the Marcus model, which has been widely applied in elec-
trochemical studies and has demonstrated the ability to make useful predictions about
structural effects on kinetics with minimal computation. Marcus was recognized with the
Nobel Prize in Chemistry for his contributions.

At the outset, it is useful to distinguish between inner-sphere and outer-sphere elec-
tron-transfer reactions at electrodes (Figure 3.6.1). This terminology was adopted from
that used to describe electron-transfer reactions of coordination compounds (54). The
term "outer-sphere" denotes a reaction between two species in which the original coordi-
nation spheres are maintained in the activated complex ["electron transfer from one pri-
mary bond system to another" (54)]. In contrast, "inner-sphere" reactions occur in an
activated complex where the ions share a ligand ["electron transfer within a primary bond
system" (54)].

Likewise, in an outer-sphere electrode reaction, the reactant and product do not in-
teract strongly with the electrode surface, and they are generally at a distance of at least a
solvent layer from the electrode. A typical example is the heterogeneous reduction of
Ru(NH3)6+, where the reactant at the electrode surface is essentially the same as in the
bulk. In an inner-sphere electrode reaction, there is a strong interaction of the reactant,
intermediates, or products with the electrode; that is, such reactions involve specific ad-
sorption of species involved in the electrode reaction. The reduction of oxygen in water
and the oxidation of hydrogen at Pt are inner-sphere reactions. Another type of inner-
sphere reaction features a specifically adsorbed anion that serves as a ligand bridge to a
metal ion (55). Obviously outer-sphere reactions are less dependent on electrode material
than inner-sphere ones.13

Homogenous Electron Transfer

Outer-sphere
3 + Cr(bpy) 3

2 + ->Co(NH 3 ) 2 + -. Cr(bpy)3

3+

Inner-sphere
Co(NH3)5CI2 + > (NH3)5Co Cl Cr(H2O)*

Homogenous Electron Transfer

Outer-sphere Inner-sphere

Solvent

Figure 3.6.1 Outer-sphere and inner-sphere
reactions. The inner sphere homogeneous reaction
produces, with loss of H2O, a ligand-bridged
complex (shown above), which decomposes to
CrCl(H2O)^+ and Co(NH3)5(H2O)2+. In the
heterogeneous reactions, the diagram shows a metal
ion (M) surrounded by ligands. In the inner sphere
reaction, a ligand that adsorbs on the electrode and
bridges to the metal is indicated
in a darker color. An example of the latter is the
oxidation of Сг(Н2О)з+ at a mercury electrode
in the presence of Cl~ or Br~.

13Even if there is not a strong interaction with the electrode, an outer-sphere reaction can depend on the

electrode material, because of (a) double-layer effects (Section 13.7), (b) the effect of the metal on the structure

of the Helmholtz layer, or (c) the effect of the energy and distribution of electronic states in the electrode.
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Outer-sphere electron transfers can be treated in a more general way than inner-
sphere processes, where specific chemistry and interactions are important. For this reason,
the theory of outer-sphere electron transfer is much more highly developed, and the dis-
cussion that follows pertains to these kinds of reactions. However, in practical applica-
tions, such as in fuel cells and batteries, the more complicated inner-sphere reactions are
important. A theory of these requires consideration of specific adsorption effects, as de-
scribed in Chapter 13, as well as many of the factors important in heterogeneous catalytic
reactions (56).

3.6.1 The Marcus Microscopic Model

Consider an outer-sphere, single electron transfer from an electrode to species O, to form
the product R. This heterogeneous process is closely related to the homogeneous reduc-
tion of О to R by reaction with a suitable reductant, R\

0 + R ' ^ R + O' (3.6.1)

We will find it convenient to consider the two situations in the same theoretical context.
Electron-transfer reactions, whether homogeneous or heterogeneous, are radiationless
electronic rearrangements of reacting species. Accordingly, there are many common ele-
ments between theories of electron transfer and treatments of radiationless deactivation in
excited molecules (57). Since the transfer is radiationless, the electron must move from an
initial state (on the electrode or in the reductant, R') to a receiving state (in species О or
on the electrode) of the same energy. This demand for isoenergetic electron transfer is a
fundamental aspect with extensive consequences.

A second important aspect of most microscopic theories of electron transfer is the as-
sumption that the reactants and products do not change their configurations during the ac-
tual act of transfer. This idea is based essentially on the Franck-Condon principle, which
says, in part, that nuclear momenta and positions do not change on the time scale of elec-
tronic transitions. Thus, the reactant and product, О and R, share a common nuclear con-
figuration at the moment of transfer.

Let us consider again a plot of the standard free energy14 of species О and R as a
function of reaction coordinate (see Figure 3.3.2), but we now give more careful consider-
ation to the nature of the reaction coordinate and the computation of the standard free en-
ergy. Our goal is to obtain an expression for the standard free energy of activation, AG \̂
as a function of structural parameters of the reactant, so that equation 3.1.17 (or a closely
related form) can be used to calculate the rate constant. In earlier theoretical work, the
pre-exponential factor for the rate constant was written in terms of a collision number (37,
38, 58, 59), but the formalism now used leads to expressions like:

kf = K?,ovnKelexp(-AG}/RT) (3.6.2)

where AGjf is the activation energy for reduction of О; К? о is a precursor equilibrium
constant, representing the ratio of the reactant concentration in the reactive position at
the electrode (the precursor state) to the concentration in bulk solution; vn is the nu-
clear frequency factor (s" 1), which represents the frequency of attempts on the energy
barrier (generally associated with bond vibrations and solvent motion); and ке 1 is the
electronic transmission coefficient (related to the probability of electron tunneling; see
Section 3.6.4). Often, #cel is taken as unity for a reaction where the reactant is close to
the electrode, so that there is strong coupling between the reactant and the electrode

14See the footnote relating to the use of standard thermodynamic quantities in Section 3.1.2.
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(see Section 3.6.4).15 Methods for estimating the various factors are available (48), but
there is considerable uncertainty in their values.

Actually, equation 3.6.2 can be used for either a heterogeneous reduction at an elec-
trode or a homogeneous electron transfer in which О is reduced to R by another reactant
in solution. For a heterogeneous electron transfer, the precursor state can be considered to
be a reactant molecule situated near the electrode at a distance where electron transfer is
possible. Thus KFO = Co,Surf/Co> where C0,SUrfis a surface concentration having units of
mol/cm2. Consequently Kp o has units of cm, and kf has units of cm/s, as required. For a
homogeneous electron transfer between О and R\ one can think of the precursor state as a
reactive unit, OR', where the two species are close enough to allow transfer of an elec-
tron. Then KpO = [OR']/[O][R'], which has units of M~x if the concentrations are ex-
pressed conventionally. This result gives a rate constant, kf, in units of M ^ s " 1 , again as
required.

In either case, we consider the reaction as occurring on a multidimensional surface
defining the standard free energy of the system in terms of the nuclear coordinates (i.e.,
the relative positions of the atoms) of the reactant, product, and solvent. Changes in nu-
clear coordinates come about from vibrational and rotational motion in О and R, and from
fluctuations in the position and orientation of the solvent molecules. As usual, we focus
on the energetically favored path between reactants and products, and we measure
progress in terms of a reaction coordinate, q. Two general assumptions are (a) that the re-
actant, O, is centered at some fixed position with respect to the electrode (or in a bimolec-
ular homogeneous reaction, that the reactants are at a fixed distance from each other) and
(b) that the standard free energies of О and R, GQ and GR, depend quadratically on the re-
action coordinate, q (49):

G°0(q) = (k/2)(q - q0)
2 (3.6.3)

& = (k/2)(q - qR)2 + AG° (3.6.4)

where qo and qR are the values of the coordinate for the equilibrium atomic configura-
tions in О and R, and к is a proportionality constant (e.g., a force constant for a change in
bond length). Depending on the case under consideration, AG° is either the free energy of
reaction for a homogeneous electron transfer or F(E - E°) for an electrode reaction.

Let us consider a particularly simple case to give a physical picture of what is implied
here. Suppose the reactant is A-B, a diatomic molecule, and the product is A-B~. To a
first approximation the nuclear coordinate could be the bond length in A-B (qo) and A-B~
(gR), and the equations for the free energy could represent the energy for lengthening or
contraction of the bond within the usual harmonic oscillator approximation. This picture
is oversimplified in that the solvent molecules would also make a contribution to the free
energy of activation (sometimes the dominant one). In the discussion that follows, they
are assumed to contribute in a quadratic relationship involving coordinates of the solvent
dipole.

Figure 3.6.2 shows a typical free energy plot based on (3.6.3) and (3.6.4). The mole-
cules shown at the top of the figure are meant to represent the stable configurations of the
reactants, for example, Ru(NH3)6+ and Ru(NH3)6+ as О and R, as well as to provide a
view of the change in nuclear configuration upon reduction. The transition state is the
position where О and R have the same configuration, denoted by the reaction coordinate

15The pre-exponential term sometimes also includes a nuclear tunneling factor, Гп. This arises from a quantum
mechanical treatment that accounts for electron transfer for nuclear configurations with energies below the
transition state (48, 60).
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0(3+)

Figure 3.6.2 Standard free energy, G , as a function of reaction coordinate, q, for an electron
transfer reaction, such as Ru(NH3)6 + e —>• RU(NH 3 )J5 + . This diagram applies either to a
heterogeneous reaction in which О and R react at an electrode or a homogeneous reaction in which О
and R react with members of another redox couple as shown in (3.6.1). For the heterogeneous case,
the curve for О is actually the sum of energies for species О and for an electron on the electrode at the
Fermi level corresponding to potential E. Then, AG = F(E — E°). For the homogeneous case, the
curve for О is the sum of energies for О and its reactant partner, R', while the curve for R is a sum for
R and O'. Then, AG° is the standard free energy change for the reaction. The picture at the top is a
general representation of structural changes that might accompany electron transfer. The changes in
spacing of the six surrounding dots could represent, for example, changes in bond lengths within the
electroactive species or the restructuring of the surrounding solvent shell.

qx. In keeping with the Franck-Condon principle, electron transfer only occurs at this

position.

The free energies at the transition state are thus given by

- qof (3.6.5)

- qR)2 + AG° (3.6.6)

Since G%(qx) = GR(qx), (3.6.5) and (3.6.6) can be solved for qx with the result,

AG°
2 ' k(qR - qo)

The free energy of activation for reduction of О is given by

(3.6.7)

(3.6.8)
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where we have noted that G%(q0) = 0, as defined in (3.6.3). Substitution for cf from
(3.6.7) into (3.6.5) then yields

:0 12

(3.6.9)
2AG°

Defining A = (k/2)(qR — q0)
2, we have

or, for an electrode reaction

(3.6.10a)

(3.6.10b)

There can be free energy contributions beyond those considered in the derivation
just described. In general, they are energy changes involved in bringing the reactants
and products from the average environment in the medium to the special environment
where electron transfer occurs. Among them are the energy of ion pairing and the elec-
trostatic work needed to reach the reactive position (e.g., to bring a positively charged
reactant to a position near a positively charged electrode). Such effects are usually
treated by the inclusion of work terms, WQ and WR, which are adjustments to AG° or
F(E — E ). For simplicity, they were omitted above. The complete equations, including
the work terms, are1 6

\G\- 4A

A/
4\

f

1 Л
\

AG°-

FiE-E

-WQ

A

° )"
A

+ w R y
/

WQ + V

)

(3.6.11a)

(3.6.11b)

The critical parameter is Л, the reorganization energy, which represents the energy
necessary to transform the nuclear configurations in the reactant and the solvent to those
of the product state. It is usually separated into inner, Aj, and outer, Ao, components:

A = Ai + Ao (3.6.12)

where Aj represents the contribution from reorganization of species O, and Ao that from
reorganization of the solvent.17

16The convention is to define vv0 and wR as the work required to establish the reactive position from the average
environment of reactants and products in the medium. The signs in (3.6.1 la,b) follow from this. In many
circumstances, the work terms are also the free energy changes for the precursor equilibria. When that is true,
w0 = -RT In Kpt0 and wR = -RT In KPR.
17One should not confuse the inner and outer components of Л with the concept of inner- and outer-sphere
reaction. In the treatment under consideration, we are dealing with an outer-sphere reaction, and Aj and Ao

simply apportion the energy to terms applying to changes in bond lengths (e.g., of a metal-ligand bond) and
changes in solvation, respectively.
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To the extent that the normal modes of the reactant remain harmonic over the range
of distortion needed, one can, in principle, calculate Aj by summing over the normal vibra-
tional modes of the reactant, that is,

Ai - E (3.6.13)

where the k's are force constants, and the g's are displacements in the normal mode
coordinates.

Typically, Ao is computed by assuming that the solvent is a dielectric continuum, and
the reactant is a sphere of radius ao. For an electrode reaction,

(3.6.14a)л — -л о
е1

( 1 Л (1
\£оР

1)

where e o p and e s are the optical and static dielectric constants, respectively, and R is taken
as twice the distance from the center of the molecule to the electrode (i.e., 2JC0, which is
the distance between the reactant and its image charge in the electrode).18 For a homoge-
neous electron-transfer reaction:

(3.6.14b)

where a\ and #2 are the radii of the reactants (O and R' in equation 3.6.1) and d = a\ + #2-
Typical values of A are in the range of 0.5 to 1 eV.

Predictions from Marcus Theory

While it is possible, in principle, to estimate the rate constant for an electrode reaction
by computation of the pre-exponential terms and the A values, this is rarely done in
practice. The theory's greater value is the chemical and physical insight that it affords,
which arises from its capacity for prediction and generalization about electron-transfer
reactions.

For example, one can obtain the predicted a-value from (3.6.10b):

1 <̂ f I , F(£ -
tt=Fffi=2+ 2A

or with the inclusion of work terms:

F(E- E°) - (wo - wR)

2A

(3.6.15a)

(3.6.15b)

Thus, the theory predicts not only that a ~ 0.5, but also that it depends on potential in a
particular way. As mentioned in Section 3.3.4, the Butler-Volmer (BV) theory can ac-
commodate a potential dependence of a, but in its classic version, the BV theory handles
a as a constant. Moreover, there is no basis in the В V theory for predicting the form of the
potential dependence. On the other hand, the potential-dependent term in (3.6.15a,b),

1 8In some treatments of electron transfer, the assumption is made that the reactant charge is largely shielded by
counter ions in solution, so that an image charge does not form in the electrode. In this case, R is the distance
between the center of the reactant molecule and the electrode (24, 39).
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which depends on the size of A, is usually not very large, so a clear potential dependency
of a has been difficult to observe experimentally. The effect is more obvious in reactions
involving electroactive centers bound to electrodes (see Section 14.5.2.).

The Marcus theory also makes predictions about the relation between the rate con-
stants for homogeneous and heterogeneous reactions of the same reactant. Consider the
rate constant for the self-exchange reaction,

O + R ^ X R + O (3.6.16)

in comparison with k° for the related electrode reaction, О + e —> R. One can determine
kex by labeling О isotopically and measuring the rate at which the isotope appears in R, or
sometimes by other methods like ESR or NMR. A comparison of (3.6.14a) and (3.6.14b),
where a0 = a\ = a2 = a and R = d = 2a, yields

Aei = Aex/2 (3.6.17)

where Ael and Aex are the values of Ao for the electrode reaction and the self-exchange
reaction, respectively. For the self-exchange reaction, AG° = 0, so (3.6.10a) gives
AGf = Aex/4, as long as Ao dominates Aj in the reorganization energy. For the electrode
reaction, k° corresponds to E = E°, so (3.6.10b) gives AG* = Aei/4, again with the condi-
tion that Aj is negligible. From (3.6.17), one can express AGf for the homogeneous and
heterogeneous reactions in common terms, and one finds that kex is related to k° by the
expression

(£exMex)1/2 = *°/A,l (3-6.18)

where Aex and AQ\ are the pre-exponential factors for self-exchange and the electrode reac-
tion. (Roughly, Ad is Ю4 to 105 cm/s and Aex is 1011 to 1012 Af"1 s" 1 .) 1 9

The theory also leads to useful qualitative predictions about reaction kinetics. For ex-
ample, equation 3.6.10b gives AG^ ~ X/4 at E°, where kf = k^ = £°. Thus, k° will be
larger when the internal reorganization is smaller, that is, in reactions where О and R have
similar structures. Electron transfers involving large structural alterations (such as sizable
changes in bond lengths or bond angles) tend to be slower. Solvation also has an impact
through its contribution to A. Large molecules (large ao) tend to show lower solvation en-
ergies, and smaller changes in solvation upon reaction, by comparison with smaller
species. On this basis, one would expect electron transfers to small molecules, such as, the
reduction of O 2 to O2~ in 2~aprotic media, to be slower than the reduction of Ar to Агт,
where Ar is a large aromatic molecule like anthracene.

The effect of solvent in an electron transfer is larger than simply through its energetic
contribution to Ao. There is evidence that the dynamics of solvent reorganization, often
represented in terms of a solvent longitudinal relaxation time, TL, contribute to the pre-
exponential factor in (3.6.2) (47, 62-65), e.g., vn °c T~

l. Since r L is roughly proportional
to the viscosity, an inverse proportionality of this kind implies that the heterogeneous rate
constant would decrease as the solution viscosity increases (i.e., as the diffusion coeffi-
cient of the reactant decreases). This behavior is actually seen in the decrease of k° for
electrode reactions in water upon adding sucrose to increase the viscosity (presumably
without changing Ao in a significant way) (66, 67). This effect was especially pronounced
in other studies involving Co(IIIAI)tris(bipyridine) complexes modified by the addition of

19This equation also applies when the X{ terms are included (but work terms are neglected). This is the case
because the total contribution to Л j is summed over two reactants in the homogeneous self-exchange reaction,
but only over one in the electrode reaction (61).
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long polyethylene or polypropylene oxide chains to the ligands, which cause large
changes in diffusion coefficient in undiluted, highly viscous, ionic melts (68).

A particularly interesting prediction from this theory is the existence of an "inverted
region" for homogeneous electron-transfer reactions. Figure 3.6.3 shows how equation
3.6.10a predicts AGjf to vary with the thermodynamic driving force for the electron trans-
fer, AG°. Curves are shown for several different values of A, but the basic pattern of be-
havior is the same for all, in that there is a predicted minimum in the standard free energy
of activation. On the right-hand side of the minimum, there is a normal region, where
AGjf decreases, hence the rate constant increases, as AG° gets larger in magnitude (i.e.,
becomes more negative). When AG° = -A, AGf is zero, and the rate constant is predicted
to be at a maximum. At more negative AG° values, that is for very strongly driven reac-
tions, the activation energy becomes larger, and the rate constant smaller. This is the in-
verted region, where an increase in the thermodynamic driving force leads to a decrease
in the rate of electron transfer. There are two physical reasons for this effect. First, a large
negative free energy of reaction implies that the products are required to accept the liber-
ated energy very quickly in vibrational modes, and the probability for doing so declines as
- AG° exceeds A (see Chapter 18). Second, one can develop a situation in the inverted re-
gion where the energy surfaces no longer allow for adiabatic electron transfer (see Section
3.6.4). The existence of the inverted region accounts for the phenomenon of electrogener-
ated chemiluminescence (Chapter 18) and has also been seen by other means for several
electron-transfer reactions in solution.

Even though (3.6.10b) also has a minimum, an inverted-region effect should not
occur for an electrode reaction at a metal electrode. The reason is that (3.6.10b) was de-
rived with the implicit idea that electrons always react from a narrow range of states on
the electrode corresponding to the Fermi energy (see the caption to Figure 3.6.2). Even
though the reaction rate at this energy is predicted to show inversion at very negative
overpotentials, there are always occupied states in the metal below the Fermi energy, and
they can transfer an electron to О without inversion. Any low-level vacancy created in the
metal by heterogeneous reaction is filled ultimately with an electron from the Fermi en-
ergy, with dissipation of the difference in energy as heat; thus the overall energy change is
as expected from thermodynamics. A similar argument holds for oxidations at metals,
where unoccupied states are always available. The ideas behind this discussion are devel-
oped much more fully in the next section.
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An inverted region should be seen for interfacial electron transfer at the interface
between immiscible electrolyte solutions, with an oxidant, O, in one phase, and a reduc-
tant, R', in the other (69). Experimental studies bearing on this issue have just been re-
ported (70).

3.6.3 A Model Based on Distributions of Energy States

An alternative theoretical approach to heterogeneous kinetics is based on the overlap be-
tween electronic states of the electrode and those of the reactants in solution (41, 42, 46,
47, 71, 72). The concept is presented graphically in Figure 3.6.4, which will be discussed
extensively in this section. This model is rooted in contributions from Gerischer (71, 72)
and is particularly useful for treating electron transfer at semiconductor electrodes (Sec-
tion 18.2.3), where the electronic structure of the electrode is important. The main idea is
that an electron transfer can take place from any occupied energy state that is matched in
energy, E, with an unoccupied receiving state. If the process is a reduction, the occupied
state is on the electrode and the receiving state is on an electroreactant, O. For an oxida-
tion, the occupied state is on species R in solution, and the receiving state is on the elec-
trode. In general, the eligible states extend over a range of energies, and the total rate is an
integral of the rates at each energy.

-2

I
ш

ш —4

Unoccupied
States (2)UT)V2 DO(\,E)

1

Electrode States Reactant States

Figure 3.6.4 Relationships among electronic states at an interface between a metal electrode and
a solution containing species О and R at equal concentrations. The vertical axis is electron energy,
E, on the absolute scale. Indicated on the electrode side is a zone A4T wide centered on the Fermi
level, Ep, where/(E) makes the transition from a value of nearly 1 below the zone to a value of
virtually zero above. See the graph of/(E) in the area of solid shading on the left. On the solution
side, the state density distributions are shown for О and R. These are gaussians having the same
shapes as the probability density functions, W0(X, E) and WR(\, E). The electron energy
corresponding to the standard potential, E°, is -3.8 eV, and Л = 0.3 eV. The Fermi energy
corresponds here to an electrode potential of -250 mV vs. E°. Filled states are denoted on both
sides of the interface by dark shading. Since filled electrode states overlap with (empty) О states,
reduction can proceed. Since the (filled) R states overlap only with filled electrode states, oxidation
is blocked.
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On the electrode, the number of electronic states in the energy range between E
and E 4- dE is given by Ap(E)dE, where A is the area exposed to the solution, and p(E) is
the density of states [having units of (area-energy)"1, such as с т ~ 2 е У - 1 ] . The total
number of states in a broad energy range is, of course, the integral of Ap(E) over the
range. If the electrode is a metal, the density of states is large and continuous, but if it
is a semiconductor, there is a sizable energy range, called the band gap, where the den-
sity of states is very small. (See Section 18.2 for a fuller discussion of the electronic
properties of materials.)

Electrons fill states on the electrode from lower energies to higher ones until all elec-
trons are accommodated. Any material has more states than are required for the electrons,
so there are always empty states above the filled ones. If the material were at absolute
zero in temperature, the highest filled state would correspond to the Fermi level (or the
Fermi energy), Ep, and all states above the Fermi level would be empty. At any higher
temperature, thermal energy elevates some of the electrons into states above Ep and cre-
ates vacancies below. The filling of the states at thermal equilibrium is described by the
Fermi function, /(E),

/(E) = {1 + exp[(E - EF)/47]}" l (3.6.19)

which is the probability that a state of energy E is occupied by an electron. It is easy to
see that for energies much lower than the Fermi level, the occupancy is virtually unity,
and for energies much higher than the Fermi level, the occupancy is practically zero (see
Figure 3.6.4). States within a few 4T of Ep have intermediate occupancy, graded from
unity to zero as the energy rises through Ep, where the occupancy is 0.5. This intermedi-
ate zone is shown in Figure 3.6.4 as a band 44T wide (about 100 meV at 25°C).

The number of electrons in the energy range between E and E + dE is the number of
occupied states, A/V0CC(E)dE, where Afocc(E) is the density function

AW(E)=/(E)p(E) (3.6.20)

Like p(E), 7V0CC(E) has units of (area-energy)"1, typically cm" 2 eV~\ while/(E) is di-
mensionless. In a similar manner, we can define the density of unoccupied states as

AU>cc(E) = [1 ~/(E)]p(E) (3.6.21)

As the potential is changed, the Fermi level moves, with the change being toward
higher energies at more negative potentials and vice versa. On a metal electrode, these
changes occur not by the filling or emptying of many additional states, but mostly by
charging the metal, so that all states are shifted by the effect of potential (Section 2.2).
While charging does involve a change in the total electron population on the metal, the
change is a tiny fraction of the total (Section 2.2.2). Consequently, the same set of states
exists near the Fermi level at all potentials. For this reason, it is more appropriate to think
of p(E) as a consistent function of E — Ep, nearly independent of the value of Ep. Since
/(E) behaves in the same way, so do N0CC(E) and Nunocc(E). The picture is more compli-
cated at a semiconductor, as discussed in Section 18.2.

States in solution are described by similar concepts, except that filled and empty
states correspond to different chemical species, namely the two components of a redox
couple, R and O, respectively. These states differ from those of the metal in being local-
ized. The R and О species cannot communicate with the electrode without first approach-
ing it closely. Since R and О can exist in the solution inhomogeneously and our concern is
with the mix of states near the electrode surface, it is better to express the density of states
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in terms of concentration, rather than total number. At any moment, the removable elec-
trons on R species in solution in the vicinity of the electrode20 are distributed over an en-
ergy range according to a concentration density function, £>R(A, E), having units of
(volume-energy)"1, such as cm"3 eV"1 . Thus, the number concentration of R species
near the electrode in the range between E and E + dE is £>R(A, E)dE. Because this small
element of the R population should be proportional to the overall surface concentration of
R, CR(0, t), we can factor Z)R(A, E) in the following way:

DR(A, E) = WACR(0, t)WR(\, E) (3.6.22)

where NA is Avogadro's number, and WR(A, E) is a probability density function with units
of (energy)"1. Since the integral of DR(A, E) over all energies must yield the total number
concentration of all states, which is iVACR(0, t), we see that VFR(A, E) is a normalized
function

WR(\,E)dE = 1 (3.6.23)
0

Similarly, the distribution of vacant states represented by О species is given by

£>o(A, E) = NACo(0, t)Wo(\, E) (3.6.24)

where W0(X, E) is normalized, as indicated for its counterpart in (3.6.23). In Figure 3.6.4,
the state distributions for О and R are depicted as gaussians for reasons that we will dis-
cover below.

Now let us consider the rate at which О is reduced from occupied states on the elec-
trode in the energy range between E and E + dE. This is only a part of the total rate of re-
duction, so we call it a local rate for energy E. In a time interval Дг, electrons from
occupied states on the electrode can make the transition to states on species О in the same
energy range, and the rate of reduction is the number that succeed divided by Д*. This rate
is the instantaneous rate, if At is short enough (a) that the reduction does not appreciably
alter the number of unoccupied states on the solution side and (b) that individual О mole-
cules do not appreciably change the energy of their unoccupied levels by internal vibra-
tional and rotational motion. Thus At is at or below the time scale of vibration. The local
rate of reduction can be written as

Pred(E)AN0CC(E)dE
Local Rate(E) = r e d

 д^
о с с — (3.6.25)

where AN0CCdE is the number of electrons available for the transition and Pred(E) is the
probability of transition to an unoccupied state on O. It is intuitive that /\ed(E) is propor-
tional to the density of states DO(A, E). Defining e r e d(E) as the proportionality function,
we have

6rred(E)£>o(A, E)ANocc(E)dE
Local Rate(E) = red ° ' — ^ ^ - ^ — (3.6.26)

20In this discussion, the phrases "concentration in the vicinity of the electrode" and "concentration near the
electrode" are used interchangeably to denote concentrations that are given by C(0, i) in most mass-transfer and
heterogeneous rate equations in this book. However, C(0, t) is not the same as the concentration in the reactive
position at an electrode (i.e., in the precursor state), but is the concentration just outside the diffuse layer. We
are now considering events on a much finer distance scale than in most contexts in this book, and this
distinction is needed. The same point is made in Section 13.7.
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where ered(E) has units of volume-energy (e.g., cm3 eV). The total rate of reduction
is the sum of the local rates in all infinitesimal energy ranges; thus it is given by the integral

Rate = v \ e r e d(E)Do(A, E)AN0CC(E)dE (3.6.27)
J — 0 0

where, in accord with custom, we have expressed Ar in terms of a frequency, v = 1/Дг.
The limits on the integral cover all energies, but the integrand has a significant value only
where there is overlap between occupied states on the electrode and states of О in the so-
lution. In Figure 3.6.4, the relevant range is roughly -4.0 to -3.5 eV.

Substitution from (3.6.20) and (3.6.24) gives

Rate = vANKC'o(0, t) J sred(E)W0(A, E)/(E)p(E)dE (3.6.28)
J — 0 0

This rate is expressed in molecules or electrons per second. Division by ANA gives the
rate more conventionally in mol cm" 2 s"1, and further division by CQ(0, t) provides the
rate constant,

Г 00

(3.6.29)

In an analogous way, one can easily derive the rate constant for the oxidation of
R. On the electrode side, the empty states are candidates to receive an electron; hence
Nunocc(E) is the distribution of interest. The density of filled states on the solution
side is £>R(A, E), and the probability for electron transfer in the time interval Ar is
P0X(E) = 80X(E)Z)R(A, E). Proceeding exactly as in the derivation of (3.6.29), we
arrive at

(3.6.30)

In Figure 3.6.4, the distribution of states for species R does not overlap the zone of
unoccupied states on the electrode, so the integrand in (3.6.30) is practically zero every-
where, and &ь is negligible compared to kf. The electrode is in a reducing condition with
respect to the O/R couple. By changing the electrode potential to a more positive value,
we shift the position of the Fermi level downward, and we can reach a position where the
R states begin to overlap unoccupied electrode states, so that the integral in (3.6.30) be-
comes significant, and къ is enhanced.

The literature contains many versions of equations 3.6.29 and 3.6.30 manifesting
different notation and involving wide variations in the interpretation applied to the in-
tegral prefactors and the proportionality functions e r e d(E) and eo x(E). For example, it
is common to see a tunneling probability, Kej, or a precursor equilibrium constant, A^o
or /sTp R, extracted from the e-functions and placed in the integral prefactor. Often the
frequency v is identified with vn in (3.6.2). Sometimes the prefactor encompasses
things other than the frequency parameter, but is still expressed as a single symbol.
These variations in representation reflect the fact that basic ideas are still evolving.
The treatment offered here is general and can be accommodated to any of the extant
views about how the fundamental properties of the system determine v, e r e d(E), and
eo x(E).

With (3.6.29) and (3.6.30), it is apparently possible to account for kinetic effects of
the electronic structure of the electrode by using an appropriate density of states, p(E), for
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the electrode material. Efforts in that direction have been reported. However, one must be
on guard for the possibility that ered(E) and eOx(E) also depend on p(E).2 1

The Marcus theory can be used to define the probability densities W0(A, E) and
WR(A, E). The key is to recognize that the derivation leading to (3.6.10b) is based implic-
itly on the idea that electron transfer occurs entirely from the Fermi level. In the context
that we are now considering, the rate constant corresponding to the activation energy in
(3.6.10b) is therefore proportional to the local rate at the Fermi level, wherever it might
be situated relative to the state distributions for О and R. We can rewrite (3.6.10b) in
terms of electron energy as

E ~ ^ » (3.6.31)

where E° is the energy corresponding to the standard potential of the O/R couple. One can
easily show that AG| reaches a minimum at E = E° + A, where AGj = 0. Thus the maxi-
mum local rate of reduction at the Fermi level is found where E F = E° + Л. When the
Fermi level is at any other energy, E, the local rate of reduction at the Fermi level can be ex-
pressed, according to (3.6.2), (3.6.26), and (3.6.31), in terms of the following ratios

J JА Л Е - E
Local Rate (EF = E) ^^ЫУ

Local Rate (EF = E° + A) VnKel

g r e d ( E ) P o ( A , E ) / ( E F ) p ( E F )

ered (E° + A) Do (A, E° + A)/(EF) p (EF)

Assuming that e r e d does not depend on the position of EF, we can simplify this to

Z)0(A,E) _ Г (Е-Е°-А) 2 1

( 3 - 6 3

Z)O(A,E°
= exp - (3.6.33)

Wo(\, E) = (4TT\£T)~1/2 exp -

This is a gaussian distribution having a mean at E = E° + Л and a standard deviation
of (2A^T)1/2, as shown in Figure 3.6.4 (see also Section A.3). From (3.6.24),
£>O(A, E)/D0(A, E° + Л) = Wo(\, E)/Wo(\, E° + A). Also, since Wo(\, E) is normal-
ized, the exponential prefactor, WO(X, E° + A), is quickly identified (Section A.3) as
(2тг)~ / times the reciprocal of the standard deviation; therefore

(3.6.34)

21Consider, for example, a simple model based on the idea that, in the time interval Ar, all of the electrons in the
energy range between E and E + dE redistribute themselves among all available states with equal probability. A
refinement allows for the possibility that the states on species О participate with different weight from those on the
electrode. If the states on the electrode are given unit weight and those in solution are given weight /cred(E), then

/cred (E)D0(A, E)5

p(E) + /cred(E)£>0(A, E)d

where 8 is the average distance across which electron transfer occurs, and /cred(E) is dimensionless and can be
identified with the tunneling probability, /cel, used in other representations of kf. If the electrode is a metal, p(E)
is orders of magnitude greater than Kred(E)Z)0(A, E)8; hence the rate constant becomes

which has no dependence on the electronic structure of the electrode.
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(3.6.35)

thus the distribution for R has the same shape as that for O, but is centered on E° - Л, as
depicted in Figure 3.6.4.

Any model of electrode kinetics is constrained by the requirement that

= е (3.6.36)

which is easily derived from the need for convergence to the Nernst equation at equilib-
rium (Problem 3.16). The development of the Gerischer model up through equations
3.6.29 and 3.6.30 is general, and one can imagine that the various component functions in
those two equations might come together in different ways to fulfill this requirement. By
later including results from the Marcus theory without work terms, we were able to define
the distribution functions, WO(X, E) and WR(A, E). Another feature of this simple
Gerischer-Marcus model is that sox(E) and ered(E) turn out to be identical functions and
need no longer be distinguished. However, this will not necessarily be true for related
models including work terms and a precursor equilibrium.

The reorganization energy, A, has a large effect on the predicted current-potential
response, as shown in Figure 3.6.5. The top frame illustrates the situation for A = 0.3 eV,
a value near the lower limit found experimentally. For this reorganization energy, an
overpotential of —300 mV (case a) places the Fermi level opposite the peak of the state

-2

-3

-4

-5

-6

- .

_ERe° • ~

d — а ж к = а

Electrode States Solution States

Figure 3.6.5 Effect of A on kinetics in the
Gerischer-Marcus representation. Top:
A = 0.3 eV. Bottom: A = 1.5 eV. Both
diagrams are for species О and R at equal
concentrations, so that the Fermi level
corresponding to the equilibrium potential,
E F eq, is equal to the electron energy at the
standard potential, E° (dashed line). For
both frames, E° = -4.5 eV. Also shown in
each frame is the way in which the Fermi
level shifts with electrode potential. The
different Fermi levels are for (a) r] = -300
mV, (b) г] = +300 mV, (c) rj = -1000
mV, and (d) r) = +1000 mV. On the
solution side, Wo(\, E) and WR(X, E) are
shown with lighter and darker shading,
respectively.
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distribution for O; hence rapid reduction would be seen. Likewise, an overpotential of
+ 300 mV (case b) brings the Fermi level down to match the peak in the state distribu-
tion for R and enables rapid oxidation. An overpotential of -1000 mV (case c) creates
a situation in which WO(A, E) overlaps entirely with filled states on the electrode, and
for 7] = +1000 mV (case d), WR(\, E) overlaps only empty states on the electrode.
These latter two cases correspond to very strongly enabled reduction and oxidation,
respectively.

The lower frame of Figure 3.6.5 shows the very different situation for the fairly large
reorganization energy of 1.5 eV. In this case, an overpotential of —300 mV is not enough
to elevate the Fermi level into a condition where filled states on the electrode overlap
Wo(\, E), nor is an overpotential of +300 mV enough to lower the Fermi level into a
condition where empty states on the electrode overlap WR(A, E). It takes 77 ~ -1000 mV
to enable reduction very effectively, and 77 ~ +1000 mV to do the same for oxidation.
For this reorganization energy, the anodic and cathodic branches of the i-E curve would
be widely separated, much as shown in Figure 3.4.2c.

Since this formulation of heterogeneous kinetics in terms of overlapping state distrib-
utions is linked directly to the basic Marcus theory, it is not surprising that many of its
predictions are compatible with those of the previous two sections. The principal differ-
ence is that this formulation allows explicitly for contributions from states far from the
Fermi level, which can be important in reactions at semiconductor electrodes (Section
18.2) or involving bound monolayers on metals (Section 14.5.2).

3.6.4 Tunneling and Extended Charge Transfer

In the treatments discussed above, the reactant was assumed to be held at a fixed, short
distance, JC0, from the electrode. It is also of interest to consider whether a solution species
can undergo electron transfer at different distances from the electrode and how the elec-
tron-transfer rate might depend on distance and on the nature of the intervening medium.
The act of electron transfer is usually considered as tunneling of the electron between
states in the electrode and those on the reactant. Electron tunneling typically follows an
expression of the form:

Probability of tunneling °c ехр(-Дх) (3.6.37)

where x is the distance over which tunneling occurs, and /3 is a factor that depends upon
the height of the energy barrier and the nature of the medium between the states. For ex-
ample, for tunneling between two pieces of metal through vacuum (73)

/3 « 4тг(2тФ)1/2//г « 1.02 A" 1 eV~1/2 X Ф 1 / 2 (3.6.38)

where m is the mass of the electron, 9.1 X 10~28 g, and Ф is the work function of the
metal, typically given in eV. Thus for Pt, where Ф = 5.7 eV, /3 is about 2.4 A" 1 . Within
the electron-transfer theory, tunneling effects are usually incorporated by taking the trans-
mission coefficient, /<el, in (3.6.2) as

KeiW = ке1°ехр(-/ЗД (3.6.39)

where ке\(х) -> 1 when x is at the distance where the interaction of reactant with the elec-
trode is sufficiently strong for the reaction to be adiabatic (48, 49).

In electron-transfer theory, the extent of interaction or electronic coupling between
two reactants (or between a reactant and the electrode) is often described in terms of adia-
baticity. If the interaction is strong, there is a splitting larger than 6T in the energy curves
at the point of intersection (e.g., Figure 3.6.6a). It leads to a lower curve (or surface) pro-
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G°(q)

(a) (b)

Figure 3.6.6 Splitting of energy curves (energy surfaces) in the intersection region, (a) A strong
interaction between О and the electrode leads to a well-defined, continuous curve (surface)
connecting О + e with R. If the reacting system reaches the transition state, the probability is
high that it will proceed into the valley corresponding to R, as indicated by the curved arrow.
(b) A weak interaction leads to a splitting less than 4T. When the reacting system approaches the
transition state from the left, it has a tendency to remain on the О + е curve, as indicated by the
straight arrow. The probability of crossover to the R curve can be small. These curves are drawn for
an electrode reaction, but the principle is the same for a homogeneous reaction, where the reactants
and products might be О + R' and R + O', respectively.

ceeding continuously from О to R and an upper curve (or surface) representing an excited
state. In this situation of strong coupling, a system will nearly always stay on the lower
surface passing from О to R, and the reaction is said to be adiabatic. The probability of
reaction per passage approaches unity for an adiabatic reaction.

If the interaction is small (e.g,. when the reactants are far apart), the splitting of the
potential energy curves at the point of intersection is less than &T (Figure 3.6.6/?). In this
case, there is a smaller likelihood that the system will proceed from О to R. The reaction
is said to be nonadiabatic, because the system tends to stay on the original "reactant" sur-
face (or, actually, to cross from the ground-state surface to the excited-state surface). The
probability of reaction per passage through the intersection region is taken into account by
KQi < 1 (47, 48). For example, ке 1 could be 10~5, meaning that the reactants would, on the
average, pass through the intersection region (i.e., reach the transition state) 100,000
times for every successful reaction.

In considering dissolved reactants participating in a heterogeneous reaction, one can
treat the reaction as occurring over a range of distances, where the rate constant falls off
exponentially with distance. The result of such a treatment (48, 74) is that electron trans-
fer occurs over a region near the electrode, rather than only at a single position, such as
the outer Helmholtz plane. However, the effect for dissolved reactants should be observ-
able experimentally only under rather restricted circumstances (e.g., D < 10~10 cm2/s),
and is thus usually not important.

On the other hand, it is possible to study electron transfer to an electroactive species
held at a fixed distance (10-30 A) from the electrode surface by a suitable spacer, such as
an adsorbed monolayer (Section 14.5.2) (75, 76). One approach is based on the use of a
blocking monolayer, such as a self-assembled monolayer of an alkane thiol or an insulat-
ing oxide film, to define the distance of closest approach of a dissolved reactant to the
electrode. This strategy requires knowledge of the precise thickness of the blocking layer
and assurance that the layer is free of pinholes and defects, through which solution
species might penetrate (Section 14.5). Alternatively, the adsorbed monolayer may itself
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Electroactive Centers

Alkylthiol
chains

Gold Electrode

Figure 3.6.7 Schematic diagram of an
adsorbed monolayer of alkane thiol
containing similar molecules with
attached electroactive groups held by the
film at a fixed distance from the electrode
surface.

contain electroactive groups. A typical layer of this kind (75) involves an alkane thiol
(RSH) with a terminal ferrocene group (-Fc), that is, HS(CH2)nOOCFc (often written as
HSCnOOCFc; typically n = 8 to 18) (Figure 3.6.7). These molecules are often diluted in
the monolayer film with similar nonelectroactive molecules (e.g., HSC^CH3). The rate
constant is measured as a function of the length of the alkyl chain, and the slope of the
plot of ln(£) vs. nor x allows determination of /3.

For saturated chains, /3 is typically in the range 1 to 1.2 A"1 . The difference be-
tween this through-bond value and that for vacuum (through-space), ~ 2 A~ , reflects
the contribution of the molecular bonds to tunneling. Even smaller /3 values (0.4 to 0.6
A"1) have been seen with тг-conjugated molecules [e.g., those with phenyleneethynyl
(-Ph-C=C-) units] as spacers (77, 78). Confidence in the /3 values found in these elec-

trochemical studies is reinforced by the fact that they generally agree with those found

for long-range intramolecular electron transfer, such as in proteins.
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3.8 PROBLEMS

R =3.1 Consider the electrode reaction О + ne «^ R. Under the conditions that C R = C o = 1 mM,
k° = 10~7 cm/s, a = 0.3, and n = 1:
(a) Calculate the exchange current density, jo = IQ/A, in fiA/cm2.

(b) Draw a current density-overpotential curve for this reaction for currents up to 600 /лА/ст2 an-
odic and cathodic. Neglect mass-transfer effects.

(c) Draw log \j\ vs. 7) curves (Tafel plots) for the current ranges in (b).

3.2 A general expression for the current as a function of overpotential, including mass-transfer effects,
can be obtained from (3.4.29) and yields

expt-a/rj] - exp[(l - a)fr]]
1 ~ i | exp[- afq] exp[(l - a)frj\

(a) Derive this expression.

(b) Use a spreadsheet program to repeat the calculation of Problem 3.1, parts (b) and (c), including
the effects of mass transfer. Assume m0 - mR= 10~3 cm/s.

3.3 Use a spreadsheet program to calculate and plot current vs. potential and ln(current) vs. potential for
the general i-iq equation given in Problem 3.2.

(a) Show a table of results [potential, current, ln(current), overpotential] and graphs of / vs. 17 and
ln|/| vs. 7] for the following parameters: A = 1 cm2; C o = 1.0 X 10~3 mol/cm3; C R = 1.0 X
10"5 mol/cm3; n = 1; a = 0.5; k° = 1.0 X 10" 4

cm/s; m o= 0.01 cm/s; mR= 0.01 cm/s; E° = -0.5 V vs. NHE.

(b) Show the i vs. E curves for a range of k° values with the other parameters as in (a). At what val-
ues of к0 are the curves indistinguishable from nernstian ones?

(c) Show the / vs. E curves for a range of a values with the other parameters as in (a).

3.4 In most cases, the currents for individual processes are additive, that is, the total current, /t, is given
as the sum of the currents for different electrode reactions (/1? 12, /3, . . . ) . Consider a solution with a
Pt working electrode immersed in a solution of 1.0 M HBr and 1 mM K3Fe(CN)6. Assume the fol-
lowing exchange current densities:

H+/H 2

Br2/Br~

Fe(CN)^/Fe(CN)£-

70 = 10~3 A/cm2

j 0 = 10~2 A/cm2

j 0 = 4 X 10~5 A/cm2
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Use a spreadsheet program to calculate and plot the current-potential curve for this system
scanning from the anodic background limit to the cathodic background limit. Take the appro-
priate standard potentials from Table C.I and values for other parameters (ra0, a, . . . ) from
Problem 3.3.

3.5 Consider one-electron electrode reactions for which a = 0.50 and a = 0.10. Calculate the relative
error in current resulting from the use in each case of:
(a) The linear i—r) characteristic for overpotentials of 10, 20, and 50 mV.

(b) The Tafel (totally irreversible) relationship for overpotentials of 50, 100, and 200 mV.

3.6 According to G. Scherer and F. Willig [/. Electroanal Chem., 85, 77 (1977)] the exchange current
density, j 0 , for Pt/Fe(CN)^~ (2.0 mM), Fe(CN)^" (2.0 mM), NaCl (1.0 M) at 25°C is 2.0 mA/cm2.
The transfer coefficient, a, for this system is about 0.50. Calculate (a) the value of k°; (b)y'o for a so-
lution 1 M each in the two complexes; (c) the charge-transfer resistance of a 0.1 cm electrode in a
solution 10~4 M each in ferricyanide and ferrocyanide.

3.7 Berzins and Delahay [/. Am. Chem. Soc, 11, 6448 (1955)] studied the reaction

Cd 2 + + 2e ^ Cd(Hg)

and obtained the following data with Ccd(Hg) = ®'^® ^ :

CCd2+(mM) 1.0 0.50 0.25 0.10

;o (mA/cm2) 30.0 17.3 10.1 4.94

(a) Assume that the general mechanism in (3.5.8)-(3.5.10) applies. Calculate n' + a, and suggest
values for n', n'\ and a individually. Write out a specific chemical mechanism for the process.

(b) Calculate k%p.

(c) Compare the outcome with the analysis provided by Berzins and Delahay in their original
paper.

3.8 (a) Show that for a first-order homogeneous reaction,

A-IB

the average lifetime of A is l/kf.

(b) Derive an expression for the average lifetime of the species О when it undergoes the heteroge-
neous reaction,

Note that only species within distance d of the surface can react. Consider a hypothetical sys-
tem in which the solution phase extends only d (perhaps 10 A) from the surface,

(c) What value of kf would be needed for a lifetime of 1 ms? Are lifetimes as short as 1 ns possible?

3.9 Discuss the mechanism by which the potential of a platinum electrode becomes poised by immer-
sion into a solution of Fe(II) and Fe(III) in 1 M HCl. Approximately how much charge is required to
shift the electrode potential by 100 mV? Why does the potential become uncertain at low concentra-
tions of Fe(II) and Fe(III), even if the ratio of their concentrations is held near unity? Does this ex-
perimental fact reflect thermodynamic considerations? How well do your answers to these issues
apply to the establishment of potential at an ion-selective electrode?

3.10 In ammoniacal solutions ([NH3] ~ 0.05 M), Zn(II) is primarily in the form of the complex ion
Zn(NH3)3(OH)+ [hereafter referred to as Zn(II)]. In studying the electroreduction of this com-
pound to zinc amalgam at a mercury cathode, Gerischer [Z. Physik. Chem., 202, 302 (1953)]
found that

д log L д log L
0 • = 0.41 ± 0.03 — — | - ^ — = 0.65 ± 0.03<Hog[Zn(II)] * ~ • <Hog[NH3]

д log in д log in
— = -0.28 ±0.02 t *L°, = 0.57 ± 0.03

] д log [Zn]
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where [Zn] refers to a concentration in the amalgam.

(a) Give the equation for the overall reaction.

(b) Assume that the process occurs by the following mechanism:
HgHg

Zn(II) + e i^Zn(I) + i/1>NH NH3 + ^ 1 O H - O H (fast pre-reactions)

Zn(I) + ^ Zn(Hg) + i>2,NH NH3 + F 2 , O H ~ O H (rate-determining step)

where Zn(I) stands for a zinc species of unknown composition in the +1 oxidation state, and
the v's are stoichiometric coefficients. Derive an expression for the exchange current analogous
to (3.5.40), and find explicit relationships for the logarithmic derivatives given above.

(b) Calculate a and all stoichiometric coefficients.

(c) Identify Zn(I) and write chemical equations to give a mechanism consistent with the data.

(d) Consider an alternative mechanism having the pattern above, but with the first step being rate-
determining. Is such a mechanism consistent with the observations?

3.11 The following data were obtained for the reduction of species R to R~ in a stirred solution at a 0.1
cm2 electrode; the solution contained 0.01 M R and 0.01 M R~.

7j(mV): -100 -120 -150 -500 -600

i(jiA): 45.9 62.6 100 965 965

Calculate: /0, k°, a, Rcb //, ra0, Rmt

3.12 From results in Figure 3.4.5 for 10~2 M Mn(III) and 10~2 M Mn(IV), estimate j 0 and k°. What is the
predicted j 0 for a solution 1 M in both Mn(III) and Mn(IV)?

3.13 The magnitude of the solvent term (1/гор - l/ss) is about 0.5 for most solvents. Calculate the value
of Лo and the free energy of activation (in eV) due only to solvation for a molecule of radius 4.0 A
spaced 7 A from an electrode surface.

3.14 Derive (3.6.30).

3.15 Show from the equations for DO(E, Л) and DR(E, Л) that the equilibrium energy of a system, E e q, is
related to the bulk concentrations, CQ and C R and E° by an expression resembling the Nernst equation.
How does this expression differ from the Nernst equation written in terms of potentials, Ещ and £°?
How do you account for the difference?

3.16 Derive (3.6.36) by considering the reaction О + e ±± R at equilibrium in a system with bulk con-
centrations CQ and C R .



CHAPTER

4
MASS TRANSFER
BY MIGRATION
AND DIFFUSION

4.1 DERIVATION OF A GENERAL MASS
TRANSFER EQUATION

In this section, we discuss the general partial differential equations governing mass trans-
fer; these will be used frequently in subsequent chapters for the derivation of equations
appropriate to different electrochemical techniques. As discussed in Section 1.4, mass
transfer in solution occurs by diffusion, migration, and convection. Diffusion and migra-
tion result from a gradient in electrochemical potential, JL. Convection results from an im-
balance of forces on the solution.

Consider an infinitesimal element of solution (Figure 4.1.1) connecting two points in
the solution, r and s, where, for a certain species j , Jip) Ф ^(s). This difference of ^
over a distance (a gradient of electrochemical potential) can arise because there is a differ-
ence of concentration (or activity) of species у (a concentration gradient), or because there
is a difference of ф (an electric field or potential gradient). In general, a flux of species j
will occur to alleviate any difference of /Zj. The flux, Jj (mol s ^ c m " 2 ) , is proportional to
the gradient of /xj:

Jj oc grad^uj or Jj oc V)itj (4.1.1)

where grad or V is a vector operator. For linear (one-dimensional) mass transfer, V =
i(d/dx)9 where i is the unit vector along the axis and x is distance. For mass transfer in a
three-dimensional Cartesian space,

V = i | - + j | - + k | - (4.1.2)
dx J dy dz

Point s
Point r #

(a) (b)

Figure 4.1.1 A gradient of electrochemical potential.
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The constant of proportionality in (4.1.1) turns out to be —CJO>^IRT\ thus,

For linear mass transfer, this is

(4.1.3)

(4.1.4)

The minus sign arises in these equations because the direction of the flux opposes the di-
rection of increasing ~jl-

If, in addition to this ~jx gradient, the solution is moving, so that an element of solution
[with a concentration C}(s)\ shifts from s with a velocity v, then an additional term is
added to the flux equation:

For linear mass transfer,

CD

IF

(4.1.5)

(4.1.6)

Taking cij ~ Cj, we obtain the Nernst-Planck equations, which can be written as

^-(RT In С д + ~-(z:F<£) +Cv(x) (4.1.7)

or in general,

/j(A) С # W 1 С (4.1.8)

(4.1.9)

In this chapter, we are concerned with systems in which convection is absent. Con-
vective mass transfer will be treated in Chapter 9. Under quiescent conditions, that is, in
an unstirred or stagnant solution with no density gradients, the solution velocity, v, is
zero, and the general flux equation for species j , (4.1.9), becomes

For linear mass transfer, this is

dCfx)
dx

D J C

RT » Л dx

(4.1.10)

(4.1.11)

where the terms on the right-hand side represent the contributions of diffusion and migra-
tion, respectively, to the total mass transfer.

If species У is charged, then the flux, /j, is equivalent to a current density. Let us con-
sider a linear system with a cross-sectional area, A, normal to the axis of mass flow. Then,
/j (mol s" 1 cm" 2) is equal to —Ц/ZJFA [C/s per (C mol" 1 cm2)], where ц is the current
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component at any value of x arising from a flow of species j . Equation 4.1.11 can then be
written as

(4.1.12)J ¥A ¥A

with

ЯГ

(4.1.13)

(4.1.14)

where /^j and /mj are diffusion and migration currents of species 7, respectively.
At any location in solution during electrolysis, the total current, i, is made up of con-

tributions from all species; that is,

or

F2A (4.1.16)

where the current for each species at that location is made up of a migrational component
(first term) and a diffusional component (second term).

We will now discuss migration and diffusion in electrochemical systems in more de-
tail. The concepts and equations derived below date back to at least the work of Planck
(1). Further details concerning the general problem of mass transfer in electrochemical
systems can be found in a number of reviews (2-6).

4.2 MIGRATION

In the bulk solution (away from the electrode), concentration gradients are generally
small, and the total current is carried mainly by migration. All charged species contribute.
For species j in the bulk region of a linear mass-transfer system having a cross-sectional
area А, ц = /mj or

H = ~^f Tx (4-2.1)

The mobility of species y, defined in Section 2.3.3, is linked to the diffusion coefficient by
the Einstein-Smoluchowski equation:

"i RT
(4.2.2)

hence ц can be reexpressed as

ij = |zj|FAwjCj^ (4.2.3)

For a linear electric field,

d4z = ^ r (4.2.4)
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where Д£// is the gradient (V/cm) arising from the change in potential AE over distance /.
Thus,

\z;\FAuiCiAE
1 ( 4 . 2 . 5 )

J /

and the total current in bulk solution is given by

j J

which is (4.1.16) expressed in particular for this situation. The conductance of the solu-
tion, L {ОГ1), which is the reciprocal of the resistance, R (£1), is given by Ohm's law,

where к, the conductivity (П * cm l; Section 2.3.3) is given by

к = / r2l2jlMjCj (4.2.8)
j

Equally, one can write an equation for the solution resistance in terms of p, the resistivity
(fl-cm), where p = 1/к:

R = j (4.2.9)

The fraction of the total current that a given ion7 carries is Ц, the transference number
of 7, given by

ti=J7 = (4.2.10)

See also equations 2.3.11 and 2.3.18.

4.3 MIXED MIGRATION AND DIFFUSION NEAR AN
ACTIVE ELECTRODE

The relative contributions of diffusion and migration to the flux of a species (and of the
flux of that species to the total current) differ at a given time for different locations in
solution. Near the electrode, an electroactive substance is, in general, transported by
both processes. The flux of an electroactive substance at the electrode surface controls
the rate of reaction and, therefore, the faradaic current flowing in the external circuit
(see Section 1.3.2). That current can be separated into diffusion and migration currents
reflecting the diffusive and migrational components to the flux of the electroactive
species at the surface:

i = id + *m (4.3.1)

Note that /m and i$ may be in the same or opposite directions, depending on the direction of
the electric field and the charge on the electroactive species. Examples of three reductions—
of a positively charged, a negatively charged, and an uncharged substance—are shown in
Figure 4.3.1. The migrational component is always in the same direction as id for cationic
species reacting at cathodes and for anionic species reacting at anodes. It opposes id when
anions are reduced at cathodes and when cations are oxidized at anodes.



4.3 Mixed Migration and Diffusion Near an Active Electrode < 141

Cu2 + + 2e -> Cu Cu(CN)J~ + 2e -> Cu + 4CN'

0

Cu2

0

Cu(CN)J"

Cu(CN)2 + 2e -» Cu + 2CN~

Cu(CN)2

0

{a) i = id + \im\ {b) i = id - \im\ (c) i = id

Figure 4.3.1 Examples of reduction processes with different contributions of the migration
current: (a) positively charged reactant, (b) negatively charged reactant, (c) uncharged reactant.

For many electrochemical systems, the mathematical treatments are simplified if the
migrational component to the flux of the electroactive substance is made negligible. We
discuss in this section the conditions under which that approximation holds. The topic is
discussed in greater depth in references 7-10.

4.3.1 Balance Sheets for Mass Transfer During Electrolysis

Although migration carries the current in the bulk solution during electrolysis, diffusional
transport also occurs in the vicinity of the electrodes, because concentration gradients of
the electroactive species arise there. Indeed, under some circumstances, the flux of elec-
troactive species to the electrode is due almost completely to diffusion. To illustrate these
effects, let us apply the "balance sheet" approach (11) to transport in several examples.

Example 4.1
Consider the electrolysis of a solution of hydrochloric acid at platinum electrodes (Fig-
ure 4.3.2a). Since the equivalent ionic conductance of H + , Л+, and of Cl~, A_, relate
as Л+ ~ 4A_, then from (4.2.10), t+ = 0.8 and t- = 0.2. Assume that a total current
equivalent to lOe per unit time is passed through the cell, producing five H2 molecules

0.,.,©

i Э
- Pt/H+, CI7Pt

(a)

(Cathode) (p\

^0e

10H+-

8H+

2СГ

diffusion

2H+

2СГ

diffusion

8СГ

8H+

© (Anode)

10СГ-10е-
-10СГ

>5CI2

Figure 4.3.2 Balance
sheet for electrolysis of
hydrochloric acid solution.
(a) Cell schematic, (b)
Various contributions to
the current when lOe are
passed in the external
circuit per unit time.

(b)
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at the cathode and five Cl2 molecules at the anode. (Actually, some O 2 could also be
formed at the anode; for simplicity we neglect this reaction.) The total current is car-
ried in the bulk solution by the movement of 8H+ toward the cathode and 2C1~ toward
the anode (Figure 4.3.2b). To maintain a steady current, 10 H + must be supplied to the
cathode per unit time, so an additional 2H + must diffuse to the electrode, bringing
along 2CF to maintain electroneutrality. Similarly at the anode, to supply 10 Cl~ per
unit time, 8C1~ must arrive by diffusion, along with 8H + . Thus, the different currents
(in arbitrary e -units per unit time) are: for H + , i& — 2, /m = 8; for Cl~, i& = 8, /m = 2.
The total current, /, is 10. Equation 4.3.1 holds, with migration in this case being in the
same direction as diffusion.

For mixtures of charged species, the fraction of current carried by the 7th species is Ц\
and the amount of the total current, /, carried by theyth species is t}i. The number of moles
of the 7th species migrating per second is tf/zjF. If this species is undergoing electrolysis,
the number of moles electrolyzed per second is \tji\/nF, while the number of moles arriv-
ing at the electrode per second by migration is ± im/nF, where the positive sign applies to
reduction of 7, and the negative sign pertains to oxidation. Thus,

/ td
±J^ = -1= (4.3.2)

nF zf
or

im=±\t-j (4.3.3)

From equation 4.3.1,

(4-3.4)

(4.3.5)

where the minus sign is used for cathodic currents and the positive sign for anodic cur-
rents. Note that both / and z} are signed.

In this simplified treatment, we assume that the transference numbers are essentially
the same in the bulk solution and in the diffusion layer near an electrode. This will be true
when the concentrations of ions in the solution are high, so that only small fractional
changes in local concentration are caused by the electrolytic generation or removal of
ions. This condition is met in most experiments. If the electrolysis significantly perturbs
the ionic concentrations in the diffusion layer compared to those in the bulk solution, the
Ц values clearly will differ, as shown by equation 4.2.10 (12).

Example 42
Consider the electrolysis of a solution of 10" 3 M Cu(NH 3) |+, 10" 3 M Cu(NH3)J, and 3
X 10~3 M Cl~ in 0.1 M NH3 at two Hg electrodes (Figure 43.3a). Assuming the limiting
equivalent conductances of all ions are equal, that is,

^Cu(II) = ^Cu(I) = ^ C l - = ^ (4.3.6)

we obtain the following transference numbers from (4.2.10): fcu(ii) = 1/3, ĉu(i) = 1/6 and
*ci~ = 1/2- With an arbitrary current of 6e per unit time being passed, the migration cur-
rent in bulk solution is carried by movement of one Cu(II) and one Cu(I) toward the cath-
ode, and three Cl~ toward the anode. The total balance sheet for this system is shown in
Figure 4.3.3/7. At the cathode, one-sixth of the current for the electrolysis of Cu(II) is pro-
vided by migration and five-sixths by diffusion. The NH3, being uncharged, does not con-
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-Hg/Cu(NH3)4CI2(1 (Г 3 М), Cu(NH3)2 С1(1(Г3М), NH3 (0.1 M)/Hg-

(a)

(Cathode)

6Cu(II) + 6e -» 6Cu(I)
6Cu(II)

6Cu(I)

6Cu(II)

6Cu(I)

3 d "

diffusion

5Cu(II)

7Cu(I)

ЗСГ

diffusion

5Cu(II)

7Cu(I)

ЗСГ

Q (Anode)

6CU(I) - 6e -> 6CU(II)

Figure 4.3.3 Balance sheet for electrolysis of the Си(П), Cu(I), NH3 system, (a) Cell schematic.
(b) Various contributions to the current when 6e are passed in the external circuit per unit time;
/ = 6, n = 1. For Cu(II) at the cathode, |im | = (l/2)(l/3)(6) = 1 (equation 4.3.3), /d = 6 - 1 = 5
(equation 4.3.4). For Cu(I) at the anode, |/J = (l/l)(l/6)(6) = 1, /d = 6 + 1 = 7.

tribute to the carrying of the current, but serves only to stabilize the copper species in the
+1 and +2 states. The resistance of this cell would be relatively large, since the total con-
centration of ions in the solution is small.

4.3.2 Effect of Adding Excess Electrolyte

Example 43
Let us consider the same cell as in Example 4.2, except with the solution containing 0.10
M NaClO4 as an excess electrolyte (Figure 4.3.4a). Assuming that ANa+ = А с ю ^ = »̂
we obtain the following transference numbers: tNa+ = ^107 » = 0.485, fcu(n) = 0.0097,
*Cu(D = °- 0 0 4 8 5> 'ci- = 0.0146. The Na + and СЮ4 do not participate in the electron-
transfer reactions; but because their concentrations are high, they carry 97% of the
current in the bulk solution. The balance sheet for this cell (Figure 4.3.4Z?) shows that
most of the Cu(II) now reaches the cathode by diffusion, and only 0.5% of the total
flux is by migration.

Thus, the addition of an excess of nonelectroactive ions (a supporting electrolyte)
nearly eliminates the contribution of migration to the mass transfer of the electroactive
species. In general, it simplifies the mathematical treatment of electrochemical systems by
elimination of the Чф or дф/дх term in the mass transport equations (e.g., equations 4.1.10
and 4.1.11).

In addition to minimizing the contribution of migration, the supporting electrolyte
serves other important functions. The presence of a high concentration of ions decreases
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• Hg/Cu(NH3)4CI2(10~3 M), Cu(NH3)2 CI(10~3 M)/Hg -

NH3 (0.1 M), NaCIO4 (0.10 M)

Ions in cell:
Cu(NH3)f (10-3M), Cu(NH3)2 (10-3M),

СГ(3 x 10~3 M), Na+ (0.1 M), CIO4 (0.1 M)

Э

(Cathode) Г\

6e

6Cu(II) + 6e -» 6Cu(I)
6Cu(II)

6Cu(I)

2.91 Na+

2.91 CIO7

0.0291 Cu(II)

0.0291 Cu(I)

0.0873 СГ

diffusion

5.97Cu(II)

2.92Na+

2.92CIO4

diffusion

5.97Cu(II)

6.029Cu(I)

2.92Na+

2.92CIO4

Q (Anode)

6Cu(I) - 6e -> 6Cu(II)

(b)

Figure 4.3.4 Balance sheet for the system in Figure 4.3.3, but with excess NaC104 as a supporting
electrolyte, (a) Cell schematic, (b) Various contributions to the current when 6e are passed in the
external circuit per unit time (/ = 6, n = 1). fCu(II) = [(2 X 10 ~3) A/(2 X 1(Г3 + 1(Г3 + 3 X 1(Г3

0.2)Л] = 0.0097. For Си(П) at the cathode, |/J = (l/2)(0.0097)(6) = 0.03, id = 6 - 0.03 = 5.97.

the solution resistance, and hence the uncompensated resistance drop, between the work-
ing and reference electrodes (Section 1.3.4). Consequently, the supporting electrolyte al-
lows an improvement in the accuracy with which the working electrode's potential is
controlled or measured (Chapter 15). Improved conductivity in the bulk of the solution
also reduces the electrical power dissipated in the cell and can lead to important simplifi-
cations in apparatus (Chapters 11 and 15). Beyond these physical benefits are chemical
contributions by the supporting electrolyte, for it frequently establishes the solution com-
position (pH, ionic strength, ligand concentration) that controls the reaction conditions
(Chapters 5, 7, 11, and 12). In analytical applications, the presence of a high concentra-
tion of electrolyte, which is often also a buffer, serves to decrease or eliminate sample ma-
trix effects. Finally, the supporting electrolyte ensures that the double layer remains thin
with respect to the diffusion layer (Chapter 13), and it establishes a uniform ionic strength
throughout the solution, even when ions are produced or consumed at the electrodes.

Supporting electrolytes also bring some disadvantages. Because they are used in
such large concentrations, their impurities can present serious interferences, for example,
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Figure 4.3.5 Voltammograms for reduction of 0.65 mM T12SO4 at a mercury film on a silver
ultramicroelectrode (radius, 15 jam) in the presence of (a) 0, (b) 0.1, (c) 1, and (d) 100 mM LiClO4.
The potential was controlled vs. a Pt wire QRE whose potential was a function of solution
composition. This variability is the basis for the shifts in wave position along the potential axis.
[Reprinted with permission from M. Ciszkowska and J. G. Osteryoung, Anal. С hem., 67, 1125
(1995). Copyright 1995, American Chemical Society.]

by giving rise to faradaic responses of their own, by reacting with the intended product
of an electrode process, or by adsorbing on the electrode surface and altering kinetics.
Also, a supporting electrolyte significantly alters the medium in the cell, so that its prop-
erties differ from those of the pure solvent. The difference can complicate the compari-
son of results obtained in electrochemical experiments (e.g., thermodynamic data) with
data from other kinds of experiments where pure solvents are typically employed.

Most electrochemical studies are carried out in the presence of a supporting elec-
trolyte selected for the solvent and electrode process of interest. Many acids, bases, and
salts are available for aqueous solutions. For organic solvents with high dielectric con-
stants, like acetonitrile and N,N-dimethylformamide, normal practice is to employ tetra-
л-alkylammonium salts, such as, Bu4NBF4 and Et4NClO4 (Bu = «-butyl, Et = ethyl).
Studies in low-dielectric solvents like benzene inevitably involve solutions of high re-
sistance, because most ionic salts do not dissolve in them to an appreciable extent. In
solutions of salts that do dissolve in apolar media, such as Hx4NC104 (where Hx = n-
hexyl), ion pairing is extensive.

Studies in very resistive solutions require the use of UMEs, which usually pass low
currents that do not give rise to appreciable resistive drops (see Section 5.9.2). The effect
of supporting electrolyte concentration on the limiting steady-state current at UMEs has
been treated (12-14). Typical results, shown in Figure 4.3.5, illustrate how the limiting
current for reduction of Tl + to the amalgam at a mercury film decreases with an increase
in LiClO4 concentration (15). The current in the absence of LiClO4, or at very low con-
centrations, is appreciably larger than at high concentrations, because migration of the
positively charged T1(I) species to the cathode enhances the current. At high LiClO4 con-
centrations, Li+ migration replaces that of Tl+, and the observed current is essentially a
pure diffusion current. A similar example involving the polarography of Pb(II) with
KNO3 supporting electrolyte was given in the first edition.1

1 First edition, p. 127.
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P 4.4 DIFFUSION

As we have just seen, it is possible to restrict mass transfer of an electroactive species
near the electrode to the diffusive mode by using a supporting electrolyte and operating in
a quiescent solution. Most electrochemical methods are built on the assumption that such
conditions prevail; thus diffusion is a process of central importance. It is appropriate that
we now take a closer look at the phenomenon of diffusion and the mathematical models
describing it (16-19).

4.4.1 A Microscopic View—Discontinuous Source Model

Diffusion, which normally leads to the homogenization of a mixture, occurs by a "random
walk" process. A simple picture can be obtained by considering a one-dimensional ran-
dom walk. Consider a molecule constrained to a linear path and, buffeted by solvent mol-
ecules undergoing Brownian motion, moving in steps of length, /, with one step being
made per unit time, r. We can ask, "Where will the molecule be after a time, ft" We can
answer only by giving the probability that the molecule will be found at different loca-
tions. Equivalently, we can envision a large number of molecules concentrated in a line at
t = 0 and ask what the distribution of molecules will be at time t. This is sometimes called
the "drunken sailor problem," where we envision a very drunk sailor emerging from a bar
(Figure 4.4.1) and staggering randomly left and right (with a stagger-step size, /, one step
every т seconds). What is the probability that the sailor will get down the street a certain
distance after a certain time tl

In a random walk, all paths that can be traversed in any elapsed period are equally
likely; hence the probability that the molecule has arrived at any particular point is simply
the number of paths leading to that point divided by the total of possible paths to all ac-
cessible points. This idea is developed in Figure 4.4.2. At time т, it is equally likely that
the molecule is at +/ and -/; and at time 2т, the relative probabilities of being at +2/, 0,
and —2/, are 1, 2, and 1, respectively.

The probability, P(m, r), that the molecule is at a given location after m time units (m
= t/т) is given by the binomial coefficient

^h$" (4A1)

where the set of locations is defined by x = (—m + 2r)/, with r = 0, 1 , . . . m. The mean
square displacement of the molecule, Д1, can be calculated by summing the squares of the
displacements and dividing by the total number of possibilities (2m). The squares of the
displacements are used, just as when one obtains the standard deviation in statistics, be-
cause movement is possible in both the positive and negative directions, and the sum of
the displacements is always zero. This procedure is shown in Table 4.4.1. In general, Д2 is
given by

~~ * (4.4.2)

Figure 4.4.1 The one-
dimensional random-walk

I | \ | | or "drunken sailor
-4/ -3/ -2/ -i о +/ +2/ +3/ +4/ problem."
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Figure 4.4.2 (a) Probability
distribution for a one-dimensional
random walk over zero to four time
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where the diffusion coefficient, D, identified as /2/2r, is a constant related to the step size
and step frequency.2 It has units of Iength2/time, usually cm2/s. The root-mean-square dis-
placement at time t is thus

= V2Dt (4.4.3)

This equation provides a handy rule of thumb for estimating the thickness of a diffu-
sion layer (e.g., how far product molecules have moved, on the average, from an electrode
in a certain time). A typical value of D for aqueous solutions is 5 X 10~6 cm2/s, so that a
diffusion layer thickness of 10~4 cm is built up in 1 ms, 10~3 cm in 0.1 s, and 10~2 cm in
10 s. (See also Section 5.2.1.)

As m becomes large, a continuous form of equation 4.4.1 arises. For No molecules lo-
cated at the origin at t = 0, a Gaussian curve will describe the distribution at some later

TABLE 4.4.1 Distributions for a Random Walk Process0
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= 2°)
= 2')
= 22)
= 23)
= 24)

Д с

0
±/(1)
0(2), ±
±/(3), :
0(6), ±
±4/(1)

2/(1)
t 3/(1)
2/(4),

S Д

0

г/2

S/2

24/2
64/2

mnl\

F = ISA2

0
/2

2/2

3/2

4/2

= m2m/2) ml2

al = step size, 1/r = step frequency, t = mr = time interval.
bn = total number of possibilities.
CA = possible positions; relative probabilities are parenthesized.

2This concept of D was derived by Einstein in another way in 1905. Sometimes D is given as//2/2, where/is
the number of displacements per unit time (= 1/r).
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time, t. The number of molecules, N(x, t), in a segment Ax wide centered on position x is
(20)

«*•»- **,(=£) .4.4.4,

A similar treatment can be applied to two- and three-dimensional random walks, where
the root-mean-square displacements are (4Dt)l/2 and (6Dt)l/2, respectively (19, 21).

It may be instructive to develop a more molecular picture of diffusion in a liquid by
considering the concepts of molecular and diffusional velocity (21). In a Maxwellian gas,
a particle of mass m and average one-dimensional velocity, vx, has an average kinetic en-
ergy of l/2rnv2. This energy can also be shown to be 4T/2, (22, 23); thus the average mole-
cular velocity is vx = (6T/m)m. For an O2 molecule (m = 5 X 10~23 g) at 300 K, one
finds that vx = 3 X 104 cm/s. In a liquid solution, a velocity distribution similar to that of
a Maxwellian gas may apply; however, a dissolved O2 molecule can make progress in a
given direction at this high velocity only over a short distance before it collides with a
molecule of solvent and changes direction. The net movement through the solution by the
random walk produced by repeated collisions is much slower than vx and is governed by
the process described above. A "diffusional velocity," u^, can be extracted from equation
4.4.3 as

vd = A/t = (2D/t)l/2 (4.4.5)

There is a time dependence in this velocity because a random walk greatly favors small
displacements from a starting point vs. large ones.

The relative importance of migration and diffusion can be gauged by comparing ud

with the steady-state migrational velocity, v, for an ion of mobility щ in an electric field
(Section 2.3.3). By definition, v = uY%, where % is the electric field strength felt by the
ion. From the Einstein-Smoluchowski equation, (4.2.2),

v = \z{\ FDfflRT (4.4.6)

When v « L?d, diffusion of a species dominates over migration at a given position and
time. From (4.4.5) and (4.4.6), we find that this condition holds when

2D\112

RTl\z{\F

which can be rearranged to

(2Д/)1/2 % « 2 -Щ- (4.4.8)

where the left side is the diffusion length times the field strength, which is also the voltage
drop in the solution over the length scale of diffusion. To ensure that migration is negligi-
ble compared to diffusion, this voltage drop must be smaller than about 2RTl\z-^F, which
is 51.4/|z}| mV at 25°C. This is the same as saying that the difference in electrical potential
energy for the diffusing ion must be smaller than a few 4T over the length scale of diffu-
sion.

4.4.2 Fick's Laws of Diffusion

Fick's laws are differential equations describing the flux of a substance and its concentra-
tion as functions of time and position. Consider the case of linear (one-dimensional) diffu-
sion. The flux of a substance О at a given location x at a time t, written as JQ{X, t), is the
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net mass-transfer rate of O, expressed as amount per unit time per unit area (e.g., mol s l

cm~2). Thus Jo(x, i) represents the number of moles of О that pass a given location per
second per cm2 of area normal to the axis of diffusion.

Fick's first law states that the flux is proportional to the concentration gradient,
дСо/дх:

-Jo(x, t) = Do

dC0(x, t)

dx (4.4.9)

This equation can be derived from the microscopic model as follows. Consider location x,
and assume NQ(X) molecules are immediately to left of x, and NQ(X + Дл:) molecules are
immediately to the right, at time t (Figure 4.4.3). All of the molecules are understood to
be within one step-length, Ax, of location x. During the time increment, Д*, half of them
move Ax in either direction by the random walk process, so that the net flux through an
area A at x is given by the difference between the number of molecules moving from left
to right and the number moving from right to left:

No(x) No(x + Ax)

Jo(x,t) = ±-
At

(4.4.10)

Multiplying by Дх /Ax and noting that the concentration of О is C o = No/AAx, we de-
rive

-Jo(x, i) =
2At Ax

(4.4.11)

From the definition of the diffusion coefficient, (4.4.2), Do = Ax2/2At, and allowing Ax
and Д По approach zero, we obtain (4.4.9).

Fick's second law pertains to the change in concentration of О with time:

(4.4.12)

This equation is derived from the first law as follows. The change in concentration at a lo-
cation x is given by the difference in flux into and flux out of an element of width dx (Fig-
ure 4.4.4).

dCo(x, i) J(x, t) - J(x + dx, t)

dt dx
(4.4.13)

Note that J/dx has units of (mol s l cm 2)/cm or change in concentration per unit time, as
required. The flux at x + dx can be given in terms of that at x by the general equation

J(x + dx, t) = J(x, t) +
dx

(4.4.14)

N0(x) ^ ~ ~

2

No (x + Ax)

No (x + Ax)

2
— ^

Figure 4.4.3 Fluxes at plane x
in solution.
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dx

J0 (X, t) JQ (x + dx, t)

x + dx

Figure 4.4.4 Fluxes into and
out of an element at x.

and from equation 4.4.9 we obtain

_ dJ(x, t)
dx

d
dx'

x, t)
dx

Combination of equations 4.4.13 to 4.4.15 yields

(4.4.15)

(4.4.16)

When Do is not a function of x, (4.4.12) results.
In most electrochemical systems, the changes in solution composition caused by elec-

trolysis are sufficiently small that variations in the diffusion coefficient with x can be ne-
glected. However when the electroactive component is present at a high concentration,
large changes in solution properties, such as the local viscosity, can occur during electrol-
ysis. For such systems, (4.4.12) is no longer appropriate, and more complicated treat-
ments are necessary (24, 25). Under these conditions, migrational effects can also become
important.

We will have many occasions in future chapters to solve (4.4.12) under a variety of
boundary conditions. Solutions of this equation yield concentration profiles, CQ(X, t).

The general formulation of Fick's second law for any geometry is

dt
= DOV2CC (4.4.17)

where V2 is the Laplacian operator. Forms of V2 for different geometries are given in
Table 4.4.2. Thus, for problems involving a planar electrode (Figure 4.4.5a), the linear
diffusion equation, (4.4.12), is appropriate. For problems involving a spherical electrode

TABLE 4.4.2 Forms of the Laplacian Operator for Different Geometries'*

Type

Linear
Spherical
Cylindrical (axial)
Disk
Band

Variables V2

x д2/дх2

r d2/dr2 ^
г д2/дг2 Н
r, z д2/дг2 Н
x, z д2/дх2 -

- (2/r)(d/dr)
h (l/r)(d/dr)
- (l/r)(d/dr) H
f a2/az2

Example

Shielded disk electrode
Hanging drop electrode
Wire electrode

- d2/dz2 Inlaid disk ultramicroelectrode^
Inlaid band electrode6

aSee also J. Crank, "The Mathematics of Diffusion," Clarendon, Oxford, 1976.
r = radial distance measured from the center of the disk; z = distance normal to the disk surface.

cx — distance in the plane of the band; z = distance normal to the band surface.
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Figure 4.4.5 Types of diffusion
occurring at different electrodes.
(a) Linear diffusion to a planar
electrode, (b) Spherical diffusion
to a hanging drop electrode.

(Figure 4.4.5b), such as the hanging mercury drop electrode (HMDE), the spherical form
of the diffusion equation must be employed:

(4.4.18)

The difference between the linear and spherical equations arises because spherical diffu-
sion takes place through an increasing area as r increases.

Consider the situation where О is an electroactive species transported purely by dif-
fusion to an electrode, where it undergoes the electrode reaction

О + ne <± R (4.4.19)

If no other electrode reactions occur, then the current is related to the flux of О at the elec-
trode surface (x = 0), /Q(0, t), by the equation

(4.4.20)

because the total number of electrons transferred at the electrode in a unit time must be
proportional to the quantity of О reaching the electrode in that time period. This is an ex-
tremely important relationship in electrochemistry, because it is the link between the
evolving concentration profile near the electrode and the current flowing in an electro-
chemical experiment. We will draw upon it many times in subsequent chapters.

If several electroactive species exist in the solution, the current is related to the sum
of their fluxes at the electrode surface. Thus, for q reducible species,

q q

(4.4.21)i

FA 2
k = l

k=l

4.4.3 Boundary Conditions in Electrochemical Problems

In solving the mass-transfer part of an electrochemical problem, a diffusion equation (or, in
general, a mass-transfer equation) is written for each dissolved species (O, R , . . . ) . The so-
lution of these equations, that is, the discovery of an equation expressing CQ,
CR, . . . as functions of л: and t, requires that an initial condition (the concentration profile at
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t = 0) and two boundary conditions (functions applicable at certain values of x) be given
for each diffusing species. Typical initial and boundary conditions include the following.

(a) Initial Conditions
These are usually of the form

Co(x,0)=f(x) (4.4.22)

For example, if О is uniformly distributed throughout the solution at a bulk concentration
CQ at the start of the experiment, the initial condition is

Co(Jt, 0) = Cg (for all x) (4.4.23)

If R is initially absent from the solution, then

CR(JC, 0) = 0 (for all x) (4.4.24)

(b) Semi-infinite Boundary Conditions
The electrolysis cell is usually large compared to the length of diffusion; hence the so-
lution at the walls of the cell is not altered by the process at the electrode (see Section
5.2.1). One can normally assume that at large distances from the electrode (x —> °°) the
concentration reaches a constant value, typically the initial concentration, so that, for
example,

lim Co(x9 t) =C% (at all 0 (4.4.25)

lim CR(JC, t) = 0 (at all t) (4.4.26)

For thin-layer electrochemical cells (Section 11.7), where the cell wall is at a distance, /,
of the order of the diffusion length, one must use boundary conditions at x = I instead of
those for лс—> °°.

(c) Electrode Surface Boundary Conditions
Additional boundary conditions usually relate to concentrations or concentration gradi-
ents at the electrode surface. For example, if the potential is controlled in an experiment,
one might have

Co(0,t)=f(E) (4.4.27)

where f(E) is some function of the electrode potential derived from the general current-
potential characteristic or one of its special cases (e.g., the Nernst equation).

If the current is the controlled quantity, the boundary condition is expressed in terms
of the flux at x = 0; for example,

F H L <4A29)

The conservation of matter in an electrode reaction is also important. For example,
when О is converted to R at the electrode and both О and R are soluble in the solution
phase, then for each О that undergoes electron transfer at the electrode, an R must be pro-
duced. Consequently, /o(0, t) = - / R ( 0 , t), and

r<?CR(jt O l
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4.4.4 Solution of Diffusion Equations

In the chapters that follow, we will examine the solution of the diffusion equations under
a variety of conditions. The analytical mathematical methods for attacking these problems
are discussed briefly in Appendix A. Numerical methods, including digital simulations
(Appendix B), are also frequently employed.

Sometimes one is interested only in the steady-state solution (e.g., with rotating disk
electrodes or ultramicroelectrodes). Since dC0/dt = 0 in such a situation, the diffusion
equation simply becomes

V 2Co = 0 (4.4.31)

Occasionally, solutions can be found by searching the literature concerning analo-
gous problems. For example, the conduction of heat involves equations of the same form
as the diffusion equation (26, 27);

дТ/dt = a^2T (4.4.32)

where T is the temperature, and ax = к/ps (к = thermal conductivity, p = density, and s
= specific heat). If one can find the solution of a problem of interest in terms of the tem-
perature distribution, such as, T(x, t), or heat flux, one can easily transpose the results to
give concentration profiles and currents.

Electrical analogies also exist. For example, the steady-state diffusion equation,
(4.4.31), is of the same form as that for the potential distribution in a region of space not
occupied by electrically charged bodies (Laplace's equation),

V2<£ = 0 (4.4.33)

If one can solve an electrical problem in terms of the current density, j , where

-j = KV<J> (4.4.34)

(where к is the conductivity), one can write the solution to an analogous diffusion prob-
lem (as the function CQ) and find the flux from equation 4.4.20 or from the more general
form,

- / = DOVCO (4.4.35)

This approach has been employed, for example, in determining the steady-state uncom-
pensated resistance at an ultramicroelectrode (28) and the solution resistance between an
ion-selective electrode tip and a surface in a scanning electrochemical microscope (29,
30). It also is sometimes possible to model the mass transport and kinetics in an electro-
chemical system by a network of electrical components (31, 32). Since there are a number
of computer programs (e.g., SPICE) for the analysis of electric circuits, this approach can
be convenient for certain electrochemical problems.
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4.6 PROBLEMS

4.1 Consider the electrolysis of a 0.10 M NaOH solution at platinum electrodes, where the reactions

(anode) 2OH" -> \O2 + H2O + 2e

(cathode) 2H2O + 2e -* H 2 + 2OH"

Show the balance sheet for the system operating at steady state. Assume 20e are .passed in the
external circuit per unit time, and use the AQ values in Table 2.3.2 to estimate transference num-
bers.

4.2 Consider the electrolysis of a solution containing 10" l M Fe(ClO4)3 and 10"1 M Fe(C104)2 at plat-
inum electrodes:

(anode) F e 2 + ^ F e 3 + + e

(cathode) Fe 3 + + e -> F e 2 +

Assume that both salts are completely dissociated, that the Л values for Fe 3 + , Fe 2 + , and СЮ4" are
equal, and that lOe are passed in the external circuit per unit time. Show the balance sheet for the
steady-state operation of this system.

4.3 For a given electrochemical system to be described by equations involving semi-infinite boundary
conditions, the cell wall must be at least five "diffusion layer thicknesses" away from the electrode.
For a substance with D = 10~5 cm2/s, what distance between the working electrode and the cell
wall is required for a 100-s experiment?
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4.4 The mobility, u}, is related to the diffusion coefficient, Dy by equation 4.2.2. (a) From the mobility
data in Table 2.3.2, estimate the diffusion coefficients of H + , I~, and Li+ at 25°C. (b) Write the
equation for the estimation of D from the Л value.

4.5 Using the procedure of Section 4.4.2, derive Fick's second law for spherical diffusion (equation
4.4.18). [Hint: Because of the different areas through which diffusion occurs at r and at r + dr, it is
more convenient to obtain the change of concentration in dr by considering the number of moles
diffusing per second rather than the flux.]
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5
BASIC POTENTIAL

STEP METHODS

The next three chapters are concerned with methods in which the electrode potential is
forced to adhere to a known program. The potential may be held constant or may be var-
ied with time in a predetermined manner as the current is measured as a function of time
or potential. In this chapter, we will consider systems in which the mass transport of elec-
troactive species occurs only by diffusion. Also, we will restrict our view to methods in-
volving only step-functional changes in the working electrode potential. This family of
techniques is the largest single group, and it contains some of the most powerful experi-
mental approaches available to electrochemistry.

In the methods covered in this chapter, as well as in Chapters 6 and 7, the electrode
area, A, is small enough, and the solution volume, V, is large enough, that the passage of
current does not alter the bulk concentrations of electroactive species. Such circumstances
are known as small AIV conditions. It is easy to show on the basis of results below that
electrodes with dimensions of several millimeters operating in solutions of 10 mL or more
do not consume a significant fraction of a dissolved electroactive species in experiments
lasting a few seconds to a few minutes (Problem 5.2). Several decades ago, Laitinen and
Kolthoff (1, 2) invented the term microelectrode to describe the electrode's role under
small A/V conditions, which is to probe a system, rather than to effect compositional
change.1 In Chapter 11, we will explore large AIV conditions, where the electrode is in-
tended to transform the bulk system.

5.1 OVERVIEW OF STEP EXPERIMENTS

5.1.1 Types of Techniques

Figure 5.1.1 is a picture of the basic experimental system. An instrument known as a
potentiostat has control of the voltage across the working electrode-counter electrode
pair, and it adjusts this voltage to maintain the potential difference between the working
and reference electrodes (which it senses through a high-impedance feedback loop) in
accord with the program defined by a function generator. One can view the potentiostat

decent years have seen the rapid development of extremely small working electrodes, of dimensions in the
micrometer or nanometer range, which have a set of very useful properties. In much of the literature and in
casual conversation, these are also called "microelectrodes," in reference to their dimensions. They always
provide small A/V conditions, so they are indeed microelectrodes within the definition given above, but much
larger electrodes also belong to the class. To preserve the usefulness of the earlier term, very small electrodes
have been called ultramicroelectrodes (see Section 5.3). That distinction is respected consistently in the
remainder of this book, although it now seems likely that the new usage of the term "microelectrode" will soon
displace the historic one altogether.

156
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Function
generator

Potentiostat

E controlled

Figure 5.1.1
Experimental arrangement
for controlled-potential

i(t) measured experiments.

alternatively as an active element whose job is to force through the working electrode
whatever current is required to achieve the desired potential at any time. Since the cur-
rent and the potential are related functionally, that current is unique. Chemically, it is
the flow of electrons needed to support the active electrochemical processes at rates
consistent with the potential. Thus the response from the potentiostat (the current) actu-
ally is the experimental observable. For an introduction to the design of such apparatus,
see Chapter 15.

Figure 5.1.2a is a diagram of the waveform applied in a basic potential step experi-
ment. Let us consider its effect on the interface between a solid electrode and an unstirred
solution containing an electroactive species. As an example, take anthracene in deoxy-
genated dimethylformamide (DMF). We know that there generally is a potential region
where faradaic processes do not occur; let E\ be in this region. On the other hand, we can
also find a more negative potential at which the kinetics for reduction of anthracene be-
come so rapid that no anthracene can coexist with the electrode, and its surface concentra-
tion goes nearly to zero. Consider E2 to be in this "mass-transfer-limited" region. What is
the response of the system to the step perturbation?

First, the electrode must reduce the nearby anthracene to the stable anion radical:

An + e —> An* (5.1.1)

This event requires a very large current, because it occurs instantly. Current flows subse-
quently to maintain the fully reduced condition at the electrode surface. The initial reduc-
tion has created a concentration gradient that in turn produces a continuing flux of
anthracene to the electrode surface. Since this arriving material cannot coexist with the
electrode at E2, it must be eliminated by reduction. The flux of anthracene, hence the cur-

j _

-ел

t3 > t2 > f 1 > 0

0 t 0 x 0 t

(a) (b) (c)

Figure 5.1.2 (a) Waveform for a step experiment in which species О is electroinactive at E\, but
is reduced at a diffusion-limited rate at Ei- (b) Concentration profiles for various times into the
experiment, (c) Current flow vs. time.
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rent as well, is proportional to the concentration gradient at the electrode surface. Note,
however, that the continued anthracene flux causes the zone of anthracene depletion to
thicken; thus the slope of the concentration profile at the surface declines with time, and
so does the current. Both of these effects are depicted in Figures 5.1.2b and 5.1.2c. This
kind of experiment is called chronoamperometry, because current is recorded as a func-
tion of time.

Suppose we now consider a series of step experiments in the anthracene solution dis-
cussed earlier. Between each experiment the solution is stirred, so that the initial condi-
tions are always the same. Similarly, the initial potential (before the step) is chosen to be
at a constant value where no faradaic processes occur. The change from experiment to ex-
periment is in the step potential, as depicted in Figure 5.1.3a. Suppose, further, that exper-
iment 1 involves a step to a potential at which anthracene is not yet electroactive; that
experiments 2 and 3 involve potentials where anthracene is reduced, but not so effectively
that its surface concentration is zero; and that experiments 4 and 5 have step potentials in
the mass-transfer-limited region. Obviously experiment 1 yields no faradaic current, and
experiments 4 and 5 yield the same current obtained in the chronoamperometric case
above. In both 4 and 5, the surface concentration is zero; hence anthracene arrives as fast
as diffusion can bring it, and the current is limited by this factor. Once the electrode po-
tential becomes so extreme that this condition applies, the potential no longer influences
the electrolytic current. In experiments 2 and 3 the story is different because the reduction
process is not so dominant that some anthracene cannot coexist with the electrode. Still,
its concentration is less than the bulk value, so anthracene does diffuse to the surface
where it must be eliminated by reduction. Since the difference between the bulk and sur-
face concentrations is smaller than in the mass-transfer-limited case, less material arrives
at the surface per unit time, and the currents for corresponding times are smaller than in
experiments 4 and 5. Nonetheless, the depletion effect still applies, which means that the
current still decays with time.

Now suppose we sample the current at some fixed time т into each of these step
experiments; then we can plot the sampled current, /(т), vs. the potential to which the
step takes place. As shown in Figures 5.1.3b and 5.1.3c, the current-potential curve has
a wave shape much like that encountered in earlier considerations of steady-state
voltammetry under convective conditions (Section 1.4.2). This kind of experiment is
called sampled-current voltammetry, several forms of which are in common practice.
The simplest, usually operating exactly as described above, is called normal pulse
voltammetry. In this chapter, we will consider sampled-current voltammetry in a gen-
eral way, with the aim of establishing concepts that apply across a broad range of par-

E

\ 4 5

(a) (b) (c)

Figure 5.1.3 Sampled-current voltammetry. (a) Step waveforms applied in a series of
experiments, (b) Current-time curves observed in response to the steps, (c) Sampled-current
voltammogram.
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Figure 5.1.4
Double potential step
chronoamperometry.
(a) Typical waveform.
(b) Current response.

ticular methods. Chapter 7 covers the details of many forms of voltammetry based on
step waveforms, including normal pulse voltammetry and its historical predecessors
and successors.

Now consider the effect of the potential program displayed in Figure 5.1.4 a. The for-
ward step, that is, the transition from E\ to E2 at t = 0, is exactly the chronoamperometric
experiment that we discussed above. For a period r, it causes a buildup of the reduction
product (e.g., anthracene anion radical) in the region near the electrode. However, in the
second phase of the experiment, after t = т, the potential returns to E\9 where only the ox-
idized form (e.g., anthracene) is stable at the electrode. The anion radical cannot coexist
there; hence a large anodic current flows as it begins to reoxidize, then the current de-
clines in magnitude (Figure 5.1.4/?) as the depletion effect sets in.

This experiment, called double potential step chronoamperometry, is our first exam-
ple of a reversal technique. Such methods comprise a large class of approaches, all featur-
ing an initial generation of an electrolytic product, then a reversal of electrolysis so that
the first product is examined electrolytically in a direct fashion. Reversal methods make
up a powerful arsenal for studies of complex electrode reactions, and we will have much
to say about them.

5.1.2 Detection

The usual observables in controlled-potential experiments are currents as functions of
time or potential. In some experiments, it is useful to record the integral of the current
versus time. Since the integral is the amount of charge passed, these methods are coulo-
metric approaches. The most prominent examples are chronocoulometry and double po-
tential step chronocoulometry, which are the integral analogs of the corresponding
chronoamperometric approaches. Figure 5.1.5 is a display of the coulometric response to
the double-step program of Figure 5.1.4a. One can easily see the linkage, through the in-
tegral, between Figures 5.1.4b and 5.1.5. Charge that is injected by reduction in the for-
ward step is withdrawn by oxidation in the reversal.

Of course, one could also record the derivative of the current vs. time or potential, but
derivative techniques are rarely used because they intrinsically enhance noise on the sig-
nal (Chapter 15).

Several more sophisticated detection modes involving convolution (or semi-
integration), semidifferentiation, or other transformations of the current function also
find useful applications. Since they tend to rest on fairly subtle mathematics, we defer
discussions of them until Section 6.7.
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Q

Figure 5.1.5 Response curve for double
potential step chronocoulometry. Step

t waveform is similar to that in Figure 5.1 Aa.

5.1.3 Applicable Current-Potential Characteristics

With only a qualitative understanding of the experiments described in Section 5.1.1, we
saw that we could predict the general shapes of the responses. However, we are ulti-
mately interested in obtaining quantitative information about electrode processes from
these current-time or current-potential curves, and doing so requires the creation of a the-
ory that can predict, quantitatively, the response functions in terms of the experimental
parameters of time, potential, concentration, mass-transfer coefficients, kinetic parame-
ters, and so on. In general, a controlled-potential experiment carried out for the electrode
reaction

kf

(5.1.2)

can be treated by invoking the current-potential characteristic:

i = FAk° [Co(0, t)e-^-E°r) ~ CR(0, , ) e a - a № * 0 ' ) ] (5.1.3)

in conjunction with Fick's laws, which can give the time-dependent surface concentra-
tions CQ(0, t) and CR(0, f). This approach is nearly always difficult, and it sometimes fails
to yield closed-form solutions. The problem is even more difficult when a multistep
mechanism applies (see Section 3.5). One is often forced to numerical solutions or ap-
proximations.

The usual alternative in science is to design experiments so that simpler theory can be
used. Several special cases are easily identified:

(a) Large-Amplitude Potential Step
If the potential is stepped to the mass-transfer controlled region, the concentration of the
electroactive species is nearly zero at the electrode surface, and the current is totally con-
trolled by mass transfer and, perhaps, by the kinetics of reactions in solution away from
the electrode. Electrode kinetics no longer influence the current, hence the general i-E
characteristic is not needed at all. For this case, / is independent of E. In Sections 5.2 and
5.3, we will be concentrating on this situation.

(b) Small-Amplitude Potential Changes
If a perturbation in potential is small in size and both redox forms of a couple are present
(so that an equilibrium potential exists), then current and potential are linked by a lin-
earized i-r] relation. For the one-step, one-electron reaction (5.1.2), it is (3.4.12),

i = ~kfv (5.1.4)
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(c) Reversible (Nernstian) Electrode Process
For very rapid electrode kinetics, we have seen that the i-E relation collapses generally to
a relation of the Nernst form (Sections 3.4.5 and 3.5.3):

E = E° + ^ l n ° , ' ; (5.1.5)
nF CR(0, t)

Again the kinetic parameters k° and a are not involved, and mathematical treatments are
nearly always greatly simplified.

(d) Totally Irreversible Electron Transfer
When the electrode kinetics are very sluggish (k° is very small), the anodic and cathodic
terms of (5.1.3) are never simultaneously significant. That is, when an appreciable net ca-
thodic current is flowing, the second term in (5.1.3) has a negligibly small effect, and vice
versa. To observe the net current, the forward process must be so strongly activated (by
application of an overpotential) that the back reaction is virtually totally inhibited. In such
cases, observations are always made in the "Tafel region," hence one of the terms in
(5.1.3) can be neglected (see also Sections 3.4.3 and 3.5.4).

(e) Quasireversible Systems
Unfortunately, electrode processes are not always facile or very sluggish, and we some-
times must consider the whole i-E characteristic. In such quasireversible (or quasi-nernst-
ian cases), we recognize that the net current involves appreciable activated components
from the forward and reverse charge transfers.

In delineating these special situations, we are mostly concentrating on electrode
processes that are chemically reversible; however the mechanism of an electrode process
often involves an irreversible chemical transformation, such as the decay of the electron-
transfer product by a following homogeneous reaction. A good specific example features
anthracene in DMF, which we have already considered previously. If a proton donor,
such as water, is present in the solvent, the anthracene anion radical is protonated irre-
versibly and several other steps follow, eventually yielding 9,10-dihydroanthracene.
Treating any case in which irreversible chemical steps are linked to heterogeneous elec-
tron transfer is much more complicated than dealing with the heterogeneous electron
transfer alone. One of the simplified cases, given in (a)-(d) earlier might apply to the
electron-transfer step, but the homogeneous kinetics must also be added into the picture.
Even in the absence of coupled-solution chemistry, chemically reversible electrode
processes can be complicated by multistep heterogeneous electron transfer to a single
species. For example, the two-electron reduction of Sn4+ to Sn2+ can be treated and un-
derstood as a sequence of one-electron transfers. In Chapter 12, we will see how more
complicated electrode reactions like these can be handled.

5.2 POTENTIAL STEP UNDER DIFFUSION CONTROL

5.2.1 A Planar Electrode

Previously, we considered an experiment involving an instantaneous change in potential
from a value where no electrolysis occurs to a value in the mass-transfer-controlled region
for reduction of anthracene, and we were able to grasp the current-time response qualita-
tively. Here we will develop a quantitative treatment of such an experiment. A planar
electrode (e.g., a platinum disk) and an unstirred solution are presumed. In place of the
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anthracene example, we can consider the general reaction О + ne —» R. Regardless of
whether the kinetics of this process are basically facile or sluggish, they can be activated
by a sufficiently negative potential (unless the solvent or supporting electrolyte is reduced
first), so that the surface concentration of О becomes effectively zero. This condition will
then hold at any more extreme potential. We will consider our instantaneous step to termi-
nate in this region.

(a) Solution of the Diffusion Equation
The calculation of the diffusion-limited current, i^ and the concentration profile, CQ(X, t),
involves the solution of the linear diffusion equation:

) _ n d2Co{x, t)

under the boundary conditions:

Co(x, 0) = C% (5.2.2)

Co(0,f) = 0 ( for r>0) (5.2.4)

The initial condition, (5.2.2), merely expresses the homogeneity of the solution be-
fore the experiment starts at t = 0, and the semi-infinite condition, (5.2.3), is an assertion
that regions distant from the electrode are unperturbed by the experiment. The third con-
dition, (5.2.4), expresses the condition at the electrode surface after the potential transi-
tion, and it embodies the particular experiment we have at hand.

Section A. 1.6 demonstrates that after Laplace transformation of (5.2.1), the applica-
tion of conditions (5.2.2) and (5.2.3) yields

Co(x, s) = ^ + A(s) e-^^o* (5.2.5)

By applying the third condition, (5.2.4), the function A(s) can be evaluated, and then
CQ(X, S) can be inverted to obtain the concentration profile for species O. Transforming
(5.2.4) gives

Co(0, s) = 0 (5.2.6)

which implies that

^ ^ V J ^ (5.2.7)

In Chapter 4, we saw that the flux at the electrode surface is proportional to the current;
specifically,

]х=0

which is transformed to

The derivative in (5.2.9) can be evaluated from (5.2.7). Substitution yields

l(s) = :£—^ (5.2.10)
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and inversion produces the current-time response

(5.2.11)

which is known as the Cottrell equation (3). Its validity was verified in detail by the clas-
sic experiments of Kolthoff and Laitinen, who measured or controlled all parameters (1,
2). Note that the effect of depleting the electroactive species near the surface leads to an
inverse t^2 function. We will encounter this kind of time dependence frequently in other
kinds of experiments. It is a mark of diffusive control over the rate of electrolysis.

In practical measurements of the i-t behavior under "Cottrell conditions" one must be
aware of instrumental and experimental limitations:

1. Potentiostatic limitations. Equation 5.2.11 predicts very high currents at short
times, but the actual maximum current may depend on the current and voltage
output characteristics of the potentiostat (Chapter 15).

2. Limitations in the recording device. During the initial part of the current tran-
sient, the oscilloscope, transient recorder, or other recording device may be over-
driven, and some time may be required for recovery, after which accurate
readings can be displayed.

3. Limitations imposed by Ru and Cd. As shown in Section 1.2.4, a nonfaradaic cur-
rent must also flow during a potential step. This current decays exponentially with
a cell time constant, RuCd (where Rn is the uncompensated resistance and Q is
the double-layer capacitance). For a period of about five time constants, an appre-
ciable contribution of charging current to the total measured current exists, and
this superimposed signal can make it difficult to identify the faradaic current pre-
cisely. Actually, the charging of the double layer is the mechanism that estab-
lishes a change in potential; hence the cell time constant also defines the shortest
time scale for carrying out a step experiment. The time during which data are col-
lected after a step is applied must be much greater than RuCd if an experiment is
to fulfill the assumption of a practically instantaneous change in surface concen-
tration at t = 0 (see Sections 1.2.4 and 5.9.1).

4. Limitations due to convection. At longer times the buildup of density gradients
and stray vibrations will cause convective disruption of the diffusion layer, and
usually result in currents larger than those predicted by the Cottrell equation.
The time for the onset of convective interference depends on the orientation of
the electrode, the existence of a protective mantle around the electrode, and other
factors (1, 2). In water and other fluid solvents, diffusion-based measurements
for times longer than 300 s are difficult, and even measurements longer than 20 s
may show some convective effects.

(b) Concentration Profile
Inversion of (5.2.7) yields

or

(5.2.,2)

(5.2.13)
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Figure 5.2.1 Concentration profiles for several times after the start of a Cottrell experiment. Do

= 1 X 1(Г5 cm2/s.

Figure 5.2.1 comprises several plots from (5.2.13) for various values of time. The deple-
tion of О near the electrode is easily seen, as is the time-dependent falloff in the concen-
tration gradient at the electrode surface, which leads to the monotonically decreasing id

function of (5.2.11).
One can also see from Figure 5.2.1 that the diffusion layer, that is the zone near

the electrode where concentrations differ from those of the bulk, has no definite thick-
ness. The concentration profiles asymptotically approach their bulk values. Still, it is
useful to think about the thickness in terms of (Do01 / 2> which has units of length and
characterizes the distance that species О can diffuse in time t. Note that the argument
of the error function in (5.2.13) is the distance from the electrode expressed in units of
2(Dot) ' . The error function rises very rapidly toward its asymptote of 1 (see Section
A.3). When its arguments are 1, 2, and 3 (i.e., when x is 2, 4, and 6 times (£>o0

1/2)> it
has values, respectively, of 0.84, 0.995, and 0.99998; thus the diffusion layer is com-
pletely contained within a distance of 6(Dot)

1^2 from the electrode. For most purposes,
one can think of it as being somewhat thinner. People often talk of a diffusion layer
thickness, because there is a need to describe the reach of the electrode process into the
solution. At distances much greater than the diffusion layer thickness, the electrode
can have no appreciable effect on concentrations, and the reactant molecules there
have no access to the electrode. At distances much smaller, the electrode process is
powerfully dominant. Even though no consistent or accepted definition exists, people
often define the thickness as 1, 21/2, тг1/2, or 2 times (£>o0

1/2- Any °f these ideas suf-
fices. We have already seen diffusion lengths defined in different ways in Sections
1.4.3 and 4.4.1.

Of course the thickness of the diffusion layer depends significantly on the time scale
of the experiment, as one can see in Figure 5.2.1. For a species with a diffusion coefficient
of 1 X 10~5 cm2 s"1, (Dot)

1/2 is about 30 fxm for an experimental time of 1 s, but only 1
ixm at 1 ms, and just 30 nm at 1 ̂ ts.
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5.2.2 Semi-Infinite Spherical Diffusion

If the electrode in the step experiment is spherical rather than planar (e.g., a hanging mercury
drop), one must consider a spherical diffusion field, and Fick's second law becomes

дСо(г, t) (д2Со(г, t) 2 <?Q)(r'

^ D°[ ~dr2 + T <^~

where r is the radial distance from the electrode center. The boundary conditions are then

C0(r, 0) = CQ (r > r0) (5.2.15)

lim C0(r,f) = C$ (5.2.16)

Co(r0,t) = 0 (f>0) (5.2.17)

where r0 is the radius of the electrode.

(a) Solution of the Diffusion Equation
The substitution, v(r9 t) = rCo(r, t), converts (5.2.14) into an equation having the same
form as the linear problem. The details are left to the reader (Problem 5.1). The resulting
diffusion current is

id(0 = nFADoC% \—±— + 1 (5.2.18)

which can be written

nFADoC%
/d(spherical) = /d(linear) H (5.2.19)

Thus the diffusion current for the spherical case is just that for the linear situation plus a
constant term. For a planar electrode,

lim id =0 (5.2.20)

but in the spherical case,

_ nFADoC%

The reason for this curious nonzero limit is that one converges on a situation in which
the growth of the depletion region fails to affect the concentration gradients at the surface
because the diffusion field is able to draw material from a continually larger area at its
outer limit. In actual experiments with working electrodes of millimeter diameters or
larger, convection caused by density gradients or vibration becomes important at longer
times and enhances the mass transfer, so that the diffusive steady state is rarely reached.
On the other hand, it is easy to reach this condition with UMEs (radius of 25 fim or
smaller), and the ability to exploit the steady state is one of their principal advantages (see
Section 5.3).

(b) Concentration Profile
The distribution of the electroactive species near the electrode also can be obtained from
the solution to the diffusion equation, and it turns out to be

Г " (5.2.22)
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Because r - r0 is the distance from the electrode surface, this profile strongly resembles
that for the linear case (equation 5.2.12). The difference is the factor ro/r and, if the diffu-
sion layer is thin compared to the electrode's radius, the linear and spherical cases are in-
distinguishable. The situation is directly analogous to our experience in living on a
spherical planet. The zone of our activities above the earth's surface is small compared to
its radius of curvature; hence we usually cannot distinguish the surface from a rough
plane.

At the other extreme, when the diffusion layer grows much larger than r0 (as at a
UME), the concentration profile near the surface becomes independent of time and linear
with 1/r. One can see this effect in (5.2.22), where error function complement approaches
unity for (r - r0) < < 2(Do01/2. In that case,

C0(r, t) = Cg(l - ro/r) (5.2.23)

The slope at the surface is CgAo, which gives the steady-state current, (5.2.21), from the
current-flux relationship for the spherical case,

(5.2.24)
dr

(c) Applicability of the Linear Approximation
These ideas indicate that linear diffusion adequately describes mass transport to a sphere,
provided the sphere's radius is large enough and the time domain of interest is small
enough. More precisely, the linear treatment is adequate as long as the second (constant)
term of (5.2.18) is small compared to the Cottrell term. For accuracy within a%,

nFAD0C%^^nFADfC%

or

-2-

With a = 10% and Do = 10~5 cm2/s, ^/2/r0 ^ 18 s1/2/cm. A typical mercury drop might
be 0.1 cm in radius; hence the linear treatment holds within 10% for about 3 s.

The numerator of (5.2.26) is the thickness of the diffusion layer; thus the importance
of the steady-state term, which manifests spherical diffusion, depends mainly on the ratio
of that thickness to the radius of the electrode. When the diffusion layer grows to a thick-
ness that is an appreciable fraction of r0, it is no longer appropriate to use equations for
linear diffusion, and one can expect the steady-state term to contribute significantly to the
measured current.

5 .23 Microscopic and Geometric Areas

If the electrode surface is strictly a plane with a well-defined boundary, such as an
atomically smooth metal disk mounted in a glass mantle, the area A in the Cottrell equa-
tion is easily understood. On the other hand, real electrode surfaces are not smooth
planes, and the concept of area becomes much less clear. Figure 5.2.2 helps to define
two different measures of area for a given electrode. First there is the microscopic area,
which is computed by integrating the exposed surface over all of its undulations,
crevices, and asperities, even down to the atomic level. An easier quantity to evaluate
operationally, is the geometric area (sometimes called the projected area). Mathemati-
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- Geometric area

Figure 5.2.2 Electrode surface
and the enclosure formed by
projecting the boundary outward in
parallel with the surface normal.
The cross-section of the enclosure is
the geometric area of the electrode.

cally, it is the cross-sectional area of the enclosure formed by projecting the boundary
of the electrode outward in parallel with the mean surface normal. The microscopic area
Am is, of course, always larger than the geometric area Ag, and the roughness factor p is
the ratio of the two:

P = AJA% (5.2.27)

Routinely polished metal electrodes typically have roughness factors of 2-3, but single
crystal faces of high quality can have roughness factors below 1.5. Liquid-metal elec-
trodes (e.g., mercury) are often assumed to be atomically smooth. One can estimate the
microscopic area by measuring either the double-layer capacitance (Section 13.4) or the
charge required to form or to strip a compact monolayer electrolytically from the surface.
For example the true areas of platinum and gold electrodes are often evaluated from the
charge passed in removal of adsorbed films under well-defined conditions. Thus, the true
area of Pt can be estimated from the charge needed to desorb hydrogen (210 /xC/cm2) and
that of Au from the reduction of a layer of adsorbed oxygen (386 fxC/cm2) (4). Uncer-
tainty in this measurement arises because it can be difficult to subtract contributions from
other faradaic processes and double-layer charging and because the charge for desorption
depends upon the crystal face of the metal (see Figure 13.4.4).

The area to be used in the Cottrell equation, or in other similar equations describing
current flow in electrochemical experiments, depends on the time scale of the measure-
ments. In the derivation of the Cottrell equation (Section 5.2.1), the current is defined by
the flux of species diffusing across the plane at x = 0. The total rate of reaction in moles
per second, giving the total current in amperes, is the product of that flux and the cross-
sectional area of the diffusion field, which is the area needed for the final result.

In most chronoamperometry, with measurement times of 1 ms to 10 s, the diffusion
layer is several micrometers to even hundreds of micrometers thick. These distances are
much larger than the scale of roughness on a reasonably polished electrode, which will
have features no larger than a small fraction of a micrometer. Therefore, on the scale of
the diffusion layer, the electrode appears flat; the surfaces connecting equal concentra-
tions in the diffusion layer are planes parallel to the electrode surface; and the area of the
diffusion field is the geometric area of the electrode. When these conditions apply, as in
Figure 5.2.3a, the geometric area should be used in the Cottrell equation.

Let us now imagine a contrasting situation involving a much shorter time scale, per-
haps 100 ns, where the diffusion layer thickness is only 10 nm. In this case, depicted in
Figure 523b, much of the roughness is of a scale larger than the thickness of the diffu-
sion layer; hence the surfaces of equal concentration in the diffusion layer tend to follow
the features of the surface. They define the area of the diffusion field, which is generally
larger than the geometric area. It approaches the microscopic area, but might not be quite
as large, because features of roughness smaller in scale than the diffusion length tend to
be averaged within the diffusion field.
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Electrode Electrode

(a) (b)

Figure 5.2.3 Diffusion fields at (a) long and (b) short times at a rough electrode. Depicted here is
an idealized electrode where the roughness is caused by parallel triangular grooves cut on lines
perpendicular to the page. Dotted lines show surfaces of equal concentration in the diffusion layer.
Vectors show concentration gradients driving the flux toward the electrode surface.

Similar considerations are needed to understand chronoamperometry at an elec-
trode that is active only over a portion of a larger area, as in Figure 5.2.4. Such a situa-
tion can arise when arrays of electrodes are fabricated by microelectronic methods, or
when the electrode is a composite material based on conducting particles, such as
graphite, in an insulating phase, such as a polymer. Another important case involves an
electrode covered by a blocking layer with pinholes through which the electroactive
species may access the electrode surface (Section 14.5.1). At short time scales, when
the diffusion layer thickness is small compared to the size of the active spots, each spot
generates its own diffusion field (Figure 5.2.4a), and the area of the overall diffusion
field is the sum of the geometric areas of the individual active spots. At longer time
scales, the individual diffusion fields begin to extend outside the projected boundaries
of the spots, and linear diffusion is augmented by a radial component. (Figure 5.2.4Z?)
At still longer time scales, when the diffusion layer is much thicker than the distances
between the active zones, the separated diffusion fields merge into a single larger field,
again exhibiting linear diffusion and having an area equal to the geometric area of the
entire array, even including that of the insulating zones between the active sites (Figure
5.2.4c). Thus, the individual active areas are no longer distinguishable. Molecules dif-
fusing to the electrode come, on the average, from so far away that the added distance
(and time) required to reach an active place on the surface becomes negligible. This
problem has been treated analytically for cases in which the active spots are uniform in
size and situated in a regular array (5), but in the more general case digital simulation is
required.

Since capacitive currents are generated by events occurring within very small dis-
tances at an electrode surface (Chapter 13), they always reflect the microscopic area. For
an electrode made of a polished polycrystalline metal, the area giving rise to a non-
faradaic current may be significantly larger than that characterizing the diffusion field. On
the other hand, the opposite can be true if one is using an array of small, widely spaced
electrodes embedded in an inert matrix.

5.3 DIFFUSION-CONTROLLED CURRENTS AT
ULTRAMICROELECTRODES

Early in this chapter we anticipated the unusual and advantageous properties of elec-
trodes with very small sizes. Here we explore those properties more carefully, and we
gain our first view of some of the experimental methods based on them. We will return
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Figure 5.2.4 Evolution
of the diffusion field during
chronoamperometry at an electrode
with active and inactive areas on its
surface. In this case the electrode is
a regular array such that the active
areas are of equal size and spacing,
but the same principles apply for
irregular arrays, (a) Short
electrolysis times, (b) intermediate
times, (c) long times. Arrows
indicate flux lines to the electrode.

(c)

repeatedly to these UMEs and their applications. Since the first edition, no advance has
changed electrochemical science to a greater degree than the advent of UMEs, which
occurred principally through the independent work of Wightman and Fleischmann and
their coworkers about 1980 (6, 7). These devices have extended electrochemical
methodology into broad new domains of space, time, chemical medium, and methodol-
ogy (6-13). In the remainder of this book, we will encounter many illustrations based
on them.

It is obvious that UMEs are smaller than "normal" electrodes, which, depending on
the application, might have dimensions of meters, centimeters, or millimeters. At pre-
sent, there is no broadly accepted definition of a UME, although there is a general
agreement on the essential concept, which is that the electrode is smaller than the scale
of the diffusion layer developed in readily achievable experiments. Not all applications
depend on the development of such a relationship between the diffusion layer and the
electrode, but many do. To understand them, one must recognize the peculiar features
of such systems and treat them theoretically. Other applications of UMEs rest on the
small time constants or low ohmic drops that are characteristic of very small electrodes
(Section 5.9).

In this book, we define a UME operationally as an electrode having at least one di-
mension (such as the radius of a disk or the width of a band) smaller than 25 /xm. This
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aspect is called the critical dimension. Electrodes with a critical dimension as small as 0.1
fim (=100 nm = 1000 A) can be made. Even smaller critical dimensions, down to a few
nm, have been reported. When the electrode's critical dimension becomes comparable to
the thickness of the double layer or to the size of molecules, one can expect to deal with
new elements of theory and experimental behavior. These considerations place a lower
limit of about 10 nm (100 A) on the critical dimension of UMEs (12, 14, 15). Electrodes
smaller than this limit have been called nanodes in some of the literature, but a definition
of this term based on function is yet to be worked out.

5.3.1 Types of Ultrainicroelectrodes

Since only one dimension of an electrode must be small to produce properties characteris-
tic of a UME, there is a good deal of latitude in other physical dimensions and, conse-
quently, a variety of useful shapes.

Most common is the disk UME, which can be fabricated by sealing a fine wire in an
insulator, such as glass or a plastic resin, and then exposing and polishing a cross-
section of the wire. The critical dimension is, of course, the radius, TQ, which must be
smaller than —25 /mi. Electrodes made of Pt wire with a radius of 5 fxm are commer-
cially available. Disks with r 0 as small as 0.1 /im have been made from wire, and disk-
like exposed areas with dimensions in the range of a few nm have been inferred for
electrodes made by other means. The geometric area of a disk scales with the square of
the critical radius and can be tiny. For r 0 = 1 /im, the area, A, is only 3 X 10~8 cm2, six
orders of magnitude smaller than the geometric area of a 1-mm diameter microelec-
trode. The very small scale of the electrode is the key to its special utility, but it also
implies that the current flowing there is quite low, often in the range of nanoamperes or
picoamperes, sometimes even in the range of femtoamperes. As we will see in Section
5.9 and Chapter 15, the small currents at UMEs offer experimental opportunities as well
as difficulties.

Spherical UMEs can be made for gold (16), but are difficult to realize for other mate-
rials. Hemispherical UMEs can be achieved by plating mercury onto a microelectrode
disk. In these two cases the critical dimension is the radius of curvature, normally symbol-
ized by r0. The geometry of these two types is simpler to treat than that of the disk, but in
many respects behavior at a disk is similar to that at a spherical or hemispherical UME
with the same r0.

Quite different is the band UME, which has as its critical dimension a width, w, in the
range below 25 /mi. The length, /, can be much larger, even in the centimeter range. Band
UMEs can be fabricated by sealing metallic foil or an evaporated film between glass
plates or in a plastic resin, then exposing and polishing an edge. A band can also be pro-
duced as a microfabricated metallic line on an insulating substrate using normal methods
of microelectronic manufacture. By these means, electrodes with widths ranging from 25
fim to about 0.1 /гт can be obtained. The band differs from the disk in that the geometric
area scales linearly with the critical dimension, rather than with the square. Thus elec-
trodes with quite small values of w can possess appreciable geometric areas and can pro-
duce sizable currents. For example, a band of l-/mi width and 1-cm length has a
geometric area of 10~4 cm2, almost four orders of magnitude larger than that of a l-/mi
disk.

A cylindrical UME can be fabricated simply by exposing a length / of fine wire with
radius r0. As in the case of the band, the length can be macroscopic, typically millimeters.
The critical dimension is r0. In general, the mass-transfer problem to a cylindrical UME is
simpler than that to a band, but operationally, there are many similarities between a cylin-
der and a band.
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Responses to a Large-Amplitude Potential Step

Let us consider an ultramicroelectrode in a solution of species O, but initially at a potential
where О is not reduced. A step is applied at / = 0, so that О becomes reduced to R at the
diffusion-controlled rate. What current flows under these Cottrell-like conditions?

(a) Spherical or Hemispherical UME
We already know the current-time relationship for the simplest case, the sphere, which
was treated fully in Section 5.2.2. The result was given in (5.2.18) as

HFAD^CQ nFADoC$

l/2>l/2 Fn ' *

where the first term dominates at short times, when the diffusion layer is thin compared to
r0, and the second dominates at long times, when the diffusion layer grows much larger
than r0. The first term is identically the Cottrell current that would be observed at a planar
electrode of the same area, and the second describes the steady-state current flow
achieved late in the experiment. The steady-state condition is readily realized at a UME,
where the diffusion field need only grow to a thickness of 100 ^m (or perhaps even much
less). Many applications of UMEs are based on steady-state currents.

At the sphere, the steady-state current /ss is,

Lrv

(5.3.2a)
' U

or

(5.3.2b)

A hemispherical UME bounded by a planar mantle has exactly half of the diffusion
field of a spherical UME of the same rg, so it has half of the current of the corresponding
sphere. Equation 5.3.2a compensates for the difference through the proportionality with
area, so it is accurate for the hemisphere as well as the sphere. Equation 5.3.2b applies
only to the sphere.

(b) Disk UME
The disk is by far the most important practical case, but it is complicated theoretically by
the fact that diffusion occurs in two dimensions (17, 18): radially with respect to the axis
of symmetry and normal to the plane of the electrode (Figure 5.3.1). An important conse-
quence of this geometry is that the current density is not uniform across the face of the
disk, but is greater at the edge, which offers the nearest point of arrival to electroreactant
drawn from a large surrounding volume. We can set up this problem in a manner similar
to our approach to the one-dimensional cases of Section 5.2. The diffusion equation for
species О is written as follows for this geometry (see Table 4.4.2):

dCo(r,z,t)_ p2Co(r,z,Q ! dC0(r,z,t) <?2Co(r,z,Ql
dt Ul дг2

 + Г ' дг

 +

 dz2 J &•*•»

where r describes radial position normal to the axis of symmetry at r = 0, and z describes
linear displacement normal to the plane of the electrode at z = 0.

Five boundary conditions are needed for a solution. Three come from the initial con-
dition and two semi-infinite conditions

C0(r, z, 0) = Cg (5.3.4)

lim Co(r, z, t) = Cn lim Co(r, z, t) = С% (5.3.5)

HFADQCQ
lss r0

iss = 47rnFDoCor0
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z axis (r = 0)

r axis (z = 0)

Inlaid UME disk Mantle in z = 0 plane (extends
beyond diffusion layer boundary)

Figure 5.3.1 Geometry of
diffusion at an ultramicroelectrode
disk

A fourth condition comes from the recognition that there can be no flux of О into or out of
the mantle, since О does not react there:

dC0{r, z, г)

dz z=0
= 0 (r > r0) (5.3.6)

The conditions defined to this point apply for any situation in which the solution is uni-
form before the experiment begins and in which the electrolyte extends spatially beyond
the limit of any diffusion layer. The final condition defines the experimental perturbation.
In the present case, we are considering a large-amplitude potential step, which drives the
surface concentration of О to zero at the electrode surface after t = 0.

Co(r, 0, t) = 0 (r < r0, t > 0) (5.3.7)

This problem can be simulated in the form given here (19, 20), but an analytical ap-
proach is best made by restating it in terms of other coordinates. In no form is it a simple
problem. Aoki and Osteryoung (21) addressed it in terms of a dimensionless parameter,
т = 4Dot/rQ2

9 representing the squared ratio of the diffusion length to the radius of the
disk. Given any particular experimental system, т becomes an index of t. The current-time
curve is

(5.3.8)
го

where the function/(т) was determined as two series applicable in different domains of т
(21-23). At short times, when т < 1,

rl/2 „
f(r) =

or, with the constants evaluated

77 '

4 (5.3.9a)

(5.3.9b)f{r) = 0.88623т"1/2 + 0.78540 + 0.094т1/2

At long times, when т > I,2

/(T) = 1 + 0.71835т~1/2 + 0.05626т~3/2 - 0.00646т"5/2 • • • (5.3.9c)

2Aoki and Osteryoung (23) show that the two versions of/(r) overlap for 0.82 < т < 1.44. The dividing point

given in the text is convenient and appropriate.
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Shoup and Szabo provided a single empirical relationship covering the entire range of r,
with an accuracy better than 0.6% at all points (22):

/(r) = 0.7854 + 0.8862r"1/2 + 0.2146^" a 7 8 2 3 r~ 1 / 2 (5.3.10)

The current-time relationship for a UME disk spans three regimes, as shown in Fig-
ure 5.3.2. If the experiment remains on a short time scale (Figure 5.3.2a), so that the
diffusion layer remains thin compared to TQ, the radial diffusion does not manifest itself
appreciably, and the diffusion has a semi-infinite linear character. The early current
flowing in response to a large amplitude potential step is therefore the Cottrell current,
(5.2.11). This intuitive conclusion is illustrated graphically in Figure 5.3.2a, where the
two sets of symbols are superimposed. One can also see it mathematically as the limit
of (5.3.8) and (5.3.9a) when т approaches zero. For an electrode with r 0 = 5 fxm and
Do = 10~5 cm2/s, the short-time region covered in Figure 5.3.2a is 60 ns to 60 /JUS. In
this period, the diffusion layer thickness [taken as 2(Dot)

l/2] grows from 0.016 ^m to
0.5 jam.

As the experiment continues into an intermediate regime where the diffusion layer
thickness is comparable to r0, radial diffusion becomes important. The current is larger
than for a continuation of pure linear diffusion, that is, where this "edge effect" (17) could

1.0E-5 1.0Е-4 1 .OE-3 1.0Е-2

{a) Short time regime

0.01 0.10 1.00 10.00

(b) Intermediate time regime

1.4,

1.2

1.0

0.8

0.6

0.4
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100 1000 10000

(c) Long time regime

Figure 5.3.2 Current-time
relationships at a disk UME.
Current is expressed as ///ss and
time is expressed as т, which is
proportional to t. Triangles, Cottrell
current. Filled squares, (5.3.8) and
(5.3.9b). Open squares, (5.3.8) and
(5.3.9c). Dashed line at ///ss = 1 is
steady-state.
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be prevented. Figure 532b illustrates the result. For r 0 and Do values of 5 ^m and 10~5

cm2/s, this frame corresponds to an experimental time between 60 ^s and 60 ms. The dif-
fusion layer thickness is in the range from 0.5 д т to 16 /xm.

At still longer times, when the diffusion field grows to a size much larger than r0, it
resembles the hemispherical case and the current approaches a steady state (Figure
5.3.2c). For the specific values of r0 and Do used as examples above, Figure 5.3.2c de-
scribes the time period from 60 ms to 60 s, when the diffusion layer thickness enlarges
from 16 jam to 500 /xm.3

The experimental time ranges discussed here relate to practical values of electrode ra-
dius and diffusion coefficient and are all readily accessible with standard commercial
electrochemical instrumentation. A distinguishing feature of a UME is the ability to oper-
ate in different mass-transfer regimes. Indeed, we used, in essence, the ability to approach
or to achieve the steady-state as the basis for our operational definition of a UME in the
opening paragraphs of this section.

The steady state for the disk can be seen easily as the limit of (5.3.8) and (5.3.9c)
when T becomes very large,

(5.3.11)

It has the same functional form as for the sphere or hemisphere, however the /ss at a disk
is smaller (by a factor of 2/тг) than at a hemisphere with the same radius. This difference
manifests the different shapes of the concentration profiles near the electrode surface.4

In the intermediate and late time regimes, the current density at a UME disk is intrin-
sically nonuniform because the edges of the electrode are more accessible geometrically
to the diffusing electroreactant (17). This non-uniformity affects the interpretation of phe-
nomena that depend on local current density, such as heterogeneous electron-transfer ki-
netics or the kinetics of second-order reactions involving electroactive species in the
diffusion layer.

(c) Cylindrical UME
We return to a simpler geometry by considering a cylindrical electrode, which involves
only a single dimension of diffusion. The corresponding expression of Fick's second law
(see Table 4.4.2) is:

dt

I и t n ( / , I) 1 ик^глТ, I) u (-"0VЩ
where r describes radial position normal to the axis of symmetry, and z is the position
along the length. Since we normally assume uniformity along the length of the cylinder,
дС/dz = d2C/dz2 = 0, and z drops out of the problem. The boundary conditions are exactly

In practice, it would be difficult to achieve a diffusion layer as thick as 500 jitm, because convection would
normally begin to manifest itself before 60 s.

By analogy to the rigorous result for the spherical system, one can estimate the current at the disk as the simple
linear combination of the Cottrell and steady-state terms:

This approximation is accurate at the short-time and long-time limits and deviates from the Aoki-Osteryoung
result by only a few percent in the range of Figure 5.3.2b. The largest error ( — h 7%) is near т = 1, as one
would expect.
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those used in solving the spherical case (see Section 5.2.2), and the result is available in
the literature (10)

A practical approximation, reported by Szabo et al. (24) to be valid within 1.3%, is

~2ехр(-0.05тг1/2 т1/2)
i =

1
7 T 1 / 2 T 1 / 2 0 . 7 4 9 3 T 1 / 2

(5.3.13)
ln(5.2945

where r = 4Dot/rQ. In the short-time limit, when т is small, only the first term of (5.3.13)
is important and the exponential approaches unity. Thus (5.3.13) reduces to the Cottrell
equation, (5.2.11), as expected for the situation where the diffusion length is small com-
pared to the curvature of the electrode. In fact, the deviation from the Cottrell current re-
sulting from the cylindrical diffusion field does not become as great as 4% until т reaches
—0.01, where the diffusion layer thickness has become about 10% of r0.

In the long-time limit, when т becomes very large, the first term in (5.3.13) dies away
completely, and the logarithmic function in the denominator of the second term ap-
proaches In т1/2. Thus the current becomes

'qss =

2nFADoC%

r o l n r
(5.3.14)

Because this relationship contains r, the current depends on time; therefore it is not a
steady-state limit such as we found for the sphere and the disk. Even so, time appears only
as an inverse logarithmic function, so that the current declines rather slowly in the long-
time limit. It can still be used experimentally in much the same way that steady-state cur-
rents are exploited at disks and spheres. In the literature, this case is sometimes called the
quasi-steady state.

(d) BandUME
In the same way that a disk electrode is a two-dimensional diffusion system behaving
very much like the simpler, one-dimensional, hemispherical case, a band electrode is a
two-dimensional system behaving much like the simpler hemicylindrical system. The co-
ordinate system used to treat diffusion at the band is shown in Figure 5.3.3. At short
times, the current converges, as we now expect, to the Cottrell form, (5.2.11). At long
times, the current-time relationship approaches the limiting form,

(5.3.15)
q s s w ln(64Dot/w2)

Thus, the band UME also does not provide a true steady-state current at long times.

z axis (x = 0)

Flux into
mantle .a 0

Inlaid UME band
( / » w) Mantle in z = 0 plane (extends

beyond diffusion layer boundary)

Figure 5.3.3 Diffusional
geometry at a band
electrode. Normally the
length of the electrode is
very much larger than the
width, and the three-
dimensional diffusion at the
ends does not appreciably
violate the assumption that
diffusion occurs only along
the x and z axes.
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TABLE 53.1 Form of mo for UMEs of Different Geometries

Band"

2TTD0

w\n(64Dot/w
2]

Cylinder6

2D0

) rolnT

Disk

4D0

rrr0

Hemisphere

£>o
Г°

Sphere

Do

a Long-time limit is to a quasi-steady state.

5.3.3 Summary of Behavior at Ultramicroelectrodes

Although there are some important differences in the behavior of UMEs with different
shapes, it is useful here to recollect some common features in the responses to a large-
amplitude potential step:

First, at short times, where the diffusion-layer thickness is small compared to the crit-
ical dimension, the current at any UME follows the Cottrell equation, (5.2.11), and semi-
infinite linear diffusion applies.

Second, at long times, where the diffusion-layer thickness is large compared to the
critical dimension, the current at any UME approaches a steady state or a quasi-steady
state. One can write the current in this limit in the manner developed empirically in Sec-
tion 1.4.2,

i s s = nFAmoC% (5.3.16)

where m® is a mass-transfer coefficient. The functional form of YHQ depends on geometry
as given in Table 5.3.1.

In practical experiments with UMEs, one normally tries to control the experimental
conditions so that the electrode is operating either in the short-time regime (called the
early transient regime or the regime of semi-infinite linear diffusion in the remainder of
this book) or in the long-time limit (called the steady-state regime). The transition region
between these two limiting regimes involves much more complicated theory and offers no
advantage, so we will not be considering it in much detail.

У 5.4 SAMPLED-CURRENT VOLTAMMETRY FOR REVERSIBLE
ELECTRODE REACTIONS

The basic experimental methodology for sampled-current voltammetry is described in
Section 5.1.1, especially in the text surrounding Figure 5.1.3. After studying the diffu-
sion-controlled responses to potential steps in Sections 5.2 and 5.3, we now understand
that the result of a sampled-current experiment might depend on whether the sampling oc-
curs in the time regime where a transient current flows or in the later period, when a
steady-state could be reached. This idea leads us to consider the two modes separately for
reversible chemistry in Sections 5.4.1 and 5.4.2 below. Applications of reversible voltam-
mograms are then treated in Section 5.4.4.

5.4.1 Voltammetry Based on Linear Diffusion at a Planar Electrode

(a) A Step to an Arbitrary Potential
Consider again the reaction О + ие «^ R in a Cottrell-like experiment at an electrode
where semi-infinite linear diffusion applies,5 but this time let us treat potential steps of

5It is most natural to think of this experiment as taking place at a planar electrode, but as shown in Sections
5.2.2 and 5.3, the required condition is realized with any electrode shape as long as the diffusion layer thickness
remains small compared to the radius of curvature of the electrode.
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any magnitude. We begin each experiment at a potential at which no current flows; and at
t = 0, we change E instantaneously to a value anywhere on the reduction wave. We as-
sume here that charge-transfer kinetics are very rapid, so that

always.
The equations governing this case are6

dCo(x,t)_ d2Co(x,t) 2

) (5.4.3)

lim Co(x, i) = С о lirn^ CR(x, t) = 0 (5.4.4)

and the flux balance is

= 0 (5.4.5)

It is convenient to rewrite (5.4.1) as

(5.4.6)

In Section 5.2.1, we saw that application of the Laplace transform to (5.4.2) and consider-
ation of conditions (5.4.3) and (5.4.4) would yield

c

Co(x, s) = -f- + A(s) e~

CR(JC, s) = B(s) e~V^x (5.4.8)

Transformation of (5.4.5) gives

x s)\ /дСт>(х s)\

which can be simplified by evaluating the derivatives from (5.4.7) and (5.4.8):

-A(s) D\? sm - B(s) D^2 sl/2 = 0 (5.4.10)

Thus, В = —A(s)^, where f = (Do/DR)l/2. So far we have not invoked the Nernst rela-
tion, (5.4.1); hence our results:

Co(x, s) = ̂ - + A(s) e-
{slD°)l'2x (5.4.11)

x, s) = -A(s)£ e~(s/D^/2x (5.4.12)

hold for any i-E characteristic. We will make use of this fact in Section 5.5.
We introduce_the assumption of reversibility to evaluate A(s). Transformation of

(5.4.6) shows that Co(0, s) = 0CR(O, s); thus

C*
(5.4.13)

6Clearly, (5.4.3) implies that R is initially absent. The case for CR(x, 0) = CR, follows analogously, and is left
as Problem 5.10.
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and A(s) = -CQ/S(1 + £0). The transformed profiles are then

Co(x, s) = —

CR(x, s) =

1/2 v

(5.4.14)

(5.4.15)

Equation 5.4.14 differs from (5.2.7) only by the factor 1/(1 + £0) in the second term.
Since (1 + £0) is independent of x and t, the current can be obtained exactly as in the
treatment of the Cottrell experiment by evaluating i(s) and then inverting:

(5.4.16)

This relation is the general response function for a step experiment in a reversible
system. The Cottrell equation, (5.2.11), is a special case for the diffusion-limited region,
which requires a very negative E - E°\ so that 0 —> 0. It is convenient to represent the
Cottrell current as id(t) and to rewrite (5.4.16) as

W =
id(t)

1 +£0 (5.4.17)

Now we see that for a reversible couple, every current-time curve has the same shape; but
its magnitude is scaled by 1/(1 + £0) according to the potential to which the step is made.
For very positive potentials (relative to £ ° ) , this scale factor is zero; thus i(t) has a value
between zero and id(t), depending on E, as sketched in Figure 5.1.3.

(b) Shape of the Current-Potential Curve
In sampled-current voltammetry, our goal is to obtain an i(r)-E curve by (a) performing
several step experiments with different final potentials E, (b) sampling the current re-
sponse at a fixed time т after the step, and (c) plotting /(т) vs. E. Here we consider the
shape of this curve for a reversible couple and the kinds of information one can obtain
from it.

Equation 5.4.17 really answers the question for us. For a fixed sampling time т,

which can be rewritten as

and expanded:

£0 =

^1/2

A1/2
RT,
—pin
nF

(5.4.18)

(5.4.19)

(5.4.20)

When г(т) = /d(T)/2, the current ratio becomes unity so that the third term vanishes. The
potential for which this is so is £1/2, the half-wave potential:

(5.4.21)
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Figure 5.4.1 Characteristics of a reversible
wave in sampled-current voltammetry.
This curve is for n = 1, T = 298 K, and
Do = DRP- Because Do Ф DR, El/2 differs
slightly from E°\ in this case by about 9 mV.
For n > 1, the wave rises more sharply to the
plateau (see Figure 5.4.2).

and (5.4.20) is often written

(5.4.22)

These equations describe the voltammogram for a reversible system in sampled-current
voltammetry as long as semi-infinite linear diffusion holds. It is interesting to compare
(5.4.20) and (5.4.22) with the wave shape equations derived in a naive way for steady-
state voltammetry in Section 1.4.2(a). They are identical in form.

As shown in Figure 5.4.1, these relations predict a wave that rises from baseline to
the diffusion-controlled limit over a fairly narrow potential region (—200 mV) centered
on Ey2. Since the ratio of diffusion coefficients in (5.4.21) is nearly unity in almost any
case, Ещ is usually a very good approximation to E0' for a reversible couple.

Note also that E vs. log [(/d - i)/i] should be linear with a slope of 2303RT/nF or
59Л/п mV at 25°C. This "wave slope" is often computed for experimental data to test for
reversibility. A quicker test [the Tomes criterion (25)] is that \Ey4 — Ещ\ = 56A/n mV at
25°C. The potentials Ey4 and Ещ are those for which / = 3/d/4 and / = /d/4, respectively.
If the wave slope or the Tomes criterion significantly exceeds the expected values, the
system is not reversible. (See also Section 5.5.4).

(c) Concentration Profiles
Taking the inverse transforms of (5.4.14) and (5.4.15) yields the concentration profiles:

Co(x, t) = Cg 1 / 2 J
(5.4.23)

(5.4.24)

Some other convenient equations relating to concentrations can also be written. Let
us solve for^4(s) and B(s)jn (5.4.7) and (5.4.8) in terms of the transformed surface con-
centrations Co(0, s), and CR(0, s), then substitute into (5.4.10):

Co(0, s) - -£• (5.4.25)

or, using the inverse transform,

, 0 , 0 = (5.4.26)
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The more general relation for R initially present is

Dl^2Co(0, t) + /^ /2CR(0, t) = C%D\>2 +

For the special case when Do = £)R,

Co(0, t) + CR(0, t) = C% + C%

(5.4.27)

(5.4.28)

Equations 5.4.26 to 5.4.28 were derived without reference to the sixth boundary condition
in the diffusion problem; hence they do not depend on any particular electrochemical per-
turbation or i-E function, and they hold for virtually any electrochemical method. The
principal assumptions are that semi-infinite linear diffusion applies and that О and R are
soluble, stable species.7

Returning now to the step experiments for which (5.4.23) and (5.4.24) apply, we see
that the surface concentrations are

(5.4.29)

CR(0, 0 = C%

Since (5.4.17) shows that i(t)/id(t) = 1/(1 + £0,

(5.4.30)

(5.4.31)

(5.4.32)

We will use these relations in Section 5.4.3 to simplify the interpretation of reversible
sampled-current voltammograms in various chemical situations. The reader interested in a
quick view of applications can proceed directly to that point and beyond. However, a full
view of reversible waves needs to include those recorded by sampling steady-state cur-
rents, so the next section is devoted to that topic.

с o(0,

с

0

Л £c* «xo
° w

.1

5.4.2 Steady-State Voltammetry at a UME

(a) A Step to an Arbitrary Potential at a Spherical Electrode
Let us consider again the reaction О + ne ±± R in an experiment involving a step of any
magnitude, but in contrast to the limitations of the previous section, let us allow the exper-
iment to proceed beyond the regime where semi-infinite linear diffusion applies. For the
moment let us also restrict the electrode geometry to a sphere or hemisphere of radius r0.
Species О is present in the bulk, but R is absent. We begin each experiment at a potential
at which no current flows; and at t = 0, we change E instantaneously to a value anywhere
on the reduction wave.

The governing equations are

<?Co(r, 0 _ /d2Co(r, i) 2 <?C0(r, 0\
(5.4.33)

7Note also that for the step experiments under discussion, (5.4.23) and (5.4.24) show that C0(x, t) + CR(x, t) =
C* at any point along the profiles, when Do = DR.
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= /^м + ̂ \ (5А34)
дг

\ ys, /

Co(r, 0) = С% CR(r9 0) = 0 (5.4.35)

Hm Co(r, 0 - Cg lim CR(r, 0 = 0 (5.4.36)
= 0 (5.4.37)

By the method addressed in Problem 5.1, one can show that (5.4.33)-(5.4.36) together
yield the general solutions

Co(r, s) = ^ + ^ e - W V (5.4.39)

^ (5.4.40)

Transformation and application of the flux balance, (5.4.37), in the same manner used in
Section 5.4.1 give

!f ^W61* ( 5 A 4 1 )

where ^ = (Do/DR)m and

1 + r0(s/Do)
l/2

1 + ro(s/DR)l/2

We have not yet called upon reversibility; hence (5.4.41) and (5.4.42) hold for any i-E
characteristic.

By assuming reversibility and applying condition (5.4.38), we evaluate A(s) essen-
tially in the same way as in Section 5.4.1. The result is

{тТ^е)^еШо)1Пг° (5А44)

so that the transformed profiles are

( 5 A 4 6 )

The current is obtained from the slope of the concentration profiles at the electrode
surface, for example,

i(t) = nFADo( °V (5.4.47)
\ /r=ro
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which can be transformed on t to give

= nFADo

/dCa(r, s)
(5.4.48)

By allowing (5.4.48) to operate on (5.4.45), we obtain the transform of the current-time
relationship,

j _

r

which can be usefully reexpressed as

Equation 5.4.50 describes current flow at the sphere in all time domains, including
the early transient and steady-state regimes. Unfortunately, the complete current trans-
form is not readily inverted to produce a closed-form result, because у is a complex func-
tion of s. Still, one can develop useful results by considering limiting cases. Our main
concern here is in distinguishing the early transient and steady-state limits, which can be
done by recognizing the role of r0(s/Do)l/2 in (5.4.43) and (5.4.50). The transform vari-
able s has units of frequency [e.g., s"1] and is, in fact, an alternate representation of time
in the experiment. Thus (Do/s)1 / 2 has units of length, and r0(s/Do)

l/2 relates the radius of
curvature of the electrode to the diffusion layer thickness.

When r0(s/Do)
l/2 » 1, the diffusion layer is thin compared to r0, and the system is

in the early transient regime, where linear diffusion applies. Then the parenthesized factor
in (5.4.50) collapses to s~ 1 / 2 D o ~ 1 / 2 and у -» l/£, so that

i(s) = (5.4.51)

which is readily inverted to produce (5.4.16), as required. Section 5.4.1 fully covers the
consequences of this case.

On the other hand, when r0(s/Z)o)1/2 < < 1» the diffusion layer thickness greatly ex-
ceeds r0 and the system is in the steady-state regime. By inspection, one sees that у —> 1
and the parenthesized factor in (5.4.50) becomes l/ros, so that

nFADoCo
i(s) =

which is easily inverted to the steady-state analogue of (5.4.16),

(5.4.52)

(5.4.53)

This relation is the general response function for a step experiment in a re-
versible system when the sampling of current occurs in the steady-state regime. The
steady-state limiting current, (5.2.21) or (5.3.2), is the special case for the diffusion-
limited region, where в —> 0. Let us represent this limiting current as /̂  and rewrite
(5.4.53) as

(5.4.54)
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This result is analogous to (5.4.17) and has essentially the same interpretation. The impor-
tant difference in behavior at the steady state is that the key relations depend on
the first power of diffusion coefficients, rather than on their square roots. This effect is
seen in the numerator of (5.4.53) vs. that of (5.4.16) and also in the appearance of
£2 = (DO/DR) in (5.4.53) and (5.4.54) vs. | in the analogous relations (5.4.16) and
(5.4.17). The factor 1/(1 + £20) has a value between zero (for very positive potentials rel-
ative to E°) and unity (for very negative potentials); thus / has a value between zero and

> much like the representation in Figure 5.1.3.

(b) Conditions for Recording Steady-State Voltammograms
In conception, sampled-current voltammetry involves the recording of an i(r)~E curve
by the application of a series of steps to different final potentials E. The current is
sampled at a fixed time r after the step, then /(r) is plotted vs. E. This defining proto-
col can be relaxed considerably when sampling occurs in the steady-state regime.
Since the current is independent of time, it does not matter when sampling occurs or
how precisely the sampling time is controlled. If the system is chemically reversible, it
also does not matter how the steady-state was reached. One need not reinitialize the
system after each step; thus the potential can be taken directly from step value to step
value as long as the system has enough time to establish the new steady state before
sampling occurs.

Actually one need not even apply steps. It is satisfactory to change the potential lin-
early with time and to record the current continuously, as long as the rate of change is
small compared to the rate of adjustment in the steady state. Section 6.2.3 contains a dis-
cussion of the required conditions in more quantitative terms. Virtually all "sampled cur-
rent voltammetry" at UMEs is carried out experimentally in this linear-sweep form, but
the results are the same as if a normal sampled-current voltammetric protocol were em-
ployed, except with respect to the charging-current background [see Sections 6.2.4 and
7.3.2(c)].

(c) Shape of the Wave
By rearranging (5.4.54), one derives the reversible steady-state voltammogram as

(5.4.55)

This equation has the familiar form seen in (5.4.22), but the half-wave potential differs
from that defined in (5.4.21), because the second term contains the first power of the dif-
fusion coefficients, rather than the square root.

(5.4.56)

Thus, the shape of the reversible steady-state sampled-current voltammogram is iden-
tical to that of the reversible early-transient sampled-current voltammogram (Figure
5.4.1), and the comments made about wave shape in Section 5.4.1(b) also apply in the
steady-state case. The only difference is that the steady-state wave is displaced at every
point along the potential axis by (RT/2nF)]n(DR/Do) from the wave based on early tran-
sients. Unless the two diffusion coefficients differ markedly, this displacement is not ex-
perimentally significant.
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(d) Concentration Profiles
Because the transformed concentration profiles, (5.4.45) and (5.4.46), contain y, which is
a function of s, they are not readily inverted to produce a equations covering all time
regimes. However, we can obtain limiting cases for the early transient and steady-state
regimes simply by recognizing limiting forms, just as we did earlier.

When ro(s/D)x/2 » 1, so that the diffusion layer is thin compared to r0, then у —> Щ
and r/r0 ~ 1 throughout the diffusion layer. Thus the transformed profiles for the early tran-
sient regime are as given in (5.4.14) and (5.4.15), with x recognized as r — r0. Inversion
gives the concentration profiles in (5.4.23) and (5.4.24).

In the steady-state regime, ro(s/D)l/2 « 1, and у approaches unity. Thus the trans-
formed profiles become

Co(r, s) = —- -

CK(r, s) =

rs

rs

which can be inverted to give the desired results

0 \ l
— erfc 7-

' Г \2(DRt)l>

The surface concentrations are then

(5.4.57)

(5.4.58)

(5.4.59)

(5.4.60)

(5.4.61)

(5.4.62)

(5.4.63)

(5.4.64)

(e) Steady-State Voltammetry at a Disk UME
The results in this section have been derived for spherical geometry; thus they apply
rigorously only for spherical and hemispherical electrodes. Because disk UMEs are im-
portant in practical applications, it is of interest to determine how well the results for
spherical systems can be extended to them. As we noted in Section 5.3, the diffusion
problem at the disk is considerably more complicated, because it is two-dimensional.
We will not work through the details here. However, the literature contains solutions
for steady state at the disk showing that the key equations, (5.4.55), (5.4.56), (5.4.63),
and (5.4.64), apply for reversible systems (26, 27). The limiting current is given by
(5.3.11).

Since (5.4.54) identifies 1/(1 + £20) as i/id,
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5.4.3 Simplified Current-Concentration Relationships

Our treatments of sampling in both the early transient regime and the steady-state regime
produced simple linkages between the surface concentrations and the current. For the
early transient regime, the relationships (5.4.31) and (5.4.32) can be rearranged and re-
expressed by recognizing /d as the Cottrell relation:

HFADH2 *
/ w = i/2 m [ Co ~ c o(0, 01 (5.4.65)

7T ' t '

nFAD^
W = m * CR(0, t) (5.4.66)

Since these relations hold at any time along the current decay, for sampled voltammetry
we can replace t by the sampling time т. Likewise, for the steady-state regime at a sphere,
equations (5.4.63) and (5.4.64) can be rearranged and reexpressed as

nFADo ±
i = — ^ [ Cg - Co(0, t)] (5.4.67)

nFADR
/ = -~CR(0,0 (5.4.68)

where the distance variable r has been converted to r — r0 in the interest of comparability
with (5.4.65) and (5.4.66) and related equations elsewhere in the book.

For either sampling regime, we arrive with rigor at a set of simple relations of pre-
cisely the same form as those assumed in the naive approach to mass transport used in
Section 1.4. When early transients are sampled, one need only replace MQ with
Do

l/2/7rl/2tl/2 and mR with DR

l/2/7rl/2tl/2 to translate the relationships exactly. For sam-
pled-current voltammetry under steady-state conditions at a sphere or hemisphere, one in-
stead identifies m0 with Do/r0 and mR with DR/r0. Similarly, mo and mR for steady state
at a disk UME are (4/тг)Оо/г0 and (4/7r)DR/r0, respectively (Table 5.3.1). The two ap-
proaches to deriving the i-E curve can be compared as follows:

Naive Approach

Nernstian behavior

and i = nFAmo[Co - Co(0, t)] Simple i-E
i = nFAmR[CR(Q, t) - CR] m a t h

> " curve

were assumed

Rigorous Approach

Nernstian behavior, i-E curve
diffusion equations, More complex as before and
and boundary conditions , / = nFAmo[ CQ — Co(0, t)]
were assumed / = nFAmR[CR(0, t) — CR] also

as before

The rigorous treatment has therefore justified the i-C linkages used before, and it in-
creases confidence in the simpler approach as a means for treating other systems.

The essential reason for the general applicability of these equations is that, in re-
versible systems, the potential controls the surface concentrations directly and maintains
uniformity in these concentrations everywhere on the face of the working electrode. Thus
the geometry of the diffusion field, either at steady state or as long as semi-infinite linear
diffusion holds, does not depend on potential, and the gradient of that field is simply pro-
portional to the difference between the surface and bulk concentrations.
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5.4.4 Applications of Reversible UE Curves

(a) Information from the Wave Height
The plateau current of a simple reversible wave is controlled by mass transfer and can be
used to determine any single system parameter that affects the limiting flux of electroreac-
tant at the electrode surface. For waves based on either the sampling of early transients or
steady-state currents, the accessible parameters are the «-value of the electrode reaction,
the area of the electrode, and the diffusion coefficient and bulk concentration of the elec-
troactive species. Certainly the most common application is to employ wave heights to
determine concentrations, typically either by calibration or standard addition. The analyti-
cal application of sampled-current voltammetry is discussed more fully in Sections 7.1.3
and 7.3.6.

The plateau currents of steady-state voltammograms can also provide the critical di-
mension of the electrode (e.g., TQ for a sphere or disk). When a new UME is constructed,
its critical dimension is often not known; however, it can be easily determined from a sin-
gle voltammogram recorded for a solution of a species with a known concentration and
diffusion coefficient, such as Ru(NH3)^+ [D = 5.3 X 10~6 cm2/s in 0.09 M phosphate
buffer, pH 7.4 (8)].

(b) Information from the Wave Shape
With respect to the heterogeneous electron-transfer process, reversible (nernstian) sys-
tems are always at equilibrium. The kinetics are so facile that the interface is governed
solely by thermodynamic aspects. Not surprisingly, then, the shapes and positions of re-
versible waves, which reflect the energy dependence of the electrode reaction, can be ex-
ploited to provide thermodynamic properties, such as standard potentials, free energies of
reaction, and various equilibrium constants, just as potentiometric measurements can be.
On the other hand, reversible systems can offer no kinetic information, because the kinet-
ics are, in effect, transparent.

The wave shape is most easily analyzed in terms of the "wave slope," which is ex-
pected to be 2303RT/nF (i.e., 59A/n mV at 25°C) for a reversible system. Larger slopes
are generally found for systems that do not have both nernstian heterogeneous kinetics
and overall chemical reversibility [Section 5.5.4(b)]; thus the slope can be used to diag-
nose reversibility. If the system is known to be reversible, the wave slope can be used al-
ternatively to suggest the value of n. Often one finds the idea that a wave slope near 60
mV can be taken as an indicator of both reversibility and an л-value of 1. If the electrode
reaction is simple and does not implicate, for example, adsorbed species (Chapter 14), one
can accurately draw both conclusions from the wave slope. However, electrode reactions
are often subtly complex, and it is safer to determine reversibility by a technique that can
view the reaction in both directions, such as cyclic voltammetry (Chapter 6). One can then
test the conclusion against the observed wave slope in sampled-current voltammetry,
which can also suggest the value of n.

(c) Information from the Wave Position
Because the half-wave potential for a reversible wave is very close to E°, sampled-
current voltammetry is readily employed to estimate the formal potentials for chemical
systems that have not been previously characterized. It is essential to verify reversibility,
because Ещ can otherwise be quite some distance from E0' (see Sections 1.5.2 and 5.5
and Chapter 12).

By definition, a formal potential describes the potential of a couple at equilibrium in a
system where the oxidized and reduced forms are present at unit formal concentration,
even though О and R may be distributed over multiple chemical forms (e.g., as both
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members of a conjugate acid-base pair). Formal potentials always manifest activity coeffi-
cients. Frequently they also reflect chemical effects, such as complexation or participation
in acid-base equilibria. Thus the formal potential can shift systematically as the medium
changes. In sampled-current voltammetry the half-wave potential of a recorded wave
would shift correspondingly. This phenomenon provides a highly profitable route to
chemical information and has been exploited elaborately.

As a first example, let us consider the kinds of information that are contained in the
sampled-current voltammogram for the reversible reduction of a complex ion, such as
Zn(NH3)4+ in an aqueous ammonia buffer at a mercury drop electrode,8

Zn(NH 3) |+ + 2e + Hg «± Zn(Hg) + 4NH3 (5.4.69)

To treat this problem, we derive the i-E curve using the simplified approach, as justified in
the preceding sections. For generality, the process is represented as

MXp + ne + Hg «± M(Hg) + pX (5.4.70)

where the charges on the metal, M, and the ligands, X, are omitted for simplicity. For
M + ne + Hg <± M(Hg),

E E + ~^ln 7П (5471)
( g ) U > 4

and for M + pX *± MXp

*c = | T £ (5.4.72)

The presumption of reversibility implies that both of these processes are simultaneously
at equilibrium. Substituting (5.4.72) into (5.4.71), we obtain

,5 .4 ,3 ,

Let us now add the assumptions (a) that initially C]vi(Hg) = 0, CMX = Cj^x » m&
Cx = Cx and (b) that Cx » Смх • For the specific example involving the zinc ammine
complex, the latter condition would be assured by the strength of the buffer, in which am-
monia would typically be present at 100 mM to 1 M, very much above the concentration
of the complex, which would normally be at 1 mM or even lower. Even though reduction
liberates ammonia and oxidation consumes it, the electrode process cannot have an appre-
ciable effect on the value of Cx at the surface, and Cx(0, i) ~ C X . Then the following re-
lations apply:

i(r) = nFAmc[ C^xp - Смхр(0, 0] (5.4.74)

i(0 = nFAmACM{Ug)(0, 0 (5.4.75)

id(0 = nFAmcC^Xv (5.4.76)

or,

^ ^ (5A77)

( 5 A 7 8 )

8Zinc deposits in the mercury during the potential steps; thus a question arises about how the initial conditions
are restored after each cycle in a sampled-current voltammetric experiment. Because the system is reversible,
one can rely on reversed electrolysis at the base potential imposed before each step to restore the initial
conditions in each cycle. This point is discussed in Section 7.2.3.
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Substituting (5.4.77) and (5.4.78) into (5.4.73), we obtain

with

EM2 ~

E

El

-Fc +RT

El'2 + nF

-Цыкс-
nF c

- i(0l
l n L «(o j

(5.4.79)

(5.4.80)

It is clear now that the wave shape is the same as that for the simple redox process
О + ne ^ R, but the location of the wave on the potential axis depends on Kc and C^, in
addition to the formal potential of the metal/amalgam couple. For a given Kc, increased
concentrations of the complexing agent shift the wave to more extreme potentials. In the
specific chemical example that we have been discussing, the effect of complexation by
ammonia is to stabilize Zn(II), that is, to lower the standard free energy of its predominant
form. A consequence is that the change in free energy required for reduction of Zn(II) to
Zn(Hg) is made larger. Since this added energy must be supplied electrically, the wave is
displaced to more negative potentials (Figure 5.4.2). The stronger the binding in the com-
plex (i.e., the larger Kc), the larger the shift from the free metal potential E^. Conve-
niently, Kc can be evaluated from this displacement:

0'- (5.4.81)

In a practice, E^ is usually identified with the voltammetric half-wave potential for the
metal in a solution free of X, so that

_ JM _ RT, RTRT -. r* , RTЛГ, тм (5.4.82)

From a plot of Ey2 vs. Iny2 vs. In C^ one can determine the stoichiometric number p. Equa-
tion 5.4.80 shows that such a plot should have a slope of -pRT/nF. Much that is known
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Figure 5 A2 Shift of a reversible wave upon complexation of the reactant. Left curve is the
reduction wave for Zn 2 + in 1 M KC1 at a Hg electrode (EV2 = -1.00 V vs. SCE). Right curve is
for Zn 2 + in 1 M NH3 + 1 M NH4CI (E1/2 = -1.33 V vs. SCE). Complexation by ammonia lowers
the free energy of the oxidized form, so that it is no longer possible to reduce Zn(II) to the amalgam
at the potentials of the wave recorded in the absence of ammonia. By applying a more negative
potential, the combined free energy of Zn(II) plus the 2e on the electrode is elevated to match that
of Zn(Hg) and interconversion between Zn(II) and Zn(Hg) becomes possible.
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about the stoichiometry and stability constants of metal complexes has been determined
from voltammetric measurements of the kind suggested here.

In the example just considered, the important feature was a shift in the wave position
caused by selective chemical stabilization of one of the redox forms. In a reversible sys-
tem the potential axis is a free energy axis, and the magnitude of the shift is a direct mea-
sure of the free energy involved in the stabilization. These concepts are quite general and
can be used to understand many chemical effects on electrochemical responses. Any equi-
librium in which either redox species participates will help to determine the wave posi-
tion, and changes in concentrations of secondary participants in those equilibria (e.g.,
ammonia in the example above) will cause an additional shift in the half-wave potential.
This state of affairs may seem confusing at first, but the principles are not complicated
and are very valuable:

1. If the reduced form of a redox couple is chemically bound in an equilibrium
process, then the reduced form has a lowered free energy relative to the situa-
tion where the binding is not present. Reduction of the oxidized form conse-
quently becomes energetically easier, and oxidation of the reduced form
becomes more difficult. Therefore, the voltammetric wave shifts in a positive
direction by an amount reflecting the equilibrium constant (i.e., the change in
standard free energy) for the binding process and the concentration of the bind-
ing agent.

2. If the oxidized form is chemically bound in an equilibrium process, then the oxi-
dized form is stabilized. It becomes energetically easier to produce this species
by oxidation of the reduced form, and it becomes harder to reduce the oxidized
form. Accordingly, the voltammetric wave shifts in a negative direction by a de-
gree that depends on the equilibrium constant for the binding process and the
concentration of the binding agent. This is the situation that we encountered in
the example involving Zn(NH3)4

+ just above (Figure 5.4.2).

3o Increasing the concentration of the binding agent enlarges the equilibrium frac-
tion of bound species, therefore the increase reinforces the basic effect and en-
hances the shift in the wave from its original position. We saw this feature in the
example given above when we found that there is a progressive negative shift in
the voltammetric wave for reduction of Zn(II) as the ammonia concentration is
elevated.

4. Secondary equilibria can also affect the wave position in ways that can be inter-
preted within the framework of these first three principles. For example, the
availability of ammonia in the buffer considered above is affected by the pH. If
the pH were changed by adding HC1, the concentration of free ammonia would
be lessened. Thus the added acid would tend to lower the fraction of complexa-
tion and would consequently cause a positive shift in the wave from its position
before the change of pH, even though neither H+ nor Cl~ is involved directly in
the electrode process.

5. When both redox forms engage in binding equilibria, both are stabilized relative
to the situation in which the binding processes are absent. The effects tend to off-
set each other. If the free energy of stabilization were exactly the same on both
sides of the basic electron-transfer process, there would be no alteration of the
free energy required for either oxidation or reduction, and the wave would not
shift. If the stabilization of the oxidized form is greater, then the wave shifts in
the negative direction, and vice versa.
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A very wide variety of binding chemistry can be understood and analyzed within
this framework. Obvious by the prior example is complexation of metals. Another case
that we will soon encounter is the formation of metal amalgams, which produces useful
positive shifts in waves for analytes of interest in polarography (Section 7.1.3). Gener-
ally important are acid-base equilibria, which affect many inorganic and organic redox
species in protic media. The principles discussed here are also valid in systems involving
such diverse phenomena as dimerization, ion pairing, adsorptive binding on a surface,
coulombic binding to a polyelectrolyte, and binding to enzymes, antibodies, or DNA.

Detailed treatments like the one developed for the zinc-ammonia system are easily
worked out for other types of electrode reactions, including

О + mH+ + ne «± R + H2O (Problem 5.7)

О + ne *± R(adsorbed) (Chapter 14)

Similar treatments can be developed for systems which do not involve the binding phe-
nomena emphasized here, but which differ from the simple process О + ne ^ R and yet
remain reversible. Such examples include

30 + ne<±R (Problem 5.13)

О + ne <± R(insoluble) (Problem 5.5)

Details are often available in references on polarography and voltammetry (28-30).
Reversible systems have the advantage of behaving as though all chemical partici-

pants are at equilibrium, thus they can be treated by any set of equilibrium relationships
linking the species that define the oxidized and reduced states of the system. It is not im-
portant to treat the system according to an accurate mechanistic path, because the behav-
ior is controlled entirely by free energy changes between initial and final states, and the
mechanism is invisible to the experiment. In the case involving the zinc ammine complex
discussed above, we formulated the chemistry as though the complex would become re-
duced by dissociating to produce Zn(II), which then would undergo conversion to the
amalgam. This sequence probably does not describe the events in the real electrode
process, but it offers a convenient thermodynamic cycle based on quantities that we can
measure easily in other experiments, or perhaps even find in the literature.

In practical chemical analysis, one can obviously use half-wave potentials to identify
the species giving rise to the observed waves; however the foregoing paragraphs illustrate
the fact that the wave for a given species, such as Zn(II) can be found in different posi-
tions under different conditions. Thus it is important to control the analytical conditions,
e.g. by employing a medium of controlled pH, buffer strength, and complexing character-
istics. The analytical application of sampled current voltammetry is discussed more fully
in Sections 7.1.3 and 7.3.6.

(d) Information from Change in Diffusion Current
For many processes D for MXp is not very different from that of M, so that /d, as given in
(5.4.76) is about the same as that before complexation, as in the example in Figure 5.4.2.
However if the ligand, X, is very large, as might occur when X is DNA, a protein, or a
polymer, then the size of the species after complexation will be much larger than that of M,
and there will be a significant decrease in D and in /d. Under these conditions the change in
/d with addition of X can be used to obtain information about Kc and p. An investigation of
this type was based on the interaction of Со(рпеп)з+ with double-strand DNA (31), where
phen is 1,10-phenanthroline. The diffusion coefficient decreased from 3.7 X 10~6 cm2/s
for the free Co species to 2.6 X 10~7 cm2/s upon binding to DNA.



5.5 Sampled-Current Voltammetry for Quasireversible and Irreversible Electrode Reactions 191

г 5.5 SAMPLED-CURRENT VOLTAMMETRY FOR
QUASIREVERSIBLE AND IRREVERSIBLE
ELECTRODE REACTIONS

In this section, we will treat the one-step, one-electron reaction О + e ̂  R using the gen-
eral (quasireversible) i-E characteristic. In contrast with the reversible cases just exam-
ined, the interfacial electron-transfer kinetics in the systems considered here are not so
fast as to be transparent. Thus kinetic parameters such as &f, &ь, к® and a influence the re-
sponses to potential steps and, as a consequence, can often be evaluated from those re-
sponses. The focus in this section is on ways to determine such kinetic information from
step experiments, including sampled-current voltammetry. As in the treatment of re-
versible cases, the discussion will be developed first for early transients, then it will be re-
developed for the steady-state.

5.5.1 Responses Based on Linear Diffusion at a Planar Electrode

(a) Current-Time Behavior
The treatment of semi-infinite linear diffusion for the case where the current is gov-
erned by both mass transfer and charge-transfer kinetics begins according to the pattern
used in Section 5.4.1. The diffusion equations for О and R are needed, as are the initial
conditions, the semi-infinite conditions, and the flux balance. As we noted there, these
lead to

Co(x, s) = ̂  + А{$)е-«°°)Шх (5.5.1)

CK(x, s) = -£А(з)е-^'Пх (5.5.2)

where f = {DoIDK)m.
For the quasireversible one-step, one-electron case, we can evaluate A(s) by applying

the condition:

JA

where

and

vti±f=F/RT.
The transform of (5.5.3) is

Dol JX

 J) = k f Co(0, s) - £bCR(0, s) (5.5.6)

and, by substitution from (5.5.1) and (5.5.2),

A(s) = ~ ^—г- (5.5.7)
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where

Then,

From (5.5.3)

or, taking the inverse transform,

Ь къ
1/21/2 n 1 / 2

C*

i(t) = FAkf C% ехр(Я20 erfc(Htm)

For the case when R is initially present at CR, equation 5.5.11 becomes

/(0 = - къ
ехр(Я2Г) erfc(Htl/2)

(5.5.8)

(5.5.9)

(5.5.10)

(5.5.11)

(5.5.12)

At a given step potential, k{, къ, and H are constants. The product exp(x2)erfc(x) is unity
for x = 0, but falls monotonically toward zero as x becomes large; thus the current-time
curve has the shape shown in Figure 5.5.1. Note that the kinetics limit the current at
t = 0 to a finite value proportional to kf (with R initially absent). In principle, Iq can be
evaluated from the faradaic current at t = 0. Since a charging current also exists in the
moments after the step is applied, the faradaic component at t = 0 typically would be de-
termined by extrapolation from data taken after the charging current has decayed [see
Sections 1.4.2 and 7.2.3(c)].

(b) Alternate Expression in Terms ofrj
If both О and R are present in the bulk, so that an equilibrium potential exists, one can de-
scribe the effect of potential on the current-time curve in terms of the overpotential, r\. An
alternate expression for (5.5.12) can be given by noting that

% khCt = к0[ф-^Е-Е0) - С&1-°№-Е°'>\ (5.5ЛЗ)

(5.5.14)

or, by substituting for k° in terms of i0 by (3.4.11),

FAkfC*Q

Figure 5.5.1 Current decay
after the application of a step to a
potential where species О is
reduced with quasireversible
kinetics.
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Therefore, (5.5.12) may be written

/ = iQ \e~afl] - е

{Х~аЩ ехр(Я20 erfc(№1/2) (5.5.15)

By similar substitutions into the expression for Я, one has

я=^й^~^р] (5-5л6)

Note that the form of (5.5.12) and (5.5.15) is

/ = [/ in the absence of mass-transfer effects] X [f(H, t)]

where / ( # , t) accounts for the effects of mass transfer.

(c) Linearized Current-Time Curve
For small values of № 1 / 2 , the factor exp(#2f)erfc(№1/2) can be linearized:

(5.5.17)

Then, (5.5.11) becomes

(5.5.18)

In a system for which R is initially absent, one can apply a step to the potential region at
the foot of the wave (where k{, hence # , is still small), then plot i vs. t112 and extrapolate
the linear plot to t = 0 to obtain kf from the intercept.

Likewise, (5.5.15) can be written

= i0 [е-'*' - e<'-<Wl - Щ£\ (5.5.19)

This relation applies only to a system containing both О and R initially, so that Ещ is
defined. Stepping from Eeq to another potential involves a step of magnitude 77; thus a plot
of / vs. t1^2 has as its intercept the kinetically controlled current free of mass-transfer ef-
fects. A plot of it=Q vs. 7] can then be used to obtain IQ.

For small values of 77, the linearized i-rj characteristic, (3.4.12), can be used, so that
(5.5.15) becomes

i = — exp (H2t) erfc(#f1/2) (5.5.20)

Then for small 17 and small Ht112 one has a "completely linearized" form:

Firm/ ?Ht\
RT \ 1̂/2 J po.z

(d) Sampled-Current Voltammetry
In preparation for deriving the shape of a sampled-current voltammogram, let us return to
(5.5.11), which is the full current-time expression for the case where only species О is
present in the bulk. Recognizing that к\>1к$ = в = exp[f(E — E® )], we find that

^ + & ) (5.5.22)
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and that (5.5.11) can be rephrased as

I =

Л 1 ^!
[7Tl/2Ht1/2 exp (H2t) erfc (Htl/2)] (5.5.23)

Since semi-infinite linear diffusion applies, the diffusion-limited current is the Cottrell
current, which is easily recognized in the factor preceding the brackets. Thus, we can sim-
plify (5.5.23) to

'd

(1+#) !^i(A)

where

and

(A) = 77-1/2Aexp(A2)erfc(A)

(5.5.24)

(5.5.25)

(5.5.26)

Equation 5.5.24 is a very compact representation of the way in which the current in
a step experiment depends on potential and time, and it holds for all kinetic regimes: re-
versible, quasireversible, and totally irreversible. The function F\(X) manifests the ki-
netic effects on the current in terms of the dimensionless parameter A, which can be
readily shown to compare the maximum current supportable by the reductive kinetic
process at a given step potential (FAkfC% vs. the maximum current supportable by diffu-
sion at that potential [/d/(l+£0)]. Thus a small value of A implies a strong kinetic influ-
ence on the current, and a large value of A corresponds to a situation where the kinetics
are facile and the response is controlled by diffusion. The function FX(A) rises monotoni-
cally from a value of zero at A = 0 toward an asymptote of unity as A becomes large
(Figure 5.5.2).

Simpler forms of (5.5.24) are used for the reversible and totally irreversible limits.
For example, consider (5.4.17), which we derived as a description of the current-time
curve following an arbitrary step potential in a reversible system. That same relationship
is available from (5.5.24) simply by recognizing that with reversible kinetics A is very
large, so that Fi(\) is always unity. The totally irreversible limit will be considered sepa-
rately in Section 5.5.l(e).
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Figure 5.5.2 General kinetic function
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So far, it has been most convenient to think of (5.2.24) as describing the current-time
response following a potential step; however it also describes the current-potential curve
in sampled-current voltammetry, just as we understood (5.4.17) to do for reversible sys-
tems. At a fixed sampling time т, Л becomes (&fT1/2/Do/2)(l f £6), which is a function
only of potential among the variables that change during a voltammetric run. At very pos-
itive potentials relative to E° , в is very large, and i = 0. At very negative potentials, в -* 0
but kf becomes very large; thus F^A) approaches unity, and / ~ /d. From these simple
considerations, we expect the sampled-current voltammogram to have a sigmoidal shape
generally similar to that found in the reversible case. Figure 5.5.3, which contains several
voltammograms corresponding to different kinetic regimes, bears out this expectation.

For very facile kinetics, corresponding to large к0, the wave has the reversible shape,
and the half-wave potential is near E°'. (In Figure 5.5.3, where Do = £>R, Ец2 = E0'
exactly.) For smaller values of k°, the kinetics must be driven, and the wave is displaced to-
ward more extreme potentials (i.e., in the negative direction if the wave is for a reduction
and in the positive direction for an oxidative wave). In addition, the wave is broadened by
kinetic effects, as one can see clearly in Figure 5.5.3. The displacement is an overpotential
and is proportional to the required kinetic activation. For small k°, it can be hundreds of
millivolts or even volts. Even so, kf is activated exponentially with potential and can be-
come large enough at sufficiently negative potentials to handle the diffusion-limited flux of
electroactive species; thus the wave eventually shows a plateau at /d, unless the background
limit of the system is reached first.

(e) Totally Irreversible Reactions
The very displacement in potential that activates kf also suppresses k^\ hence the back-
ward component of the electrode reaction becomes progressively less important at poten-
tials further to the negative side of E° . If k° is very small, a sizable activation of kf is
required for all points where appreciable current flows, and къ is suppressed consistently
to a negligible level. The irreversible regime is defined by the condition that kb/kf ~ 0
(i.e., в « 0) over the whole of the voltammetric wave. Then (5.5.11) becomes

i = FAkfiSnp [^J erfc (5.5.27)
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and (5.5.24) has the limiting form

4- = Fx (A) = 7г1/2 A exp (A2) erfc (A) (5.5.28)

where A has become kftl/2/Do

l/2.
The half-wave potential for an irreversible wave occurs where Fi(X) = 0.5, which is

where A = 0.433. If kf follows the usual exponential form and t = r, then

^ exp[-a/(£1/2 - £0')] = 0.433 (5.5.29)

By taking logarithms and rearranging, one obtains

F - Fo' + RT ь /2.3U°r1 / 2

D\I2

where the second term is the displacement required to activate the kinetics. Obviously
(5.5.30) provides a simple way to evaluate k° if a is otherwise known.

(f) Kinetic Regimes
Conditions defining the three kinetic regimes can be distinguished in more precise terms
by focusing on the particular value of A at E°', which we will call A0. Since kf = къ = к0

and в = 1 at E°\ A0 = (1 + g)k°Tl/2/Do

l/2, which can be taken for our purpose as
2k r1' /DQ1'2. It is useful to understand A0 as a comparator of the intrinsic abilities of ki-
netics and diffusion to support a current. The greatest possible forward reaction rate at
any potential is kf CQ, corresponding to the absence of depletion at the electrode surface.
At E = E°\ this is £°CQ and the resulting current is FA$CQ. The greatest current sup-
portable by diffusion at sampling time т is, of course, the Cottrell current. The ratio of the
two currents is тт1/2к°т1/2/О^2, or (тг1/2/2) А0.

If a system is to appear reversible, A0 must be sufficiently large that FX(A) is essen-
tially unity at potentials neighboring E0'. For A0 > 2 (or k0rl/2/Do

l/2 > 1), F^A0) exceeds
0.90, a value high enough to assure reversible behavior within practical experimental lim-
its. Smaller values of A0 will produce measurable kinetic effects in the voltammetry. Thus
we can set A0 = 2 as the boundary between the reversible and quasireversible regimes, al-
though we also recognize that the delineation is not sharp and that it depends opera-
tionally on the precision of experimental measurements.

Total irreversibility requires that kb/kf ~ 0 (в ~ 0) at all potentials where the current
is measurably above the baseline. Because в is also exp[/(£ — £ ° ) ] , this condition sim-
ply implies that the rising portion of the wave be significantly displaced from E° in the
negative direction. If £1/2 - E0' is at least as negative as -4.6RT/F, then kb/k{ will be no
more than 0.01 at Ец2, and the condition for total irreversibility will be satisfied. The im-
plication is that the second term on the right side of (5.5.30) is more negative than
-4.6RT/nF, and by rearrangement one finds that log A0 < -2a + log(2/2.31). The final
term can be neglected for our purpose here, so the condition for total irreversibility be-
comes log A0 < -2a. For a = 0.5, A0 must be less than 0.1.

In the middle ground, where 10~2a < A0 < 2, the system is quasireversible, and one can-
not simplify (5.5.24) as a descriptor of either current decay or voltammetric wave shape.

It is important to recognize that the kinetic regime, determined by A0, depends not
only on the intrinsic kinetic characteristics of the electrode reaction, but also on the exper-
imental conditions. The time scale, expressed as the sampling time т in voltammetry, is a
particularly important experimental variable and can be used to change the kinetic regime
for a given system. For example, suppose one has an electrode reaction with the following
(not unusual) properties: k° = 10~2 cm/s, a = 0.5, and/) o

 = DR= Ю~5 cm2/s. For sam-
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pling times longer than 1 s, A0 > 2 and the voltammetry would be reversible. Sampling
times between 1 s and 250 ̂ is correspond to 2 ^ A0 ^ 0.1 and would produce quasire-
versible behavior. Values of r smaller than 250 [is would produce total irreversibility.

5.5.2 General Current-Time Behavior at a Spherical Electrode

As a prelude to a treatment of steady-state voltammetry in quasireversible and totally irre-
versible systems, it is useful to develop a very general description of current flow in a step
experiment at a spherical electrode. In Section 5.4.2(a) the basic diffusion problem was
outlined, and the following relationships arose without invoking a particular kinetic
condition.

A(s) _ {slD0)
mr

l/2 rOe-(s/DR)l/2(r-ro)

where f = (D0/DR)l/2 and

r0(s/Do)
l/2

ro(s/DR) 1/2

(5.5.31)

(5.5.32)

(5.5.33)

Now we are interested in determining the function A(s) for a step experiment to an arbi-
trary potential, but where the electron-transfer kinetics are described explicitly in terms of
kf and къ. By so doing, we will be able to use the results to define current-time responses
for any sort of kinetic regime, whether reversible, quasireversible, or irreversible. The
problem is developed just as in the sequence from (5.5.3) to (5.5.9), but in this instance,
the results are

ф
rs

'о

s
Do

kfr0

Do

kfr0 Vo£2T
1 ' ^o ' Do

CR(r,s) =
rs 1/2

D

e-(s/DR)m(r-r0)

As always, the current is proportional to the difference between the rates of the forward
and backward reactions. In transform space,

(5.5.36)

By substitution from (5.5.34) and (5.5.35) and algebraic rearrangement, one obtains the
following general expression for the current transform:

- FADOC% 8 + 1

\ K )

(5.5.37)
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where 8 and к are two important dimensionless groups:

(5.5.38)

(5.5.39)

Although the development of (5.5.37) from (5.5.34)-(5.5.36) is not obvious, it is straight-
forward. The steps are left to Problem 5.8(a). As one proceeds, it is useful to recognize
that в is not only exp[/(£—E°)], but also къ/kf. Also, one can see by inspection of
(5.5.33) that

У = •
8 + 1

1
(5.5.40)

Equation 5.5.37 is powerful because it compactly describes the current response for
all types of electrode kinetics and for all step potentials at any electrode where either lin-
ear diffusion or spherical diffusion hold. The principal restriction is that it describes only
situations where R is initially absent, but the following extension, covering the case where
both О and R exist in the bulk, is readily derived by the same method [Problem 5.8(b)]:

Ks) =
nFADo{C% -

ros И
(5.5.41)

It is easy to see that (5.5.37) is the special case of (5.5.41) for the situation where

In other words, all of the current-time relationships that we have so far considered
in this chapter are special-case inverse transformations of (5.5.41). Because (5.5.37)
and (5.5.41) contain the transform variable s not only explicitly, but also implicitly in 8
and y, a general analytical inversion is beyond our reach; however one can readily de-
rive the special cases using either (5.5.37) or (5.5.41) as the starting point. The trick is
to recognize 8, к, and в as manifesting comparisons that divide important experimental
regimes.

In Section 5.4.2(a) we developed the idea that 8 expresses the ratio of the electrode's
radius of curvature to the diffusion-layer thickness. When 8 » 1, the diffusion layer is
small compared to TQ, and the system is in the early transient regime where semi-infinite
linear diffusion applies. When 8 « 1, the diffusion layer is much larger than r0, and the
system is in the steady-state regime.

We now recognize к as the ratio of kf to the steady-state mass-transfer coefficient
m0 = Do/r0. When к « 1, the interfacial rate constant for reduction is very small com-
pared to the effective mass-transfer rate constant, so that diffusion imposes no limitation
on the current. At the opposite limit, where к » 1, the rate constant for interfacial elec-
tron transfer greatly exceeds the effective rate constant for mass transfer, but the interpre-
tation of this fact depends on whether kb is also large.9

9Note that к is also the ratio of the largest current supportable by the kinetics divided by the largest current
supportable by diffusion; thus it is analogous to the parameter Л used to characterize kinetic effects on systems
based on semi-infinite linear diffusion.
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As a first example of the way to develop special cases from (5.5.37), let us consider
the limit of diffusion control. For this case, kf is very large, so к —> °° and в = k^lkf —> 0.
Thus,

FAD0C%
id(s) = (5.5.42)

For the early transient regime, 8 » 1 [see Section 5.4.2(a)], and (5.5.42) becomes
(5.2.10), which is inverted to the Cottrell equation, (5.2.11). For the steady-state regime,
8 « 1 and (5.5.42) collapses to a form that is easily inverted to the relationship for the
steady-state limiting current (5.3.2). Actually, (5.5.42) can be inverted directly to the full
diffusion-controlled current-time relationship at a sphere, (5.2.18). All of these relation-
ships also hold for a hemisphere of radius TQ, which has half of both the area and the cur-
rent for the corresponding sphere.

It is similarly easy to derive other prior results from (5.5.41), including the early tran-
sient and steady-state responses for a reversible system [(5.4.17) and (5.4.54)] and the
early transient responses for systems with quasireversible or irreversible kinetics
[(5.5.11), (5.5.12), and (5.5.28)]. The details are left to Problem 5.8(c).

5.5.3 Steady-state Voltammetry at a UME

Our concern now is with steady-state responses in systems with quasireversible or irre-
versible electron-transfer kinetics. We can limit (5.5.37) to the steady state simply by im-
posing the condition that 8 « 1, which implies that у —> 1 and

Ks) = ros
1

(5.5.43)

Since nothing in the brackets depends on s, the current is readily obtained by inversion.
With rearrangement the result is:

(5.5.44)

which describes the steady-state current for any kinetic regime at a sphere or hemisphere.
At very negative potentials relative to E°, в approaches zero and к becomes very

large, so that the limiting current is given by

FADOC%

as we have already seen. By dividing (5.5.44) with (5.5.45), one has

1 + #c(l + ?0)

(5.5.45)

(5.5.46)

which compactly describes all steady-state voltammetric waves at spherical electrodes.
One can easily see that as the potential is changed from values far positive of E to

values far negative, i/id goes from zero to unity. Thus a sigmoidal curve is found generally
in steady-state voltammetry. Figure 5.5.4 is a display of voltammograms corresponding to
the three kinetic regimes. For the reversible case, к —» °° at all potentials, and (5.5.46)



200 Chapter 5. Basic Potential Step Methods

1.2

1.0 -

0.8 -

SS 0-6 "

0.4 -

0.2 -

: fid/гт~~- / г / —"—~~~£

Reversible IP / 9

АУ У

"~р-— Quasireversible

- \ ^ Totally
Irreversible

1 1
200 100 -100 -200

(£-£°')/mV

-300 -400 -500

Figure 5.5.4 Steady-state
voltammograms at a spherical or
hemispherical electrode for various
kinetic regimes. Curves are
calculated from (5.5.46) assuming
Butler-Volmer kinetics with a = 0.5,
and ro = 5 /mi, DQ = Z)R =
1 X 10"5 cm2/s. From left to right
the values of £° are 2, 2 X 1(Г2,
2 X 10~3, and 2 X 10~4 cm/s.

collapses to (5.4.54), represented as the leftmost curve in Figure 5.5.4. Smaller values of
k° cause a broadening and a displacement of the wave toward more extreme potentials,
just as for waves based on sampled transients.

(a) Total Irreversibility
In Section 5.5.l(e), we determined that the criterion for total irreversibility is that в ~ 0
over all points on the wave that are measurably above the baseline. Thus, the limiting
form of (5.5.46) is

1 + к

One can substitute for k{ and rearrange (5.5.47) to the form

which has a half-wave potential given by

E\p, ~ E

aF

RT

(5.5.47)

(5.5.48)

(5.5.49)

so that a standard plot of E vs. log[(/d - /)//] is expected to be linear with a slope of
2303RT/aF (i.e., 59.I/a mV at 25°C) and an intercept of £1/2. From the slope and inter-
cept, one can obtain a and k° straightforwardly.

(b) Kinetic Regimes
We can define the boundaries between the kinetic regimes in steady-state voltammetry in
essentially the manner used in Section 5.5.l(f), but the focus now must be placed on the
value of the parameter к at E° , which is Г^/DQ. This quantity, designated as к0, has a
significance for steady-state voltammetry essentially the same as that of A0 for voltamme-
try based on semi-infinite linear diffusion. Even though currents are small at UMEs, cur-
rent densities can be extremely high because of the very high mass transfer rates that can
apply at UMEs. This is the aspect of their nature that provides access to heterogeneous
rate constants of the most facile known reactions.
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If a system is to appear reversible, then к at potentials in the neighborhood of E°
must be large enough that (5.5.46) converges to (5.4.54). This will be true within the lim-
its of experimental precision if к0 > 10.

As argued in Section 5.5.l(f), total irreversibility applies when the wave is displaced
negatively to such a degree that в ~ 0 across the whole wave. If Ец2 — E0' is at least as
negative as -4.6RT/F, that condition will be satisfied. Thus the second term in (5.5.49)
must be more negative than -4.6RT/F, implying that log к 0 < - 2 a .

The quasireversible regime lies between these boundaries, in the range 10~ 2 Q ! <
ic° < 10.

(c) Other Electrode Shapes
The foregoing discussion is rigorous only for spherical and hemispherical electrodes,
which are called uniformly accessible because there are no differences in mass transfer
over the electrode surface. Steady-state voltammetry can be carried out readily at other
UMEs, but for quasireversible and totally irreversible systems, the results are affected by
the nonuniformity in the flux at different points on the electrode surface. At a disk UME,
for example, mass transfer can support a flux to points near the edge that is much higher
than to points near the center; thus the kinetics must be activated more strongly to support
the diffusion-limited current at the edge than in the center. The recorded voltammogram
would represent an average of behavior, with contributions from different points weighted
by their diffusion-limited fluxes.

There is a significant contrast here with Section 5.4.2(e), where we found that the re-
sults for reversible systems observed at spherical electrodes could be extended generally
to electrodes of other shapes. This is true for a reversible system because the potential
controls the surface concentration of the electroactive species directly and keeps it uni-
form across the surface. Mass transfer to each point, and hence the current, is conse-
quently driven in a uniform way over the electrode surface. For quasireversible and
irreversible systems, the potential controls rate constants, rather than surface concentra-
tions, uniformly across the surface. The concentrations become defined indirectly by the
local balance of interfacial electron-transfer rates and mass-transfer rates. When the elec-
trode surface is not uniformly accessible, this balance varies over the surface in a way that
is idiosyncratic to the geometry. This is a complicated situation that can be handled in a
general way (i.e., for an arbitrary shape) by simulation. For UME disks, however, the geo-
metric problem can be simplified by symmetry, and results exist in the literature to facili-
tate the quantitative analysis of voltammograms (12).

5.5.4 Applications of Irreversible i-E Curves

(a) Information from the Wave Height
Exactly as in the reversible case, the plateau of an irreversible or quasireversible wave is
controlled entirely by diffusion and can be used to determine any variable that contributes
to /jj. The most important applications involve the evaluation of C*, but it is sometimes
useful to determine n, A, D, or TQ from i&. Section 5.4.4(a), which covers these ideas, is
wholly applicable to irreversible and quasireversible systems.

(b) Information from the Wave Shape and Position
When the wave is not reversible, the half-wave potential is not a good estimate of the for-
mal potential and cannot be used directly to determine thermodynamic quantities in the
manner discussed in Section 5.4.4. In the case of a totally irreversible system, the wave
shape and position can furnish only kinetic information, but quasireversible waves can
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sometimes provide approximate values of E0' in addition to kinetic parameters. Because
the interpretation and information content of a wave's shape and position depends on the
kinetic regime, it is essential to be able to diagnose the regime confidently.

Wave shape is a useful indicator toward that end, especially if the «-value is known.
One can characterize reversibility either by the slope of a plot of E vs. log[(/d - /)//] (the
"wave slope") or by the difference \Ещ ~ Ещ\ (the Tomes criterion). Table 5.5.1 pro-
vides a summary of expectations for sampled-current voltammetry based either on early
transients or on the steady state in all three kinetic regimes. For reversible systems, these
figures of merit are near 60/n mV at ambient temperatures. Significantly larger figures
often signal a degree of irreversibility. For example, if the one-step, one-electron mecha-
nism applies and a is between 0.3 and 0.7 (commonly true), then a totally irreversible sys-
tem would show |£з/4 — Ещ\ between 65 and 150 mV. Except when a is toward the
upper end of the range, such behavior would represent a clear departure from reversibil-
ity. Similar effects are seen in wave slopes; however it is not always easy to analyze them
precisely, because wave-slope plots are slightly nonlinear for quasireversible voltammo-
grams and for totally irreversible voltammograms based on early transients. The advan-
tage of the Tomes criterion is that it is always applicable.

If the electrode process is more complex than the one-step, one-electron model (e.g.,
n > 1 with a rate-determining heterogeneous electron transfer), then the wave shape can
become extremely difficult to analyze. An exception is the case where the initial step is
the rate-determining electron transfer [Section 3.5.4(b)], in which case all that has been
discussed for totally irreversible systems also applies, but with the current multiplied con-
sistently by n.

Although a large wave slope is a clear indicator that a system is not showing clean re-
versible behavior, it does not necessarily imply that one has an electrode process con-
trolled by the kinetics of electron transfer. Electrode reactions frequently include purely
chemical processes away from the electrode surface. A system involving "chemical com-
plications" of this kind can show a wave shape essentially identical with that expected for
a simple electron transfer in the totally irreversible regime. For example, the reduction of
nitrobenzene in aqueous solutions can lead, depending on the pH, to phenylhydroxy-
lamine (32):

H
PhNO2 + 4H + + 4e -> PhNOH + H2O (5.5.50)

However, the first electron-transfer step

PhNO2 + e -» PhNO2

T (5.5.51)

is intrinsically quite rapid, as found from measurements in nonaqueous solvents, such
as DMF (32). The irreversibility observed in aqueous solutions arises because of the
series of protonations and electron transfers following the first electron addition. If one

TABLE 5.5.1 Wave Shape Characteristics at 25°C in Sampled-Current Voltammetry

Linear Diffusion Steady State

Kinetic Regime

Reversible (n >
Quasireversible

(n= 1)
Irreversible in =

1)

= 1)

Wave Slope/mV

Linear, 59. l/n
Nonlinear

Nonlinear

|£3/4 - Si/4|/mV

56.4//I
Between 56.4 and

45.0/a
45.0/a

Wave Slope/mV

Linear, 59A/n
Nonlinear

Linear, 59.1 /a

\E3/4 - Em\/mV

56A/n
Between 56.4 and

56.4/a
56.4/a
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treated the observed voltammetric curve of nitrobenzene using the totally irreversible
electron-transfer model, kinetic parameters for the electron transfer might be obtained,
but they would be of no significance. Treatment of such complex systems requires a
more complete elucidation of the electrode reaction mechanism as discussed in Chap-
ter 12.

Before one uses wave shape parameters to diagnose the kinetic regime, one must
be sure of the basic chemistry of the electrode process. It is easier to establish confi-
dence on this point by investigating the system with a method, such as cyclic voltam-
metry, that can provide direct observations in the forward and reverse directions
(Chapter 6).

If the system shows totally irreversible behavior based on the kinetics of interfacial
electron transfer, then kinetic parameters can be obtained in any of several ways:

1. Point-by-point evaluation of kf. From a recorded voltammogram, one can mea-
sure ///jj at various potentials in the rising portion of the wave and find the corre-
sponding values of kf by a procedure that depends slightly on the voltammetric
mode: (a) If the voltammetry is based on linear diffusion, then one uses a table
or plot of Fi(A), such as Figure 5.5.2, to determine A for each i/i^. Given т and
DQ, a value of kf can then be calculated from each value of A. (b) In the case of
steady-state voltammetry, one uses the array of ili& and (5.5.47) to obtain corre-
sponding values of к, which in turn will yield values of kf if DQITQ is known.
This approach involves no assumption that the kinetics follow a particular
model. If a model is subsequently assumed, then the set of kf values can be ana-
lyzed to obtain other parameters. It is common to assume the Butler-Volmer
model, which implies that a plot of log kf vs. E — E0' will provide a from the
slope and k° from the intercept. Of course, this procedure requires knowledge of
EOf by some other means (e.g., potentiometry), because it cannot be determined
from the wave position.

2. Wave-slope plot. Totally irreversible steady-state voltammograms give linear
plots of E vs. log [(/d — /)//] in accord with (5.5.48). The slope provides a and
the intercept at Eo> yields k° if Do/r0 is known. This approach involves the as-
sumption that Butler-Volmer kinetics apply. For a totally irreversible wave
based on early transients, the wave-slope plot is predicted to be slightly curved;
consequently it does not have quantitative utility.

3. Tomes criterion and half-wave potential. As one can see from Table 5.5.1,
|£з/4 — Ещ\ for a totally irreversible system provides a directly. That figure can
then be used in conjunction with (5.5.30) [for early transients] or 5.5.49 [for
steady-state voltammetry] to obtain k°. Butler-Volmer kinetics are implicit and
E0' must be known.

4. Curve-fitting. The most general approach to the evaluation of parameters is to
employ a nonlinear least-squares algorithm to fit a whole digitized voltammo-
gram to a theoretical function. For a totally irreversible wave, one could de-
velop a fitting function from (5.5.28) [for early transients] or (5.5.47) [for
steady-state currents] by using a specific kinetic model to describe the potential
dependence of kf in terms of adjustable parameters. If the Butler-Volmer model
is assumed, the appropriate substitution is (5.5.4), and the adjustable parameters
are a and k°. (The latter might be carried in the fitting process as A0 or к0.) The
algorithm then determines the values of the parameters that best describe the
experimental results.
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If the voltammetry is quasireversible, one cannot use simplified descriptions of the wave
shape, but must analyze results according to the appropriate general expression, either
(5.5.24) or (5.5.44). The most useful approaches are:

1. Method ofMirkin and Bard (33). If the voltammetry is based on steady-state cur-
rents, one can analyze a quasireversible wave very conveniently in terms of two
differences, \Ещ — Ey2\ and \Ey4 - Ец2\. Mirkin and Bard have published ta-
bles correlating these differences with corresponding sets of k° and a; hence one
can evaluate the kinetic parameters by a look-up process. Reference 33 contains
a table for uniformly accessible electrodes, which applies to a spherical or hemi-
spherical UME. A second table is given for voltammetry at a disk UME, which
is not a uniformly accessible electrode.

2. Curve fitting. This method applies to voltammetry based on either transient or
steady-state currents and proceeds essentially exactly as described for totally ir-
reversible systems, except that the fitting function must be developed from
(5.5.24) or (5.5.44).

For a quasireversible wave, Ец2 is not far removed from Eo> and is sometimes used
as a rough estimate of the formal potential. Better estimates can be made from fundamen-
tal equations after the kinetic parameters have been evaluated from the wave shape. The
tables published by Mirkin and Bard for their method actually provide п(Ец2 - Е°) with
sets of£° and a (33).

Whenever one is concerned with the evaluation of kinetic parameters, it is important
to remember that the kinetic regime is defined partly by experimental conditions and that
it can change if those conditions are altered. The most important experimental variable af-
fecting the kinetic regime in voltammetry based on linear diffusion is the sampling time т.
For steady-state voltammetry, it is the radius of the electrode TQ. See Sections 5.5.l(f) and
5.5.3(b) for more detailed discussion. In estimating kinetic parameters, the actual shape of
the electrode can be important. For example in making small electrodes (sub-/xm radius),
the metal disk is sometimes recessed inside the insulating sheath and has access to the so-
lution only through a small aperture (Problem 5.17). Such an electrode will show a limit-
ing current characteristic of the aperture radius, but the heterogeneous kinetics will be
governed by the radius of the recessed disk (34, 35).

5.6 MULTICOMPONENT SYSTEMS AND MULTISTEP CHARGE
TRANSFERS

Consider the case in which two reducible substances, О and O', are present in the same
solution, so that the consecutive electrode reactions О + ne —> R and O' + n'e —> R/
can occur. Suppose the first process takes place at less extreme potentials than the sec-
ond and that the second does not commence until the mass-transfer-limited region has
been reached for the first. The reduction of species О can then be studied without inter-
ference from O\ but one must observe the current from O' superimposed on that caused
by the mass-transfer-limited flux of O. An example is the successive reduction of Cd(II)
and Zn(II) in aqueous KC1, where Cd(II) is reduced with an Ец2 near —0.6 V vs.
SCE, but the Zn(II) remains inactive until the potential becomes more negative than
about -0.9 V.

In the potential region where both processes are limited by the rates of mass transfer
[i.e., Co(0, t) = CO'(0> t) = 0], the total current is simply the sum of the individual diffu-
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sion currents. For chronoamperometry or sampled-current voltammetry based on linear
diffusion, one has

('d)total = -J^ji (nDld2C* + n' DtfCp) (5.6.1)

where t is either a sampling time or a variable time following the potential step. For sam-
pled-current voltammetry based on the steady-state at an ultramicroelectrode

('d)totai = FA(nmoC% + n'mo> C%>) (5.6.2)

where mo and mo

f are defined by Table 5.3.1 for the particular geometry of the UME.
In making measurements by sampled-current voltammetry, one would obtain traces

like those in Figure 5.6.1. The diffusion current for the first wave can be subtracted from
the total current of the composite wave to obtain the current attributable to O' alone. That
is,

4 = OdXotai ~ «d (5-6-3)

where i& and i& are the current components due to О and O', respectively.
This discussion assumes that the reactions of О and O' are independent and that the

products of one electrode reaction do not interfere with the other. While this is frequently
the situation, there are cases where reactions in solution can perturb the diffusion currents
and invalidate (5.6.3) (36). The classic case is the reduction of cadmium ion and iodate at
a mercury electrode in an unbuffered medium, where О is Cd 2 + and O' is 10^. The re-
duction of IO ~̂ in the second wave occurs by the reaction IO ~̂ + 3H2O + 6e —»I~ +
6OH~. The liberated hydroxide diffuses away from the electrode and reacts with Cd 2 +

diffusing toward the electrode, causing precipitation of Cd(OH)2 and thus decreasing the
contribution of the first wave (from reduction of Cd 2 + to the amalgam) at potentials
where the second wave occurs. The consequence is a second plateau that is much lower
than that observed if the reactions were independent (or if the solution were buffered).

Similar considerations hold for a system in which a single species О is reduced in
several steps, depending on potential, to more than one product. That is,

О + nxe -* Ri (5.6.4)

R! + n2e -> R2 (5.6.5)

where the second step occurs at more extreme potentials than the first. A simple example
is molecular oxygen, which is reduced in two steps in neutral solution. Figure 5.6.2 shows
the behavior of this system in the polarographic form of sampled-current voltammetry.
(See Chapter 7 for more on polarography.) In the first reduction step, oxygen goes to hy-
drogen peroxide with a two-electron change manifested by a wave near —0.1 V vs. SCE.

У t
Е

('d)total =

1
I

Figure 5.6.1 Sampled-current
' voltammogram for a two-component
:' system.
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Figure 5.6.2 Polarographic form of sampled-current voltammetry for air-saturated 0.1M KNO3
with Triton X-100 added as a maximum suppressor. The working electrode is a dropping mercury
electrode, which produces oscillations as individual drops grow and fall. This curve was recorded
in the classical mode using a recorder that was fast enough to follow current changes near the end
of drop life, but not at drop fall, when the current goes almost to zero. The top edge of the envelope
can be regarded as a sampled-current voltammogram.

A second two-electron step takes hydrogen peroxide to water. At potentials less extreme
than about —0.5 V, the second step does not occur to any appreciable extent; hence one
sees only a single wave corresponding to a diffusion-limited, two-electron process. At
still more negative potentials, the second step begins to occur, and beyond —1.2 V oxy-
gen is reduced completely to water at the diffusion-limited rate.

For the entire process [(5.6.4) and (5.6.5)], it is clear that at potentials for which the
reduction of О to R2 is diffusion controlled, the early transient current following a poten-
tial step is simply

(5.6.6)

(5.6.7)

and the steady-state current at a UME is

/ d = FAYHQ CQ(HI + n2)

where MQ is given for the particular geometry in Table 5.3.1. Equations for currents mea-
sured in sampled-current voltammetric experiments can be written analogously. Our focus
here is on the limiting current resulting from a multistep electron transfer involving a
given chemical species. There are, in addition, many interesting kinetic and mechanistic
aspects to processes involving sequential electron transfers, but we defer them for consid-
eration in Chapter 12.
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5.7 CHRONOAMPEROMETRIC REVERSAL TECHNIQUES

After the application of an initial potential step, one might wish to apply an additional
step, or even a complex sequence of steps. The most common arrangement is the double-
step technique, in which the first step is used to generate a species of interest and the
second is used to examine it. The latter step might be made to any potential within the
working range, but it usually is employed to reverse the effects of the initial step. An
example is shown in Figure 5.7.1. Suppose an electrode is immersed in a solution of
species О that is reversibly reduced at E° . If the initial potential, Ev is much more
positive than E°', no electrolysis occurs until, at t = 0, the potential is changed
abruptly to £ f, which is far more negative than E°'. Species R is generated electrolyti-
cally for a period r, then the second step shifts the electrode to the comparatively posi-
tive value Er. Often ET is equal to Ev The reduced form R then can no longer coexist
with the electrode, and it is reoxidized to O. This approach, like other reversal tech-
niques, is designed to provide a direct observation of R after its electrogeneration.
That feature is useful for evaluating R's participation in chemical reactions on a time
scale comparable to r.

This sort of experiment is not useful in the steady-state regime, because the current
observed in the reversal step at steady state reflects the bulk concentration of R, rather
than that generated in the forward step. Consequently, we treat the experiment described
just above under the condition that semi-infinite linear diffusion applies.

5,7.1 Approaches to the Problem

To obtain a quantitative description of this experiment, one might consider first the result
of the forward step, then use the concentration profiles applicable at т as initial condi-
tions for the diffusion equation describing events in the reversal step. In the case outlined
above, the effects of the forward step are well known (see Section 5.4.1), and this direct
approach can be followed straightforwardly. More generally, reversal experiments pre-
sent very complex concentration profiles to the theoretician attempting to describe the
second phase, and it is often simpler to resort to methods based on the principle of super-
position (37, 38). We will introduce the technique here as a means for solving the present
problem.

The applied potential can be represented as the superposition of two signals: a con-
stant component £ f for all t > 0 and a step component Er - Ef superimposed on the con-

Figure 5.7.1 General waveform
for a double potential step
experiment.
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Figure 5.7.2 A double-step waveform as a superposition of two components.

stant perturbation for t > т. Figure 5.7.2 is an expression of this idea, which is embodied
mathematically as

E(t) =E{ + ST(t)(ET - Ef) (t > 0) (5.7.1)

where the step function 5T(r) is zero for t < r and unity for t > r. Similarly, the concentra-
tions of О and R can be expressed as a superposition of two concentrations that may be
regarded as responsive to the separate potential components:

Co(x, t) = Cl

o(x, t) + ST(0Cg(x, t - т) (5.7.2)

CR(JC, t) = Cl

R(x, t) + ST(f)Cg(Jc, t - T) (5.7.3)

Of course, the boundary conditions and initial conditions for this problem are most
easily formulated in terms of the actual concentrations C0(x, t) and CR(x, t), and we write
the initial situation as

Со(х, 0) = Cg CK(x9 0) = 0

During the forward step we have

C (C\ t\ — С С (C\ t\ — С
Ov-'j L) — ^ O ^Rv^9 f/ R

(5.7.4)

(5.7.5)

For reasons discussed below, we will treat only situations where the O/R couple is nernst-
ian; thus

C o — 0 CT>

where

в' = cxp[nf(Ef - E0)]

The reversal step is defined by

Co(0, t) = Co CR(0, t) =

and

where

c0 =

ff1 =

(5.7.6)

(5.7.7)

(5.7.8)

(5.7.9)

(5.7.10)

By relying on (5.7.9) and (5.7.10), we have again confined our treatment to systems in
which the electron transfer is nernstian. At all times, the semi-infinite conditions:

lim Co(x, i) = Cg lim CR(x, t) = 0 (5.7.11)

and the flux balance:

/ O « U ) = " / R ( 0 , 0 (5.7.12)

are applicable.
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Note that all of these conditions, as well as the diffusion equations for О and R, are
linear. An important mathematical consequence is that the component concentrations CQ1,
CQ1, CR1, and C R

n can all be carried through the problem separately. Each makes a sepa-
rable contribution to every condition. We can therefore solve individually for each com-
ponent, then combine them through (5.7.2) and (5.7.3) to obtain the real concentration
profiles, from which we derive the current-time relationship. These steps, which are de-
tailed in the first edition,10 are left for the reader now as Problem 5.12.

The method of superposition can succeed when linearity exists and separability of the
component concentrations can be assured. Unfortunately, many electrochemical situations
do not satisfy this requirement, and in such instances other predictive methods, such as
simulation, must be applied.

Quasireversible electron transfer in a system with chemically stable О and R has been
addressed, initially on the basis of a special case (39), and subsequently in a general way
yielding a series solution (40) that allows the extraction of kinetic parameters from exper-
imental data under a wide variety of conditions.

5.7.2 Current-Time Responses

Since the experiment for 0 < / < т is identical to that treated in Section 5.4.1, the current
is given by (5.4.16), which is restated for the present context as

(5.7.13)

From the treatment outlined in the previous section, the current during the reversal
step turns out to be

nFAD\?C*0 U ! i \Г ! 1 1 1

~ф) = —&- {{r^W ~ T+*r Д ^ П Г ] " ^ T ^ J (5ЛЛ4)

A special case of interest involves stepping in the forward phase to a potential on the
diffusion plateau of the reduction wave (0' ~ 0, CQ « 0), then reversing to a potential on
the diffusion plateau for reoxidation (0" -> °°, C R ~ 0). In that instance, (5.7.14) simpli-
fies to the result first obtained by Kambara (37):

1 1 I
(5.7.15)

Note that this relation could also have been derived under the conditions CQ = 0 and
CR = 0 without requiring nernstian behavior. It therefore holds also for irreversible sys-
tems, provided large enough potential steps are employed.

Figure 5.7.3 shows the kind of current response predicted by (5.7.13) and (5.7.14). In
comparing a real experiment to the prediction, it is inconvenient to deal with absolute cur-
rents because they are proportional to AD 0

1 / 2, which is often difficult to ascertain. To
eliminate this factor, the reversal current, —/r, is usually divided by some particular value
of the forward current. If tT and t{ are the times at which the current measurements are
made, then for the purely diffusion-limited case described by (5.7.15),

K t r - r

10First edition, pp. 178-180.
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Figure 5.7.3 Current
response in double-step
chronoamperometry.

1.0

0.0
1.0 2.0 3.0

Figure 5.7.4 Working curve for
-Шг)Н№) for tT = t{ + т. The

system is О + ne <=̂  R, with both
О and R being stable on the time
scale of observation. Responses in
both phases are diffusion-limited.

If tY and tf values are selected in pairs so that tT — т = t$ always, then

(5.7.17)

When one calculates these ratios for several different values of tT, they ought to fall
on the working curve shown in Figure 5.7.4. A convenient quick reference for a stable
system is that —ir(2r)/if(r) = 0.293. Deviations from the working curve indicate kinetic
complications in the electrode reaction. For example, if species R decays to an electroin-
active species, then |/r| is smaller than predicted by (5.7.15) and the current ratio -/r//f de-
viates negatively from that given in Figure 5.7.4. Chapter 12 covers in more detail the
ways in which these experiments can be used to diagnose and quantify complex electrode
processes.

5.8 CHRONOCOULOMETRY

To this point, this chapter has concerned either current-time transients stimulated by poten-
tial steps or voltammograms constructed by sampling those curves. An alternative, and
very useful, mode for recording the electrochemical response is to integrate the current, so
that one obtains the charge passed as a function of time, Q{t). This chronocoulometric
mode was popularized by Anson (41) and co-workers and is widely employed in place of
chronoamperometry because it offers important experimental advantages: (a) The mea-
sured signal often grows with time; hence the later parts of the transient, which are most
accessible experimentally and are least distorted by nonideal potential rise, offer better sig-
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nal-to-noise ratios than the early time results. The opposite is true for chronoamperometry.
(b) The act of integration smooths random noise on the current transients; hence the
chronocoulometric records are inherently cleaner, (c) Contributions to Q(t) from double-
layer charging and from electrode reactions of adsorbed species can be distinguished from
those due to diffusing electroreactants. An analogous separation of the components of a
current transient is not generally feasible. This latter advantage of chronocoulometry is es-
pecially valuable for the study of surface processes.

Large-Amplitude Potential Step

The simplest chronocoulometric experiment is the Cottrell case discussed in Section
5.2.1. One begins with a quiescent, homogeneous solution of species O, in which a planar
working electrode is held at some potential, E^ where insignificant electrolysis takes
place. At t = 0, the potential is shifted to Ef, which is sufficiently negative to enforce a
diffusion-limited current. The Cottrell equation, (5.2.11), describes the chronoampero-
metric response, and its integral from t = 0 gives the cumulative charge passed in reduc-
ing the diffusing reactant:

(5.8.1)
7Г

1/2

As shown in Figure 5.8.1, Q^ rises with time, and a plot of its value vs. tl/2 is linear. The
slope of this plot is useful for evaluating any one of the variables n, A, Do, or CQ, given
knowledge of the others.

Equation 5.8.1 shows that the diffusional component to the charge is zero at t = 0,
yet a plot of the total charge Q vs. t^2 generally does not pass through the origin, because
additional components of Q arise from double-layer charging and from the electroreduc-
tion of any О molecules that might be adsorbed at E-v The charges devoted to these
processes are passed very quickly compared to the slow accumulation of the diffusional
component; hence they may be included by adding two time-independent terms:

Q =
2nFADxgC%txn

ТГ
1/2

Qdl + nFATo (5.8.2)

0.1 0.2 0.3 0.4 0.5

Figure 5.8.1 Linear plot of chronocoulometric response at a planar platinum disk. System is 0.95
mM 1,4-dicyanobenzene (DCB) in benzonitrile containing 0.1 M tetra-w-butylammonium
fluoborate. Initial potential: 0.0 V vs. Pt QRE. Step potential: -1.892 V vs. Pt QRE. T = 25°C,
A = 0.018 cm2. Eo> for DCB + e ?± DCB7 is -1.63 V vs. QRE. The actual chronocoulometric
trace is the part of Figure 5.8.2 corresponding to t < 250 ms. [Data courtesy of R. S. Glass.]
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where Qdh is the capacitive charge and nFAT0 quantifies the faradaic component given to
the reduction of the surface excess, Г о (mol/cm2), of adsorbed O.

The intercept of Q vs. t112 is therefore Q d l + nFAT0. A common application of
chronocoulometry is to evaluate surface excesses of electroactive species; hence it is of
interest to separate these two interfacial components. However, doing so reliably usually
requires other experiments, such as those described in the next section. An approximate
value of HFATQ can be had by comparing the intercept of the Q-t112 plot obtained for a so-
lution containing O, with the "instantaneous" charge passed in the same experiment per-
formed with supporting electrolyte only. The latter quantity is Qd\ for the background
solution, and it may approximate Qdi for the complete system. Note, however, that these
two capacitive components will not be identical if О is adsorbed, because adsorption in-
fluences the interfacial capacitance (see Chapter 13).

5.8,2 Reversal Experiments Under Diffusion Control

Chronocoulometric reversal experiments are nearly always designed with step magnitudes
that are large enough to ensure that any electroreactant diffuses to the electrode at its maxi-
mum rate. A typical experiment begins exactly like the one described just above. At t = 0,
the potential is shifted from E{ to Ef, where О is reduced under diffusion-limited condi-
tions. That potential is enforced for a fixed period r then the electrode is returned to Eb

where R is reconverted to O, again at the limiting rate. This sequence is a special case of
the general reversal experiment considered in Section 5.7, and we have already found the
chronoamperometric response for t > т in (5.7.15), which is

Before r, the experiment is clearly the same as that treated just above; hence the cumula-
tive charge devoted to the diffusional component after т is

Qi(t > т) = ^ + itdt (5.8.4)

or

2«™^cS[ 1/21
C d O r ) — ^ — Y {t т) J (5-8-5)

This function declines with increasing t, because the second step actually withdraws
charge injected in the forward step. The overall experimental record would resemble the
curve of Figure 5.8.2, and one could expect a linear plot of Q(t > r) vs. [t112 - (t - r ) 1 / 2 ] .
Note that there is no net capacitive component in the total charge after time r, because the
net potential change is zero. Although Qd\ was injected with the rise of the forward step, it
was withdrawn upon reversal.

Now consider the quantity of charge removed in the reversal, QT(t > r) which experi-
mentally is the difference Q(r) - Q(t > r), as depicted in Figure 5.8.2.

Л
(5.8.6)

where the bracketed factor is frequently denoted as в. For simplicity, we consider the case
in which R is not adsorbed. A plot of Qv vs. в should be linear and possess the same slope
magnitude seen in the other chronocoulometric plots. Its intercept is Qd\.
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Figure 5.8.2
Chronocoulometric
response for a double-step
experiment performed on
the system of Figure 5.8.1.
The reversal step was
made to 0.0 V vs. QRE.
[Data courtesy of R. S.
Glass.]

The pair of graphs depicting Q(t < r) vs. t112 and QT(t > r) vs. в in the manner of Fig-
ure 5.8.3 (often called an Anson plot) is extremely useful for quantifying electrode reac-
tions of adsorbed species. In the case we have considered, where О is adsorbed and R is
not, the difference between the intercepts is simply nFATo. This difference cancels Qd l

and leaves only a net faradaic charge devoted to adsorbate, which in general is nFA(To —
FR). For details of interpretation concerning the various possible situations, the original
literature should be consulted (41-43). (See also Section 14.3.6.)

Note that (5.8.3), (5.8.5), and (5.8.6) are all based on the assumption that the concen-
tration profiles at the start of the second step are exactly those that would be produced by
an uncomplicated Cottrell experiment. In other words, we have regarded those profiles as
being unperturbed by the additions or subtractions of diffusing material that are implied
by adsorption and desorption. This assumption obviously cannot hold strictly. Christie et
al. avoided it in their rigorous treatments, and they showed how conventional chrono-
coulometric data can be corrected for such effects (42).

Q(t < T) VS.

0.2 0.3 0.4 0.5

Figure 5.83 Linear
chronocoulometric plots for data
from the trace shown in Figure
5.8.2. For Q(t<T)vs.tm,
the slope is 9.89 /JLC/S112 and

the intercept is 0.79 JJLC. For

Qr(t > T) VS. 0, the slope is
9.45 /JLC/S 1 / 2 and the intercept is

0.66 JJLC. [Data courtesy of R. S.
Glass.]
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Reversal chronocoulometry is also useful for characterizing the homogeneous chem-
istry of О and R. The diffusive faradaic component Qd(t) is especially sensitive to solu-
tion-phase reactions (44,43), and it can be conveniently separated from the overall charge
Q(t) as described above.

If both О and R are stable, and are not adsorbed, then Qd(t) is fully described by (5.8.1)
and (5.8.5). Let us consider the result of dividing Qd(t) by the Cottrell charge passed in the
forward step, that is, Qd(r). This charge ratio takes a particularly simple form:

(5.8.7)

(5.8.8)

which is independent of the specific experimental parameters n, CQ, DQ, and A. For a
given value of t/т, the charge ratio is even independent of r. Equations 5.8.7 and 5.8.8
clearly describe the essential shape of the chronocoulometric response for a stable system.
If the experimental results for any real system do not adhere to this shape function, then
chemical complications are indicated. For a quick examination of chemical stability, one
can conveniently evaluate the charge ratio Qd{2r)IQd{r) or, alternatively, the ratio
[Qd(T) ~ Qd(2T)]/Qd(r). Equation 5.8.8 shows that these ratios for a stable system are
0.414 and 0.586, respectively.

In contrast, consider the nernstian O/R couple in which R rapidly decays in solution
to electroinactive X. In the forward step О is reduced at the diffusion-controlled rate and
(5.8.7) is obeyed. However, (5.8.8) is not followed, because species R cannot be fully re-
oxidized. The ratio Qd(t > r)IQd{r) falls less rapidly than for a stable system, and in the
limit of completely effective conversion of R to X, no reoxidation is seen at all. Then
Qdit > r)/Qd(r) = 1 for all t > r.

Various other kinds of departure from (5.8.7) and (5.8.8) can be observed. See Chap-
ter 12 for a discussion concerning the diagnosis of prominent homogeneous reaction
mechanisms. The large body of chronoamperometric theory for systems with coupled
chemistry can be used directly to describe chronocoulometric experiments, because there
are no differences in fundamental assumptions. The only differences are that the response
is integrated in chronocoulometry and that the chronocoulometric experiment manifests
more visibly the contributions from double-layer capacitance and electrode processes of
adsorbates.

5.8.3 Effects of Heterogeneous Kinetics

In the foregoing discussion, we have examined only situations in which electroreactants
arrive at the electrode at the diffusion-limited rate. At the extreme potentials required to
enforce that condition, the heterogeneous rate parameters are experimentally inaccessible.
On the other hand, if one wished to evaluate those parameters, it would be useful to obtain
a chronocoulometric response governed wholly or partially by the interfacial charge-
transfer kinetics. That goal can be reached by using a step potential that is insufficiently
extreme to enforce diffusion-controlled electrolysis throughout the experimental time do-
main. In other words, steps must be made to potentials in the rising portion of the sampled-
current voltammogram corresponding to the time scale of interest, and that time scale
must be sufficiently short that electrode kinetics govern current flow for a significant pe-
riod.
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The appropriate experiment involves a step at t = 0 from an initial potential where
electrolysis does not occur, to potential E, where it does. Let us consider the special case
(45, 46) in which species О is initially present at concentration CQ and species R is ini-
tially absent. In Section 5.5.1, we found that the current transient for quasireversible
electrode kinetics was given by (5.5.11). Integration from t = 0 provides the chronocoulo-
metric response:

(5.8.9)

where H = (kf/D}j2) + (£b/£>//2). For Htm > 5, the first term in the brackets is negligible
compared to the others; hence (5.8.9) takes the limiting form:

(5.8.10)

A plot of the faradaic charge vs. ft2 should therefore be linear and display a negative in-
tercept on the Q-axis and a positive intercept on the t1^2 axis. The latter involves a shorter
extrapolation, as shown in Figure 5.8.4, hence it can be evaluated more precisely. Desig-
nating it as t\l2', we find H by the relation:

H = 7Г '

It}'2
(5.8.11)

With H in hand, kf is found from the linear slope, 2nFAkfC%l{HTr112). Note that when E is
very negative, H approaches kf/D}^2, and the slope approaches the Cottrell slope,
2nFAD^2CQ/TTl/2. Moreover, H is large, so that the intercept approaches the origin. This
limiting case is clearly that treated in Section 5.8.1.

Equations 5.8.9 and 5.8.10 do not include contributions from adsorbed species or
double-layer charging. For accurate application of this treatment, one must correct for
those terms or render them negligibly small compared to the diffusive component to the
charge.

In practice, it is quite difficult to measure kinetic parameters in this way, so the
method is not widely practiced. The principal value in considering the problem is in the

10 15 20

<F, msec172

Figure 5«8.4 Chronocoulometric response for
10 mM C d 2 + in 1 M Na 2SO 4 . The working electrode
was a hanging mercury drop with A = 2.30 X 10~2

cm2. The initial potential was -0.470 V vs. SCE,
and the step potential was -0.620 V. The slope of the
plot is 3.52 ̂ C/ms 1 7 2 and t\12 = 5.1 ms1/2. [From J. H.
Christie, G. Lauer, and R. A. Osteryoung, /.
Electroanal С hem., 7, 60 (1964), with permission.]
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insight that it provides to the origin of negative intercepts in chronocoulometry, which are
rather common, especially with modified electrodes (Chapter 14). The lesson here is that
a rate limitation on the delivery of charge to a diffusing species produces an intercept
smaller than predicted in Sections 5.8.1 and 5.8.2. A negative intercept clearly indicates
such a rate limitation. It may be due to sluggish interfacial kinetics, as treated here, but it
may also be from other sources, including slow establishment of the potential because of
uncompensated resistance. Using a more extreme step potential can ameliorate this be-
havior if it is not itself the object of study.

5.9 SPECIAL APPLICATIONS OF ULTRAMICROELECTRODES

The large impact of ultramicroelectrodes is rooted in their ability to support very useful
extensions of electrochemical methodology into previously inaccessible domains of time,
medium, and space. That is, UMEs allow one to investigate chemical systems on time
scales that could not previously be reached, in media that could not previously be em-
ployed, or in microstructures where spatial relationships are important on a distance scale
relevant to molecular events.

5.9A Cell Time Constants and Fast Electrochemistry

In Section 2.2 we learned that the establishment and control of a working electrode's po-
tential is carried out operationally by adjusting the charge on the double layer. In Sections
1.2.4 and 5.2.1, we found that changing the double-layer charge, hence changing the po-
tential, involves the cell time constant, /?uCd, where Ru is the uncompensated resistance
and Cd is the double-layer capacitance. It is not meaningful to try to impose a potential
step on a time scale shorter than the cell time constant. In fact, the full establishment of a
potential step requires ~5i?uCd, and the added time for taking data normally implies that
the step must last at least 10/?uCd, and often more than 100/?uCd. To a large extent, the
size of the electrode controls the cell time constant and, therefore, the lower limit of ex-
perimental time scale.

For example, let us consider a disk-shaped working electrode operating in an elec-
trolyte solution such that the specific interfacial capacitance (capacitance per unit area, Cd)
is in the typical range of 10-50 fiF/cm2. Obviously

C d = m%C°d (5.9.1)

With a radius of 1 mm, Cd is 0.3-1.5 /xF, but for TQ = 1 /im, Cd is six orders of magnitude
smaller, only 0.3-1.5 pF.

The uncompensated resistance also depends on the electrode size, although in a less
transparent way. As the current flows in solution between the working electrode and the
counter electrode, one can think of it as passing along paths of roughly equal length, ter-
minated by the faces of the two electrodes. These paths do not generally involve the
whole of the electrolyte solution, but are largely contained in the portion bounded by the
electrodes and the closed surface representing the locus of minimum-length connections
between points on the perimeters of the electrodes (Figure 5.9.1). Usually the counter
electrode is much larger than the working electrode; hence this solution volume is broadly
based on the end connecting to the counter electrode, but narrowly based at the working
electrode. The precise value of Ru depends on where the tip of the reference electrode in-
tercepts the current path. Figure 5.9.1 shows the situation for a working electrode having
a radius one tenth that of the counter electrode, but if the working electrode is a UME, its
radius can easily be a thousandth or even a millionth of the counter electrode's radius. In
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Electrolyte Solution

Volume Containing
Current Paths

Counter
Electrode

Figure 5.9.1 Schematic representation
of the volume of solution containing
current paths between disk-shaped
working and counter electrodes situated
on a common axis. Current paths are
largely, but not strictly, confined to the
volume defined by minimum-length
connections between electrode
perimeters.

Electrolyte Solution

such a case, all of the current must pass through a solution volume of extremely small
cross-sectional area near the working electrode, and it turns out that this is the part of the
current path that defines the value of Ru.

The resistance offered by any element of solution to uniform current flow is
1/(KA), where / is the thickness of the element along the current path, A is the cross-
sectional area, and к is the conductivity. Thus the resistance of the disk-shaped volume
of solution adjacent to the working electrode and extending out a distance ro/4 is
1/(4тпсго). A similar relation applies for the counter electrode; but its radius is typi-
cally 103 to 106 bigger than r0. One can readily see that the resistance contributed by a
macroscopic portion of the current path extending out from the counter electrode is
negligible compared to that developed in the tiny part of the solution less than ro/4
from the working electrode.

In a system with spherical symmetry, which would apply approximately to any work-
ing electrode that is essentially a point with respect to the counter electrode, the uncom-
pensated resistance is given by (47),

1
47ГКГП

(5.9.2)

where x is the distance from the working electrode to the tip of the reference. In a UME
system, it is not generally practical to place a reference tip so that x is comparable to r0;
thus the parenthesized factor approaches unity, and Ru becomes 1/(4тткг0).

Note that Ru is inversely proportional to r0, so that Ru rises as the electrode is made
smaller. This behavior is rooted in the considerations given above, for as r 0 is reduced, the
solution volume controlling Ru also becomes smaller, but with a length scale that shrinks
proportionately with r 0 and a cross-sectional area that shrinks with the square. The effect
of decreasing area overrides that of decreasing thickness.

From (5.9.1) and the limiting form of (5.9.2), one can express the cell time constant
as

(5.9.3)

Even though Ru rises inversely with r0, Cd decreases with the square; hence i? u Q scales
with TQ. This is an important result indicating that smaller electrodes can provide access to
much shorter time domains. Consider, for example, the effect of electrode size in a system
with C^ = 20 fjiF/cm2 and к = 0.013 П ^ с п Г 1 (characteristic of 0.1 M aqueous KC1 at
ambient temperature). With r0 = 1 mm, the cell time constant is about 30 ^s and the
lower limit of time scale in step experiments (defined as a minimum step width equal to
10/?uC(j) is about 0.3 ms. This result is consistent with the general experience that experi-
ments with electrodes of "normal" size need to be limited to the millisecond time domain
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or longer. However, with r0 = 5 fxm the cell time constant becomes about 170 ns, so that
the lower limit of time scale drops to about 1.7 ^s. Before UMEs were understood and
readily available, the microsecond regime was very difficult to reach in electrochemical
studies. However, UMEs have opened it to relatively convenient investigation (10, 11),
not only by potential step methods, but also by other experimental approaches covered
later in this book.

UMEs even allow access to the nanosecond domain, although not yet with routine
ease or convenience. To reach it, one must reduce the electrode size further and work with
solutions having high conductivity. For example, by using a disk UME with r0 = 0.5 /xm
and by working in 1 M H2SO4, one can, in principle, achieve a cell time constant below
1 ns, so that the lower limit of time scale could be smaller than 10 ns. However, experi-
mental work in this range is complicated by serious instrumental problems and by funda-
mental issues related to the availability of molecules when the diffusion layer thickness
becomes comparable to the molecular size (12, 14, 15, 48). For a step lasting 10 ns,
{Di)112 is only about 3 nm; hence very few solute molecules are close enough to the elec-
trode to react if they must reach it by diffusion. As this book is written, the fastest experi-
ments conducted with diffusing species have been in the time scale range of 500 ns.
Faster experiments, with step widths in the range of 100 ns, have been conducted with
systems having the electroactive species attached to the electrode, so that they are present
in large numbers and diffusion is not required (49, 50). Examples of such systems are dis-
cussed in Chapter 14.

5.9.2 Voltammetry in Media of Low Conductivity

The uncompensated resistance creates a control error in any potentiostatic experiment
such that the true potential at the working electrode differs from the apparent (or applied)
potential by iRu (Sections 1.3.4 and 15.6). The true potential is more positive than the ap-
parent value if a cathodic current is flowing, but more negative if the net current is anodic.
As recorded with conventional instrumentation, voltammograms are plots of recorded
current vs. apparent potential; thus the waves incorporate effects of iRu, which generally
mimic the effects of quasireversibility. That is, they cause a displacement of the voltam-
mogram toward more extreme apparent potentials, and they cause a broadening of the
voltammogram along the axis of apparent potential. Obviously, these effects can cause
misinterpretation of data, so it is important to understand when they are significant and
how to minimize or correct for them. The topic is discussed in various contexts in later
chapters, especially in Section 15.6.

If one is using a diagnostic electrode of conventional size in a highly conductive
medium, such as an aqueous electrolyte with a concentration of 0.1 M or more, Ru is typi-
cally only a few ohms, and iRu is always smaller than a few mV unless currents exceed
1 mA, which they rarely do for voltammetry of the type discussed in this chapter.

On the other hand, if work is being carried out in a nonaqueous or viscous medium,
especially in one of moderate or low polarity, Ru can be large enough to cause substantial
errors. In a medium such as methylene chloride containing 0.1 M TBABF4, it is not un-
common to have Ru in the range of several Ш , so that iRu exceeds a few mV for any cur-
rent larger than 1 дА, which it normally does in voltammetry at a conventional electrode.
For solvents of genuinely low polarity, such as toluene, Ru is very high even with added
supporting electrolytes, because the electrolytes do not dissociate. The potential-control
error is so large at a conventional electrode that the waves are broadened and shifted to
the point of invisibility.
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At UMEs, the picture is quite different, because the currents are extremely small;
consequently, the error in potential control in a voltammetric experiment is often much
smaller than in the same experiment with an electrode of conventional size. Consider, for
example, a disk UME with radius r0 at which we desire to carry out sampled-current
voltammetry. What are the conditions that will allow the recording of a voltammogram in
which the half-wave potential is shifted less than 5 mV by the effect of uncompensated re-
sistance?

This condition implies that iRu < 5 mV, where / = ///2 and Ru is given by the limiting
form of (5.9.2). If the sampled-current voltammetry is based on semi-infinite linear diffu-
sion (i.e., on early transients), then / is half of the Cottrell current for sampling time r, and
the condition becomes

Д ^ 5 Х , О - 3 У (5.9.4)

Thus the error decreases with TQ, and one can improve the accuracy of the voltammogram
by using a smaller electrode.

On the other hand, if the voltammetry is based on steady-state currents, / is half of the
diffusion-limited steady-state current for a disk, which is inFDoC^r^ and the condition
is

nFDoC%

ITTK
< 5 X 10~3\/ (5.9.5)

In this experimental mode, the error is independent of the size of the disk, but of course
steady-state currents are generally achievable only at UMEs. With n = 1, Do = 10~5

cm2/s, and CQ = 1 mM, the conductivity must exceed only 3 X 10~5 fl^cm"1. This
minimum would characterize 10~4 M HC1 and would be met by all aqueous electrolytes
having concentrations above that of the electroactive species, as well as by most common
solvent systems of lower polarity containing weakly dissociated electrolytes.

A fascinating empirical aspect of voltammetry at UMEs is that one can often record
voltammograms in media that would not satisfy even the foregoing condition. Useful data
have been gathered, for example, in solvents without any added supporting electrolyte or
in polymers of very high viscosity. An example of the former is found in Figure 4.3.5.
Systems of this kind typically do not adhere to the assumptions that we used to treat
voltammetry in Sections 5.4 and 5.5, because migration becomes an important part of the
mass transfer, and because the charged species produced or consumed at the electrode
surface affect the local conductivity quite significantly (51). Equations 5.9.2 to 5.9.5 do
not apply in that situation. Theory is available for nernstian systems (12, 15, 48, 52).

One can often simplify the instrumentation used with UMEs because iRu is very
frequently negligible and / is very small. Under these conditions, there is nothing to
be gained by trying to position a separate reference electrode near the working elec-
trode and there is no danger of polarizing the reference by passing the cell current
through it. Thus two-electrode cells are often used, especially in high-speed experi-
ments (Chapter 15).

5.9.3 Applications Based on Spatial Resolution

Because UMEs are physically small, they can be used to probe small spaces. Single elec-
trodes have been employed frequently in physiological applications, such as the measure-
ment of time-dependent concentrations of neurotransmitters near synapses of neurons (6).
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Single electrodes also provide the basis for scanning electrochemical microscopy (SECM,
Chapter 16). Groups of microelectrodes can be used in various interesting ways to provide
a spatially sensitive characterization of a system.

Combinations and arrays of UMEs are often made by the microlithographic tech-
niques common to microelectronics, and they frequently consist of parallel bands. If the
bands are connected in parallel, they behave as a single segmented electrode and follow
the principles outlined in Section 5.2.3. If they are independently addressable, they can be
used as separate working electrodes to characterize different regions of a sample, such as
a polymer overlayer (53).

One can also use the elements of an array to probe chemistry occurring at neighbor-
ing elements. The simplest example is a double-band system used in the generator -
collector mode (Figure 5.9.2). The two bands are spaced closely enough together to allow
the diffusion fields to overlap, so that events at each electrode can be affected by the
other. One of the electrodes, called the generator, is used to drive the experiment, often
by having its potential scanned slowly enough to produce a steady-state voltammogram.
Suppose the double band assembly is immersed in a solution containing only species О
in the bulk. Assume further that the reaction О + ne <=̂  R is reversible and that the prod-
uct R is chemically stable. In the absence of any influence from the second electrode, one
would record, at either of the electrodes, a quasi-steady-state voltammogram characteris-
tic of a single band. However, in the generator-collector mode, the second electrode is
set at a potential in the base region of the reduction wave for O, so that any R arriving
there is immediately reconverted to O. A current will flow at this collector only when the
generator is producing R, thus a plot of the current at the collector vs. the potential of the
generator should have the same shape as that recorded at the generator, but with the op-
posite sign. Also, currents at the collector are smaller than corresponding values at the
generator, because the collector does not collect all of the generated R. This is an exam-
ple of a reversal experiment implemented in a spatial mode, and it has much in common
with voltammetry at a rotating ring-disk assembly (Chapter 9) and with generation-
collection experiments in scanning electrochemical microscopy (Chapter 16). Like other
reversal experiments, generation-collection at the double band is sensitive to the chemi-
cal stability of species R. If it does not survive long enough to diffuse to the collector, no
current will be recorded there, and if only a part survives, then only a part of the ex-
pected current will be seen. The kinetics of solution-phase reactions can be diagnosed
and quantified in this sort of experiment.

An interesting phenomenon in a generation-collection experiment involving a UME
array is that the current at the generator can be enhanced by the collector through a mech-
anism called feedback. Without active collection, all of the R produced at the generator

(Feedback)

Generator Collector

Figure 5.9.2 Schematic
representation of two
microband electrodes
operating in the generator-
collector mode.
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would diffuse into solution and would have no further effect on the experiment at the gen-

erator electrode. However, if the collector reconverts a portion of the R to O, then some of

the regenerated О will diffuse back ("feed back") to the generator where it adds to the flux

arriving from the bulk. Thus the current at the generator becomes larger than it would be

without activity at the collector. The feedback effect is also useful for diagnosis and quan-

tification of chemical reactions involving О and R.

Generation-collection experiments can be carried out in UME arrays aside from the

double band. An obvious extension is to use a triple band so that the middle electrode

serves as a generator and the two flanking electrodes work in parallel as collectors. A

more elaborate approach involves an interdigitated array, which is an extensive series of

parallel bands, the alternate members of which are connected in parallel. One of the sets

serves as the generator and the other as the collector.

For all of these systems, the dynamics are dependent on the widths of the bands and

the gaps between them. Amatore provides a careful review of theory and application (12).
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5.11 PROBLEMS

5.1 Fick's law for diffusion to a spherical electrode of radius r 0 is written

dCir, i) = DU2C{r, t) + 2 dCir, t)

Solve this expression for C(r, t) with the conditions

C(r, 0) = C*, C(r0, 0 = 0 (t > 0),

Show that the current / follows the expression

and lim C(r, t) = C*

i = nFADC* i- +

[Hint: By making the substitution v(r,t) = rCir, t) in Fick's equation and in the boundary condi-
tions, the problem becomes essentially the same as that for linear diffusion.]

5.2 Given n = 1, C* = 1.00 mM, A = 0.02 cm2, and D = 10" 5 cm2/s, calculate the current for diffu-
sion-controlled electrolysis at (a) a planar electrode and (b) a spherical electrode (see Problem 5.1)
at t = 0.1, 0.5, 1, 2, 3, 5, and 10 s, and as t —» °°. Plot both / vs. t curves on the same graph. How
long can the electrolysis proceed before the current at the spherical electrode exceeds that at the pla-
nar electrode by 10%?

Integrate the Cottrell equation to obtain the total charge consumed in electrolysis at any time,
then calculate the value for t = 10 s. Use Faraday's law to obtain the number of moles reacted by
that time. If the total volume of the solution is 10 mL, what fraction of the sample has been altered
by electrolysis?

5.3 Consider a diffusion-controlled electrolysis at a hemispherical mercury electrode protruding from a
glass mantle. The radius of the mercury surface is 5 jam, and the diameter of the glass mantle is 5
mm. The electroactive species is 1 mM thianthrene in acetonitrile containing 0.1 M tetra-rc-butylam-
monium fluoborate, and the electrolysis produces the cation radical. The diffusion coefficient is
2.7 X 10"5 cm2/s. Calculate the current at t = 0.1, 0.2, 0.5, 1, 2, 3, 5, and 10 ms, and also at 0.1,
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0.2, 0.5, 1, 2, 3, 5, and 10 s. Do the same for the system under the approximation that linear diffu-

sion applies. Plot the pairs of curves for the short and long time regimes. How long is the linear ap-

proximation valid within 10%?

5.4 A disk UME gives a plateau current of 2.32 nA in the steady-state voltammogram for a species

known to react with n = 1 and to have a concentration of 1 vaM and a diffusion coefficient of 1.2 X

10~ 5 cm2/s. What is the radius of the electrode?

5.5 Derive the sampled-current voltammogram for the reduction of a simple metal ion to a metal that

plates out on the electrode. The electrode reaction is

M n + + ne ?± M (solid)

Assume that the reaction is reversible, and that the activity of solid M is constant and equal to 1.

How does Ej/2 vary with /<j? With the concentration of M n + ?

5.6 The following measurements were made at 25°C on the reversible sampled-current voltammogram

for the reduction of a metallic complex ion to metal amalgam (n = 2):

Concentration of Ligand

Salt, NaX (M) Em (volts vs. SCE)

0.10 -0 .448

0.50 -0 .531

LOO -0.566

(a) Calculate the number of ligands X~ associated with the metal M 2 + in the complex.

(b) Calculate the stability constant of the complex, if EЦ2 for the reversible reduction of the simple

metal ion is +0.081 V vs. SCE. Assume that the D values for the complex ion and the metal

atom are equal, and that all activity coefficients are unity.

5.7 (a) Reductions of many organic substances involve the hydrogen ion. Derive the steady-state

voltammogram for the reversible reaction

О + рИ+ + ne «± R

where both О and R are soluble substances, and only О is initially present in solution at a con-

centration C Q .

(b) What experimental procedure would be useful for determining pi

5.8 (a) Fill in the derivation of (5.5.37) from Pick's laws for spherical diffusion and the appropriate

boundary conditions.

(b) Derive (5.5.41) by the method used to reach (5.5.37).

(c) Show that the following are special cases of (5.5.41):

(1) Equation 5.4.17 for early transients in a reversible system having only species О present in

the bulk.

(2) Equation 5.4.54 for steady-state currents in a reversible system having only species О pre-

sent in the bulk.

(3) Equation 5.5.11 for early transients in a quasireversible system having only species О pre-

sent in the bulk.

(4) Equation 5.5.12 for early transients in a quasireversible system having both О and R pre-

sent in the bulk.

(5) Equation 5.5.28 for early transients in a totally irreversible system having only species О

present in the bulk.

5.9 From (5.5.41) derive the steady-state voltammogram at a hemispherical microelectrode for a re-

versible system containing both О and R in the bulk. How does it compare with the result for the

analogous situation in Section 1.4.2(b)?

5.10 Consider the reversible system О + ne ^ R in which both О and R are present initially.

(a) From Fick's laws, derive the current-time curve for a step experiment in which the initial poten-

tial is the equilibrium potential and the final potential is any arbitrary value E. Assume that a
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planar electrode is used and that semi-infinite linear diffusion applies. Derive the shape of the
current-potential curve that would be recorded in a sampled-current experiment performed in
the manner described here. What is the value of Ец{1 Does it depend on concentration?

(b) Show that the result of (a) is a special case of (5.5.41).

5.11 Derive the Tomes criterion for (a) a reversible sampled-current voltammogram based on semi-infinite
linear diffusion, (b) a totally irreversible sampled-current voltammogram based on semi-infinite linear
diffusion, and (c) a totally irreversible steady-state voltammogram.

5.12 Derive (5.7.14) and (5.7.15) from (5.7.1)-(5.7.12).

5.13 Derive the shape of the sampled-current voltammogram that would be recorded at a stationary plat-
inum microelectrode immersed in a solution containing only I~. The couple:

\~ +2e±± 3I~

is reversible. What is the half-wave potential? Does it depend on the bulk concentration of I"? Is
this situation directly comparable to the case О + ne «=̂  R?

5.14 Calculate kf for the reduction of Cd 2 + to the amalgam from the data in Figure 5.8.4.

5.15 Devise a chronocoulometric experiment for measuring the diffusion coefficient of Tl in mercury.

5.16 Consider the data in Figures 5.8.1 to 5.8.3. Calculate the diffusion coefficient of DCB. How well do
the slopes of the two lines in Figure 5.8.3 bear out the expectations for a completely stable, re-
versible system? These data are typical for a solid planar electrode in nonaqueous media. Offer at
least two possible explanations for the slight inequalities in the magnitudes of the slopes and inter-
cepts in Figure 5.8.3.

5.17 An ultramicroelectrode has a "recessed disk" shape as shown in Figure 5.11.1. Assume the orifice
diameter, d0, is 1 jam and the Pt hemisphere diameter is 10 /АШ, with С = 20 jLtm. Assume the space
within the recess fills with the bulk solution in which this tip is immersed (e.g., 0.01 M Ru(NH3)g+

inO.lMKCl).
(a) What magnitude of steady-state (long time) diffusion current, /d, would be found?
(b) In using this electrode to study heterogeneous electron transfer kinetics from the steady state

wave shape, what value is appropriate for r$l

Glass

Platinum

Figure 5.11.1 Recessed working electrode
communicating with the solution through a small
orifice.

5.18. The one-electron reduction of a species, O, is carried out at an ultramicroelectrode having a hemi-
spherical shape with r 0 = 5.0 fim. The steady-state voltammogram in a solution containing 10 mM
О and supporting electrolyte yields Д£з/4 = Ец2 ~ £3/4 = 35.0 mV, Д£ 1 / 4 = Ещ — Ещ = 31.5
mV, and /d = 15 nA. Assume Do = DR and T = 298 K.

(a) Find£>o
(b) Using the method in reference 33, estimate k° and a.
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5.19 G. Denault, M. Mirkin, and A. J. Bard [/. Electroanal. Chem., 308, 27 (1991)] suggested that by
normalizing the diffusion-limited transient current, /, obtained at an ultramicroelectrode at short
times, by the steady-state current, /ss, one can determine the diffusion coefficient, D, without knowl-
edge of the number electrons involved in the electrode reaction, n, or the bulk concentration of the
reactant, C*.

(a) Consider a disk ultramicroelectrode and derive the appropriate equation for //zss.

(b) Why would this procedure not be suitable for a large electrode?

(c) A microdisk electrode of radius 13.1 /xm is used to measure D for Ru(bpy)3 inside a polymer
film. The slope of ///ss vs. Г]/2 for the one-electron oxidation of Ru(bpy>3+ is found to be 0.238
s1/2 (with an intercept of 0.780). Calculate D.

(d) In the experiment in part (c), / s s = 16.0 nA. What is the concentration of Ru(bpy)2+ in the film?
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6
POTENTIAL SWEEP

METHODS
6.1 INTRODUCTION

The complete electrochemical behavior of a system can be obtained through a series of
steps to different potentials with recording of the current-time curves, as described in Sec-
tions 5.4 and 5.5, to yield a three-dimensional i-t-E surface (Figure 6.1.1a). However, the
accumulation and analysis of these data can be tedious especially when a stationary elec-
trode is used. Also, it is not easy to recognize the presence of different species (i.e., to ob-
serve waves) from the recorded i-t curves alone, and potential steps that are very closely
spaced (e.g., 1 mV apart) are needed for the derivation of well-resolved i-E curves. More
information can be gained in a single experiment by sweeping the potential with time and
recording the i-E curve directly. This amounts, in a qualitative way, to traversing the
three-dimensional i-t-E realm (Figure 6.1.1b). Usually the potential is varied linearly with
time (i.e., the applied signal is a voltage ramp) with sweep rates v ranging from 10 mV/s
( IV traversed in 100 s) to about 1000 V/s with conventional electrodes and up to 106 V/s
with UMEs. In this experiment, it is customary to record the current as a function of po-
tential, which is obviously equivalent to recording current versus time. The formal name
for the method is linear potential sweep chronoamperometry, but most workers refer to it
as linear sweep voltammetry (LSV).1

(*) (b)

Figure 6.1.1 (a) A portion of the i-t-E surface for a nernstian reaction. Potential axis is in units of
60//I mV. (b) Linear potential sweep across this surface. [Reprinted with permission from W. H.
Reinmuth, Anal. Chem., 32, 1509 (1960). Copyright 1960, American Chemical Society.]

lrThis method has also been called stationary electrode polarography, however, we will adhere to the
recommended practice of reserving the term polarography for voltammetric measurements at the DME.

226
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E(ort)0 t Et E°

(a) (b) (c)

Figure 6.1.2 (a) Linear potential sweep or ramp starting at EL (b) Resulting i-E curve,
(c) Concentration profiles of A and A1 for potentials beyond the peak.

A typical LSV response curve for the anthracene system considered in Section 5.1 is
shown in Figure 6.1.2Z?. If the scan is begun at a potential well positive of E0' for the re-
duction, only nonfaradaic currents flow for a while. When the electrode potential reaches
the vicinity of E° the reduction begins and current starts to flow. As the potential contin-
ues to grow more negative, the surface concentration of anthracene must drop; hence the
flux to the surface (and the current) increases. As the potential moves past E° , the surface
concentration drops nearly to zero, mass transfer of anthracene to the surface reaches a
maximum rate, and then it declines as the depletion effect sets in. The observation is
therefore a peaked current-potential curve like that depicted.

At this point, the concentration profiles near the electrode are like those shown in
Figure 6.1.2c. Let us consider what happens if we reverse the potential scan (see Figure
6.1.3). Suddenly the potential is sweeping in a positive direction, and in the electrode's
vicinity there is a large concentration of the oxidizable anion radical of anthracene. As the
potential approaches, then passes, E°', the electrochemical balance at the surface grows
more and more favorable toward the neutral anthracene species. Thus the anion radical
becomes reoxidized and an anodic current flows. This reversal current has a shape much
like that of the forward peak for essentially the same reasons.

This experiment, which is called cyclic voltammetry (CV), is a reversal technique and
is the potential-scan equivalent of double potential step chronoamperometry (Section 5.7).
Cyclic voltammetry has become a very popular technique for initial electrochemical stud-
ies of new systems and has proven very useful in obtaining information about fairly com-
plicated electrode reactions. These will be discussed in more detail in Chapter 12.

In the next sections, we describe the solution of the diffusion equations with the ap-
propriate boundary conditions for electrode reactions with heterogeneous rate constants
spanning a wide range, and we discuss the observed responses. An analytical approach
based on an integral equation is used here, because it has been widely applied to these
types of problems and shows directly how the current is affected by different experimen-

A + e -» Ae

(a) (b)

Figure 6.1.3 (a) Cyclic potential sweep, (b) Resulting cyclic voltammogram.
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tal variables (e.g., scan rate and concentration). However, in most cases, particularly
when the overall reactions are complicated by coupled homogeneous reactions (Chapter
12), digital simulation methods (Appendix B) are used to calculate voltammograms.

• 6.2 NERNSTIAN (REVERSIBLE) SYSTEMS

6.2.1 Solution of the Boundary Value Problem

We consider again the reaction О + ne «^ R, assuming semi-infinite linear diffusion and a
solution initially containing only species O, with the electrode held initially at a potential
£j, where no electrode reaction occurs. These initial conditions are identical to those in
Section 5.4.1. The potential is swept linearly at v (V/s) so that the potential at any time is

E(t) =E{-vt (6.2.1)

If we can assume that the rate of electron transfer is rapid at the electrode surface, so that
species О and R immediately adjust to the ratio dictated by the Nernst equation, then the
equations of Section 5.4, that is, (5.4.2)-(5.4.6), still apply. However, (5.4.6) must be rec-
ognized as having a time-dependent form:

The time dependence is significant, because the Laplace transformation of (6.2.2) cannot
be obtained as it could in deriving (5.4.13),2 and the mathematics for sweep experiments
are greatly complicated as a consequence. The problem was first considered by Randies
(1) and Sevcik (2); the treatment and notation here follow the later work of Nicholson and
Shain (3). The boundary condition (6.2.2) can be written

^M (6.2.3)

where S(t) = e~at, в = exp[(nfIRT){E{ - £0 ' )], and a = (nF/RT)v. As before (see Sec-
tion 5.4.1), Laplace transformation of the diffusion equations and application of the initial
and semi-infinite conditions leads to [see (5.4.7)]

Co(x, s) = ~^ + A(s) exp| - ( -±- ) x | (6.2.4)

The transform of the current is given by [see (5.2.9)]

.«л
(6.2.5)

Combining this with (6.2.4) and inverting, by making use of the convolution theorem (see
Appendix A), we obtain3

Co(0, t) = C% - [nFA(7rDo)
l/2rl f' Kr)(t - тУ1/2 dr (6.2.6)

2The Laplace transform of Co(0, 0 = 0CR(O, t) is Co(0, s) = в CR(0, s) only when в is not a function of time; it
is only under this condition that в can be removed from the Laplace integral.
3This derivation is left as an exercise for the reader (see Problem 6.1). Equation 6.2.6 is often a useful starting
point in other electrochemical treatments involving semi-infinite linear diffusion, т in the integral is a dummy
variable that is lost when the definite integral is evaluated.
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By letting

(6.2.6) can be written

nFA

Co(0, 0 = Cg - (тг£>оГ
1/2 Гдт)(Г -

•'о

(6.2.7)

(6.2.8)

Similarly from (5.4.12) an expression for CR(0, ?)can be obtained (assuming R is initially
absent):

CR(0, f) = (6.2.9)

The derivation of (6.2.8) and (6.2.9) employed only the linear diffusion equations,
initial conditions, semi-infinite conditions, and the flux balance. No assumption related to
electrode kinetics or technique was made; hence (6.2.8) and (6.2.9) are general. From
these equations and the boundary condition for LSV, (6.2.3), we obtain

(6.2.10)

(6.2.11)

where, as before, £ = (DQ/D^)1^2. The solution of this last integral equation would be the
function i(t), embodying the desired current-time curve, or, since potential is linearly re-
lated to time, the current-potential equation. A closed-form solution of (6.2.11) cannot be
obtained, and a numerical method must be employed.

Before solving (6.2.11) numerically, it is convenient (a) to change from i(t) to i(E),
since that is the way in which the data are usually considered, and (b) to put the equation
in a dimensionless form so that a single numerical solution will give results that will be
useful under any experimental conditions. This is accomplished by using the following
substitution:

(6.2.12)
RT \RT

Let/(r) = g(crr). With z = or, so that r = z/cr, dr = dz/a, z= 0 at т = 0, and z = (7? at
т = t, we obtain

гf rat / \ -1/2 i

/ ( T ) ( ? - r r 1 / 2 ^ r = « ( z ) r - ^ f (6.2.13)
•'O 0 \ /

so that (6.2.11) can be written

ratra
z)(o-f-z)-1/2o--1/2rfz =

1 +

or finally, dividing by CQ(7TDO)1/2, we obtainQ(7TDO)1/2

/.' -z)l/2

(at-z)

(6.2.14)

(6.2.15)
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where

g(z) i(at)

cS(7rDocr)1/2 nFAC%{TTD0(T)m
(6.2.16)

Note that (6.2.15) is the desired equation in terms of the dimensionless variables x(z)>
£, 0, S(at) and at. Thus at any value of S(crt), which is a function of E, xiat) c a n be ob-
tained by solution of (6.2.15) and, from it, the current can be obtained by rearrangement
of (6.2.16):

(6.2.17)

At any given point, х(°"0 * s a pure number, so that (6.2.17) gives the functional rela-
tionship between the current at any point on the LSV curve and the variables. Specifi-
cally, / is proportional to CQ and vl/2. The solution of (6.2.15) has been carried out
numerically [Nicholson and Shain (3)], by a series solution [Sevcik (2), Reinmuth (4)],
analytically in terms of an integral that must be evaluated numerically [Matsuda and
Ayabe (5), Gokhshtein (6)], and by related methods (7, 8). The general result of solving
(6.2.15) is a set of values of xi&t) (see Table 6.2.1 and Figure 6.2.1) as a function of at
or n(E - £1/2).4

TABLE 6.2.1

n(E - El/2)

RT/F

4.67
3.89
3.11
2.34
1.95
1.75
1.56
1.36
1.17
0.97
0.78
0.58
0.39
0.19
0.00

Current Functions for

n(E - Em)
mV at 25°C

120
100
80
60
50
45
40
35
30
25
20
15
10
5
0

7Tl/2x(crt)

0.009
0.020
0.042
0.084
0.117
0.138
0.160
0.185
0.211
0.240
0.269
0.298
0.328
0.355
0.380

Reversible Charge Transfer (3)a>b

<t>((Tt)

0.008
0.019
0.041
0.087
0.124
0.146
0.173
0.208
0.236
0.273
0.314
0.357
0.403
0.451
0.499

n(E - El/2)

RT/F

-0.19
-0.39
-0.58
-0.78
-0.97
-1.109
-1.17
-1.36
-1.56
-1.95
-2.34
-3.11
-3.89
-4.67
-5.84

n(E - El/2)
mV at 25°C

- 5
- 1 0
- 1 5
- 2 0
- 2 5
-28.50
- 3 0
- 3 5
- 4 0
- 5 0
- 6 0
- 8 0

-100
-120
-150

7Tl/2
X((Tt)

0.400
0.418
0.432
0.441
0.445
0.4463
0.446
0.443
0.438
0.421
0.399
0.353
0.312
0.280
0.245

ф(а0

0.548
0.596
0.641
0.685
0.725
0.7516
0.763
0.796
0.826
0.875
0.912
0.957
0.980
0.991
0.997

aTo calculate the current:

1. i — /(plane) + /(spherical correction).

2. / = nFAD^2CtalllTTll2

X{(Tt) + nFADoC%{UrQ)<l>((Tt).

3. i = 602n3/2ADli2C$vy2{7rl/2x(crt) + 0Л60[О^/2/(го«
1/2У1/2)]ф(о-0} at 25°C with quantities in the

following units: /, amperes; A, cm2; Do, cm2/s; v, V/s; CQ, M\ r0, cm.

bEm = E0' + (RT/nF) In (DR/D0)
m.

4Note that In ̂ BS{crt) = nf(E - El/2), where Em = E0' + (RT/nF) In (DR/D0)
1/2



6.2 Nemstian (Reversible) Systems < 231

> 0.4

Р

Js о.з

0.2

0.1

Figure 6.2.1 Linear potential
sweep voltammogram in terms of
dimensionless current function. Values
on the potential axis are for 25°C

6.2.2 Peak Current and Potential

The function TT^xicrt), and hence the current, reaches a maximum where 7T^2x(crt) =
0.4463. From (6.2.17) the peak current, /p, is

i p = n3/2 (6.2.18)

9 ^ KJ

The peak potential, E]

h

P,is

= E

= (2.69 X 10 5)n 3 /

found from Table

1 / 2 - 1 . 1 0 9 ^ | =
nb

6.2.1 to be

28.5/л mV

1/2

at 25'

(6.2.19)

(6.2.20)

Because the peak is somewhat broad, so that the peak potential may be difficult to deter-
mine, it is sometimes convenient to report the potential at /p/2, called the half-peak poten-
tial, £рд, which is

£p/2 = + 1-09 ^ = El/2 + 28.0/и mV at 25°C (6.2.21)

Note that Ey2 is located just about midway between £ p and Ev/2, and that a convenient di-
agnostic for a nernstian wave is

\EV - Ev/2\ - 2.20 Щ= - 56.5/л mV at 25°C
nF

(6.2.22)

Thus for a reversible wave, E p is independent of scan rate, and /p (as well as the cur-
rent at any other point on the wave) is proportional to vl/2. The latter property indicates
diffusion control and is analogous to the variation of /d with t~l/2 in chronoamperometry.
A convenient constant in LSV is ivlv

ll2C% (sometimes called the current function),
which depends on пъ12 and Z)Q/2- This constant can be used to estimate n for an electrode
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reaction, if a value of DQ can be estimated, for example, from the LSV of a compound of
similar size or structure that undergoes an electrode reaction with a known n value.

6.2.3 Spherical Electrodes and UMEs

For LSV with a spherical electrode (e.g., a hanging mercury drop), a similar treatment can
be presented (4); the resulting current is

nFADoCo<l>(ort)
i = /(plane) + (6.2.23)

where r0 is the radius of the electrode and ф(сгГ) is a tabulated function (see Table 6.2.1).
For large values of v and with electrodes of conventional size the / (plane) term is much
larger than the spherical correction term, and the electrode can be considered planar under
these conditions.

Basically, the same considerations apply to hemispherical and ultramicroelectrodes at
fast scan rates. However, for a UME, where r0 is small, the second term will dominate at
sufficiently small scan rates. One can show from (6.2.23) that this is true when

v«RTDInFrl (6.2.24)

so that the voltammogram will be a steady-state response independent of v.5 For r0 = 5 /xm,
D = 10"5 cm2/s, and T = 298 K, the right side of (6.2.24) has a value of 1000 mV/s; thus a
scan made at —100 mV/s or slower should permit the accurate recording of steady-state cur-
rents. The limit depends on the square of the radius, so it is generally impractical to record
steady-state voltammograms with electrodes much larger than those normally considered to
be UMEs. Conversely, with very small UMEs, one requires a high sweep rate to see any be-
havior other than the steady state. For example, at an electrode of 0.5-/Ш1 radius and with D
and T as given above, steady-state behavior would hold up to 10 V/s.

-4.0
0.3 0.2 0.1 0 -0.1 -0.2 -0.3

Potential (V)

Figure 6.2.2 Effect of scan rate on cyclic voltammograms for an ultramicroelectrode
(hemispherical diffusion) with 10 /Ш1 radius. Simulations for a nernstian reaction with n = 1,
Eo> = 0.0 V, D o = DR = 1 X 10"5 cm2/s, Cg = 1.0 mM, and T = 25°C. At 1 V/s, the response
begins to show the peak expected for linear diffusion, but the height of the current at the switching
potential and the small peak current ratio show that the steady-state component is still dominant.

Relationship 6.2.24 involves a comparison of a diffusion length to the radius of the electrode in the manner
discussed in Section 5.2.2. The diffusion length is [D0/(nfv)]l/2, which corresponds to the time \/(nfv). This is
the period required for the scan to cover an energy 6T along the potential axis (25.7'In mV at 25°C). It is often
regarded as the characteristic time of an LSV or CV experiment (Chapter 12).
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The transition from typical peak-shaped voltammograms at fast sweep rates in the
linear diffusion region to steady-state voltammograms at small v is shown for cyclic
voltammetry in Figure 6.2.2. In the steady-state region, the voltammograms are
S-shaped and follow the treatment in Sections 1.4.2 and 5.4.2. Ultramicroelectrodes are
almost always employed in the limiting regions: the linear region when v^2/r$ is large and
the steady-state region when v1/2/r0 is small. There is nothing additional to be gained from
working in the mathematically more complicated intermediate region.

6,2.4 Effect of Double-Layer Capacitance
and Uncompensated Resistance

For a potential step experiment at a stationary, constant-area electrode, the charging cur-
rent dies away after a time equivalent to a few time constants (RuCd) (see Section 1.2.4).
Since the potential is continuously changing in a potential sweep experiment, a charging
current, /c, always flows (see equation 1.2.15):

|/c| = ACdv (6.2.25)

and the faradaic current must always be measured from a baseline of charging current
(Figure 6.2.3). While /p varies with v1/2 for linear diffusion, /c varies with u, so that ic be-
comes relatively more important at faster scan rates. From (6.2.19) and (6.2.25)

I'd _ Cdv
l/2(l0~5)

T " 2.69 (6226)

or for D o = 10~5cm2/s and Cd= 20 /xF/cm2,

\ (2.4 X

Thus at high v and low CQ values, severe distortion of the LSV wave occurs. This effect
often sets the limits of maximum useful scan rate and minimum useful concentration.

In general, a potentiostat controls E + iRw rather than the true potential of the working
electrode (Sections 1.3.4 and 15.6.1). Since / varies with time as the peak is traversed, the
error in potential varies correspondingly. If /p/?u is appreciable compared to the accuracy of
measurement (e.g., a few mV), the sweep will not be truly linear and the condition given by
(6.2.1) does not hold. Moreover, the time required for the current to rise to the level given in
(6.2.25) depends upon the electrode time constant, RuCd, as shown in (1.2.15). The practical
effect of Ru is to flatten the wave and to shift the reduction peak toward more negative po-
tentials. Since the current increases with i>1/2, the larger the scan rate, the more Ep will be
shifted, so that appreciable Rn causes £p to be a function of v. It moves systematically in a
negative direction with increasing v (for a reduction). Uncompensated resistance can thus
have the insidious effect of mimicking the response found with heterogeneous kinetic limi-
tations (as discussed in Sections 6.3 and 6.4).

By using a UME, one can extend the useful range of sweep rates to the 106 V/s re-
gion. Because the measured currents at the UME are small, the iRu drop does not perturb
the response or the applied excitation to the same extent as with larger electrodes. The
much smaller RuCd at the UME also leads to less distortion in the voltammogram. How-
ever, even with the UME (6.2.27) applies, so the faradaic wave lies on top of a large ca-
pacitive current. To extract the desired information from the voltammogram, the total
response (capacitive plus faradaic) can be simulated (9) or perturbations caused by Cd and
Ru can be subtracted (10). Alternatively, positive feedback circuitry with a fast response
can be used to compensate for distortions otherwise caused by Ru (11).



234 Chapter 6. Potential Sweep Methods

(d)

(c)

(b)

(a)

Figure 6.2.3 Effect of double-layer
charging at different sweep rates on a linear
potential sweep voltammogram. Curves are
plotted with the assumption that Сд is
independent of E. The magnitudes of the
charging current, /c, and the faradaic peak
current, /p, are shown. Note that the current
scale in (c) is 10X and in (d) is 100X that
in (a) and (b).

An important practical limitation of very fast voltammetry [other than instrumental
and Ru and C& considerations (11)], is the importance of adsorption of even small amounts
of electroactive substance or faradaic changes involving the electrode surface (e.g., for-
mation of an oxide layer). As shown in Section 14.3, for surface processes like double-
layer charging, the current response varies directly with v. Therefore, surface effects of
minor importance at small v can dominate at high scan rates.

6.3 TOTALLY IRREVERSIBLE SYSTEMS

6.3.1 The Boundary Value Problem

For a totally irreversible one-step, one-electron reaction (О + е
boundary condition, (6.2.2), is replaced by (see Section 5.5)

R) the nernstian

(6.3.1)
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where

kf(t) = k° exp{ -af[E(t) - E0']} (6.3.2)

Introducing E(t) from (6.2.1) into (6.3.2) yields

kf (0Co(0, 0 = £fiCo(0, t)ebt (6.3.3)
where b = afu and

kfi = k° exp[-af(E{ - E0)] (6.3.4)

The solution follows in an analogous manner to that described in Section 6.2.1 and again
requires a numerical solution of an integral equation (3, 5). The current is given by

i = FAC%(TTDob)112 xibt) (6.3.5)

( (6.3.6)

where x(bt) is a function [different from xi*7*)] tabulated in Table 6.3.1. Again, / at any
point on the wave varies with vl/2 and CQ.

For spherical electrodes, a procedure analogous to that employed at planar electrodes
has been proposed. Table 6.3.1 contains values of the spherical correction factor, ф(Ы)
employed in the equation

/ = /(plane) + (6.3.7)

TABLE 6.3.1

Dimensionless
Potential^

6.23

5.45

4.67

4.28

3.89

3.50

3.11

2.72

2.34

1.95

1.56

1.36

1.17

0.97

0.78

Current Functions for Irreversible

Potential6"
mV at 25°C

160

140

120

110

100

90

80

70

60

50

40

35

30

25

20

Trl/2x(bt)

0.003

0.008

0.016

0.024

0.035

0.050

0.073

0.104

0.145

0.199

0.264

0.300

0.337

0.372

0.406

ф(Ы)

0.004

0.010

0.021

0.042

0.083

0.115

0.154

0.199

0.253

k Charge Transfer

Dimensionless
Potential

0.58

0.39

0.19

0.00

-0.19

-0.21

-0.39

-0.58

-0.78

-0.97

-1.17

-1.36

-1.56

-1.95

-2.72

or
Potential6

mV at 25°C

15

10

5

0

- 5

-5.34

-10

-15

-20

-25

-30

-35

-40

-50

-70

тгтх№

0.437

0.462

0.480

0.492

0.496

0.4958

0.493

0.485

0.472

0.457

0.441

0.423

0.406

0.374

0.323

Ф№

0.323

0.396

0.482

0.600

0.685

0.694

0.755

0.823

0.895

0.952

0.992

1.000

aTo calculate the current:

1. / = /(plane) + /(spherical correction).

2. i = FADl£c%bm<irll2x(f,t) + FADoC%(\lrQ)<t>{bt)

3. i = 602ADH2C^a1/2vl/2{7rl/2x(bt) + 0.160[^^/2/(г0о;1/21;1/2)]ф(^0}. Units for step 3 are the same as in Table 6.2.1.

^Dimensionless potential is (aF/RT)(E - E0') + In [(7rDob)l/2/k°].

Potential scale in mV for 25°C is a(E - E°) + (59.1) In [(ттОоЬ)ш/к0].
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6.3.2 Peak Current and Potential

The function x(bt) goes through a maximum at rrl/2x(bt) = 0.4958. Introduction of this
value into (6.3.6) yields the following for the peak current:

/p = (2.99 X \05)amAC%D\?vm (6.3.8)

where the units are as for (6.2.19). From Table 6.3.1, the peak potential, £p, is given by

a(Ep - E°) + ^ In °Q = -0.21 Щ- = -5.34 mV at 25°C (6.3.

or

р
- * .

к-

- Ц; 0.780 + In

, 1.S51RT
V2I af

Do2)

k°)

47.7
a

mVat 25°C

1

9)

(6.3.10)

(6.3.11)

where £рд is the potential where the current is at half the peak value. For a totally irre-
versible wave, £ p is a function of scan rate, shifting (for a reduction) in a negative direction
by an amount !A5RT/aF (or 30/a mV at 25°C) for each tenfold increase in v. Also, ED oc-
curs beyond E (i.e., more negative for a reduction) by an activation overpotential related
to k°. An alternative expression for /p in terms of Ev can be obtained by combining (6.3.10)
with (6.3.6), so that the result contains the value of x(bt) at the peak. After rearrangement
and evaluation of the constants, the following equation is obtained (3, 6):

ip = 0.227 FAC$tP exp[-a/(£p - E0)] (6.3.12)

A plot of In /p vs. Ep — E0' (assuming E0' can be obtained) determined at different scan
rates should have a slope of —af and an intercept proportional to &°.

For an irreversible process more complicated than the one-step, one-electron reac-
tion, it is usually not feasible to derive equations describing the current-potential rela-
tionship. In the general case, the more practical approach is to compare experimental
behavior with the predictions from simulations (see Appendix В and Chapter 12). Analyt-
ical equations may be achievable for a few of the simpler possibilities (see Section 3.5.4).
The most important is an overall и-electron process having an irreversible heterogeneous
one-electron transfer as the rate-controlling first step. In that case, all equations describing
currents in this section [(6.3.5)-(6.3.8), (6.3.12), and in the notes to Table 6.3.1] apply,
but with the right hand side multiplied by n. The equations describing potentials
[(6.3.9)—(6.3.11)] apply without alteration.

6.4 QUASIREVERSIBLE SYSTEMS

Matsuda and Ayabe (5) coined the term quasireversible for reactions that show electron-
transfer kinetic limitations where the reverse reaction has to be considered, and they pro-
vided the first treatment of such systems. For the one-step, one-electron case,

к
O + e;e±R (6.4.1)

b

the corresponding boundary condition is [from (5.5.3)]

x=0
_ ( 6 4 2 )
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The shape of the peak and the various peak parameters were shown to be functions of a
and a parameter Л, defined as

(6.4.3)

(6.4.4)

The current is given by

(6.4.5)

where Ф(Е) is shown in Figure 6.4.1. Note that when Л > 10, the behavior approaches
that of a reversible system.

The values of /p, Яр, and Ep/2 depend on Л and a. The peak current is given by

ip = /p(rev)#(A, a) (6.4.6)

where /p(rev) is the reversible /p value (equation 6.2.18), and the function K(A, a) is shown in
Figure 6.4.2. Note that for a quasireversible reaction, /p is not proportional to vl/2.

The peak potential is

(6.4.7)- fii/2 = -B(A, otily-J = -26H(A, a) mV at 25°C
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Figure 6.4.1 Variation of
quasireversible current function,
ЩЕ), for different values of a
(as indicated on each graph) and
the following values of Л: (I) Л
= 10;(П)Л = 1; (III) Л = 0.1;
(IV) Л = 10~2. Dashed curve is
for a reversible reaction. ЩЕ)
= UFAC%D\? (nFIRT)mvm

and Л = k°/[D1/2(F/RT)l/2vl/2]
(for DO = DR = D). [From H.
Matsuda and Y. Ayabe, Z.
Elektrochem., 59, 494 (1955),
with permission. Abscissa label
adapted for this text.]
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Figure 6.4.2 Variation of K(A, a) with Л for
different values of a. Dashed lines show
functions for a totally irreversible reaction.
K(K, a) - /p//p(rev). [From H. Matsuda and
Y. Ayabe, Z. Elektrochern., 59, 494 (1955),
with permission.]

where Н(Л, a) is shown in Figure 6.4.3. For the half-peak potential, we have

Ep/2 -Ev = Д(Л, а)( Щ-) = 26Д(Л, a) mV at 25°C (6.4.8)

where Д(Л, a) is given in Figure 6.4.4.
The parameters K(A, а), Н(Л, a), and Д(Л, a) attain limiting values characteristic of

reversible or totally irreversible processes as Л varies. For example, consider Д(Л, a). For
Л > 10, Д(Л, a) « 2.2, yielding the Ep - Ep/2 value characteristic of a reversible wave,
(6.2.22). For Л < 1(Г2 and a = 0.5, Д(Л, a) « 3.7, yielding the totally irreversible charac-
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Figure 6.4.3 Variation of Н(Л, a) with Л
for different values of a. Dashed lines show
functions for a totally irreversible reaction.
Н(Л, a) = - ( £ p - Em)F/RT. [From H.
Matsuda and Y. Ayabe, Z. Elektrochem.,
59, 494 (1955), with permission.]
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Figure 6.4.4 Variation of Д(Л, a) with Л
and a. Dashed lines show functions for a
totally irreversible reaction. Д(Л, а) =
(£p / 2 - Ep)F/RT. [From H. Matsuda and
Y. Ayabe, Z. Elektrochem., 59, 494 (1955),
with permission.]

teristic, (6.3.11). Thus a system may show nernstian, quasireversible, or totally irreversible
behavior, depending on Л, or experimentally, on the scan rate employed. The appearance of
kinetic effects depends on the time window of the experiment, which is essentially the time
needed to traverse the LSV wave (see Chapter 12). At small v (or long times), systems may
yield reversible waves, while at large v (or short times), irreversible behavior is observed. In
Section 5.5, we reached the same conclusions in the context of potential step experiments.
Matsuda and Ayabe (5) suggested the following zone boundaries for LSV:6

Reversible (nernstian) Л > 15; k° > 03vm cm/s

Quasireversible

Totally irreversible

15 > Л > КГ2(1+«>; 0.3u1/2 > ^ ° > 2 X

Л < 10~2(1+a); i l°<2X 10~5 vm cm/s

10~5 vl/2 cm/s

6.5 CYCLIC VOLTAMMETRY

The reversal experiment in linear scan voltammetry is carried out by switching the direc-
tion of the scan at a certain time, t = A (or at the switching potential, Ex). Thus the poten-
tial is given at any time by

( 0 < f < A ) E = E{-vt (6.5.1)

(t > A) E = E{- 2vX + vt (6.5.2)

While it is possible to use a different scan rate (i/) on reversal (12), this is rarely done, and
only the case of a symmetrical triangular wave is considered here. The theoretical treatment
follows that of Section 6.2, except that (6.5.2) is used in the concentration-potential equation,
rather than (6.2.1), for t > A. This sweep reversal method, called cyclic voltammetry, is ex-
tremely powerful and is among the most widely practiced of all electrochemical methods.

6.5.1 Nernstian Systems

Application of (6.5.2) in the equation for a nernstian system, (5.4.6), yields (6.2.3), where
S(t)is now given by

(t > A) S(t) = e

at~2(Tk (6.5.3)

6The k° values are based on n = 1, a = 0.5, T = 25°C, and D = 1(Г5 cm2/s. With v in V/s, Л = k°/Q9Dv)['2.
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The derivation then proceeds as in Section 6.2. The shape of the curve on reversal depends on
the switching potential, £A, or how far beyond the cathodic peak the scan is allowed to pro-
ceed before reversal. However, if Ek is at least 35/w mV past the cathodic peak,7 the reversal
peaks all have the same general shape, basically consisting of a curve shaped like the forward
i-E curve plotted in the opposite direction on the current axis, with the decaying current of the
cathodic wave used as a baseline. Typical i-t curves for different switching potentials are
shown in Figure 6.5.1. This type of presentation would result if the curves were recorded on a
time base. The more usual i-E presentation is shown in Figure 6.5.2.

Two measured parameters of interest on these i-E curves {cyclic voltammograms) are
the ratio of peak currents, /paApc, and the separation of peak potentials, £pa - £pc. For a
nernstian wave with stable product, /pa//pc = 1 regardless of scan rate, £A (for Ex >
35/n mV past £pc), and diffusion coefficients, when /pa is measured from the decaying ca-
thodic current as a baseline (see Figures 6.5.1 and 6.5.2). This baseline can be determined
by the methods described in Section 6.6.

If the cathodic sweep is stopped and the current is allowed to decay to zero (Figure
6.5.2, curve 4), the resulting anodic i-E curve is identical in shape to the cathodic one, but is
plotted in the opposite direction on both the / and E axes. This is so because allowing the ca-
thodic current to decay to zero results in the diffusion layer being depleted of О and popu-
lated with R at a concentration near CQ, SO that the anodic scan is virtually the same as that
which would result from an initial anodic scan in a solution containing only R.

Deviation of the ratio /pa//pc from unity is indicative of homogeneous kinetic or other
complications in the electrode process (13), as discussed in more detail in Chapter 12.

Nicholson (14) suggested that if the actual baseline for measuring /pa cannot be deter-
mined, the ratio can be calculated from (a) the uncorrected anodic peak current, (/pa)o,
with respect to the zero current baseline (see Figure 6.5.2, curve 3) and (b) the current at
Ex, 0Sp)(b by the expression:

™ (U)n 0.485(/,Jn
(6.5.4)

In real cyclic voltammograms the faradaic response is superimposed on an approxi-
mately constant charging current. The situation for the forward scan was discussed in Sec-
tion 6.2.4. Upon reversal, the magnitude of dE/dt remains constant but the sign changes;
hence the charging current is also of the same size, but opposite in sign. It forms a base-
line for the reversal response just as for the forward scan, and both /pc and /pa must be cor-
rected correspondingly.

The measurement of peak currents in CV is imprecise because the correction for charg-
ing current is typically uncertain. For the reversal peak, the imprecision is increased further
because one cannot readily define the folded faradaic response for the forward process (e.g.,
curve Г, 2', or У in Figure 6.5.2) to use as a reference for the measurement. Consequently,
CV is not an ideal method for quantitative evaluation of system properties that must be de-
rived from peak heights, such as the concentration of an electroactive species or the rate
constant of a coupled homogeneous reaction. The method's power lies in its diagnostic
strength, which is derived from the ease of interpreting qualitative and semi-quantitative be-
havior. Once a system is understood mechanistically, other methods are often better suited
for the precise evaluation of parameters.

7This condition is based on the assumption that the potentiostat responds ideally and that the effects of Ru are
negligible (see Section 1.2.4). A larger margin between the peak and the switching potential would be needed in
less ideal circumstances.
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0.5

-0.3 -

-0.4
100 0 -100 -200 -300 -400 t

Figure 6.5.1 Cyclic voltammograms for reversal at different £ л values, with presentation on a
time base.

The difference between £p a and £pc, often symbolized by Д£р, is a useful diagnostic
test of a nernstian reaction. Although AEp is slightly a function of £л, it is always close to
23RT/nF (or 59/n mV at 25°C). Actual values as a function of Ex are shown in Table
6.5.1. For repeated cycling the cathodic peak current decreases and the anodic one in-
creases until a steady-state pattern is attained. At steady state AEp = 58/я mV at 25°C (5).

-0.4 -

-0.5
+200 -200 -3000 -100

n(E-EV2)

Figure 6.5.2 Cyclic voltammograms under the same conditions as in Figure 6.5.1, but in an i-E
format. Ek of (7) Em - 90/n; (2) El/2 - 130/w; (3) Em - 200/n mV; (4) for potential held at EX4

until the cathodic current decays to zero. [Curve 4 results from reflection of the cathodic i-E curve
through the E axis and then through the vertical line at n(E — £1/2) = 0. Curves 1, 2, and 3 result
by addition of this curve to the decaying current of the cathodic i-E curve (Г, 2', or 3').]
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Table 6.5.1 Variation of AEV with Ex

for a Nernstian System at 25°C (3)

n(Epc -.

(mV)

71.5
121.5
171.5
271.5
00

E\) n(Ep-d — Epc)

(mV)

60.5
59.2
58.3
57.8
57.0

6.5.2 Quasireversible Reactions

By using the potential program given by (6.5.1) and (6.5.2) in the equations for linear
scan voltammetry in Section 6.4, the i-E curves for the quasireversible one-step, one-elec-
tron process can be derived. In this case the wave shape and Д£ р are functions of v, k°, a,
and EK. As before, however, if Ek is at least 901 n mV beyond the cathodic peak, the effect
of Ek is small. In this case the curves are functions of the dimensionless parameters a and
either Л (see equation 6.4.3) or an equivalent parameter, ф defined by8

(6.5.5)

Typical behavior is shown in Figure 6.5.3.
For 0.3 < a < 0.7 the Д Ep values are nearly independent of a and depend only on ф.

Table 6.5.2, which provides data linking ф to k° in this range (14), is the basis for a widely
used method (often called the method of Nicholson) for estimating k° in quasireversible

-0.1 -

-0.2 -

-0.3

О
•и

л

i
-0.1 -

-0.2 -

-0.3
"180 120 60 0 -60-120-180

£-£1 /2 , mV
180 120 60 0 -60-120-180

E-EV2, mV

Figure 6.5.3 Theoretical cyclic voltammograms showing effect of ф and a on curve shape
for a one-step, one-electron reaction. Curve 1: ф = 0.5, a = 0.7. Curve 2\ф — 0.5, a = 0.3.
Curve 3: ф = 7.0, a = 0.5. Curve 4: ф — 0.25, a — 0.5. [Reproduced with permission from R. S.
Nicholson, Anal. Chem., 37, 1351 (1965). Copyright 1965, American Chemical Society. Abscissa
label adapted for this text.]

8Note that ф in (6.5.5) is not the same as W(E) in (6.4.5).
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Table 6.5.2 Variation of
AEpwith<Aat25oC(14)a

Ф

20
7
6
5
4
3
2
1
0.75
0.50
0.35
0.25
0.10

F — F
-^pa ^ p c
mV

61
63
64
65
66
68
72
84
92

105
121
141
212

aFor a one-step, one-electron
process with EA = Ep - 112.5/w
mV and a = 0.5.

systems. One determines the variation of Д£ р with i>, and from this variation, ф. The ap-
proach is closely related to the determination of the electron-transfer kinetics by the shift
of Ep with v as described in Section 6.4.

With both of these approaches one must be sure that the uncompensated resistance,
Ru, is sufficiently small that the resulting voltage drops (of the order of /p/?u) are negligi-
ble compared to the AEp attributable to kinetic effects. In fact, Nicholson (14) has
shown that resistive effects cannot be readily detected in the AEp-v plot, because the ef-
fect of uncompensated resistance on the AEp-v behavior is almost the same as that of ф.
The effect of Ru is most important when the currents are large and when k® approaches
the reversible limit (so that) Д £ р differs only slightly from the reversible value). It is
especially difficult not to have a few ohms of uncompensated resistance in nonaqueous
solvents (such as acetonitrile or tetrahydrofuran), even with positive-feedback circuitry
(Chapter 15). Many reported studies made under these conditions have suffered from
this problem.

6.6 MULTICOMPONENT SYSTEMS AND
MULTISTEP CHARGE TRANSFERS

The consecutive reduction of two substances О and O' in a potential scan experiment is
more complicated than in the potential step (or sampled-current voltammetric) experiment
treated in Section 5.6 (15, 16). As before, we consider that the reactions О + ne —> R and
O' + n'e —» R' occur. If the diffusion of О and O' takes place independently, the fluxes are
additive and the i-E curve for the mixture is the sum of the individual i-E curves of О and
O' (Figure 6.6.1). Note, however, that the measurement of i'p must be made using the de-
caying current of the first wave as the baseline. Usually this baseline is obtained by assum-
ing that the current past the peak potential follows that for the large-amplitude potential
step and decays as t~^2. A better fit based on an equation with two adjustable parameters



244 Chapter 6. Potential Sweep Methods

O +

O' + n'e -> R'

100 -100 -200 -300 -400 mV

Figure 6.6.1
Voltammograms for
solutions of (7) О alone; (2)
O' alone and, (3) mixture of
О and О', with n = nr,

has been suggested by Polcyn and Shain (16); since this fitting procedure depends on the re-
versibility of the reactions and is a little messy, it is rarely used.

An experimental approach to obtaining the baseline was suggested by Reinmuth (un-
published). Since the concentration of О at the electrode falls essentially to zero at poten-
tials just beyond £p, the current beyond £ p is independent of potential. Thus if the
voltammogram of a single-component system is recorded on a time base (rather than in an
X-Y format) and the potential scan is held at about 60/n mV beyond £ p while the time
base continues, the current-time curve that results will be the same as that obtained with
the potential sweep continuing (until a new wave or background reduction occurs). For a
two-component system this technique allows establishing the baseline for the second

Figure 6.6.2 Method for
obtaining baseline for
measurement of i'p of second
wave. Upper curves: potential
programs. Lower curves:
resulting voltammograms with
(curve 1) potential stopped at
Ei and (curve 2) potential scan
continued. System as in Figure
6.6.1.
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wave by halting the scan somewhere before the foot of the second wave and recording the
i-t curve, and then repeating the experiment (after stirring the solution and allowing it to
come to rest to reestablish the initial conditions). The second run is made at the same rate
and continues beyond the second peak (Figure 6.6.2).

An alternative experimental approach involves stopping the sweep beyond Ep, as be-
fore, and allowing the current to decay to a small value (so that О is depleted in the vicin-
ity of the electrode or the concentration gradient of О is essentially zero near the
electrode). Then one continues the scan and measures V from the potential axis as a base-
line (Figure 6.6.3). The application of this method requires convection-free conditions
(quiet, vibration-free solutions, and shielded electrodes oriented to prevent convection
from density gradients; see Section 8.3.5), because the waiting time for the current decay
must be 20 to 50 times the time needed to traverse a peak.

For the stepwise reduction of a single substance O, that is, О + ще —> Rj (£?),
Ri + n2e —» R2 (Е?), the situation is similar to the two-component case, but more
complicated. If E\ and E\ are well separated, with E\ > E2 (i.e., О reduces before R^,
then two separate waves are observed. The first wave corresponds to reduction of О to
Ri in an ri\-electron reaction, with Rj diffusing into the solution as the wave is traversed.
At the second wave, О continues to be reduced, either directly at the electrode or by re-
action with R2 diffusing away from the electrode (Oj + R2 —> 2Rj), in an overall {ri\ +
/22)-electron reaction, and R^ diffuses back toward the electrode to be reduced in an n2-
electron reaction. The voltammogram for this case resembles that of Figure 6.6.1.

In general the nature of the i-E curve depends on Д£° (= E2 ~ E\), the reversibility
of each step, and щ and n2. Calculated cyclic voltammograms for different values of AE°
in a system with two one-electron steps are shown in Figure 6.6.4. When AE° is between
0 and -100 mV, the individual waves are merged into a broad wave whose Ep is indepen-
dent of scan rate. When AE° = 0, a single peak with a peak current intermediate between
those of single-step le and 2e reactions is found, and Ep - Ep/2 = 21 mV. For AE° > 180
mV (i.e., the second step is easier than the first), a single wave characteristic of a re-
versible 2e reduction (O + 2e ±± R2) is observed (i.e., Д£ р = 23RT/2F).

~ 20 to 50 t

100 -100 -200
E

-300 -400

Figure 6.6.3 Method of
allowing current of first wave to
decay before scanning second
wave. Upper curve: potential
program. Lower curve: resulting
voltammogram. System as in
Figure 6.6.1.
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Figure 6.6.4 Cyclic voltammograms
for a reversible two-step system at
25°C. Current function is analogous to
X(z) defined in (6.2.16). n2lnx = 1.0.
(a) A£° = -180 mV. (b) AE° = - 9 0
mV. (c) AE° = 0 mV. (d) AE° = 180
mV. [Reprinted with permission from
D. S. Polcyn and I. Shain, Anal. Chem.,
38, 370 (1966), Copyright 1966,
American Chemical Society.]

A case of particular interest occurs when AE° = -(2RT/F) In 2 = -35.6 mV (25°C).
This AE° occurs when there is no interaction between the reducible groups on O, and the
additional difficulty in adding the second electron arises purely from statistical (entropic)
factors (17). Under these conditions the observed wave has all of the shape characteristics
of a one-electron transfer even though it is actually the result of two merged one-electron
transfers. This same concept can be extended to the reduction of molecules containing к
equivalent, noninteracting, reducible centers (e.g., reducible polymers). For this case the
A£° between the first and kth electron transfers is given by

o Fo_ (2RT (6.6.1)

and again the reduction wave, now involving к merged waves, appears like a single one-
electron wave with respect to shape, even though the height corresponds to a ^-electron
process (18). From these considerations it is clear that for two one-electron transfer re-
actions, AE° values more positive than -(2RT/F) In 2 represent positive interactions
(i.e., the second electron transfer is assisted by the first), while A£° values more nega-
tive than —(2RT/F) In 2 represent negative interactions. Step wise electron transfers
(EE-reactions) are discussed in more detail in Sections 12.3.6 and 12.3.7; see also Pol-
cyn and Shain (16).

Linear sweep and cyclic voltammetric methods have been employed for numerous
basic studies of electrochemical systems and for analytical purposes. For example, the
technique can be used for in vivo monitoring of substances in the kidney or brain (19); a
typical example that employed a miniature carbon paste electrode to study ascorbic acid
in a rat brain is illustrated in Figure 6.6.5. These techniques are especially powerful tools
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Figure 6.6.5 Application of cyclic voltammetry to in vivo analysis in brain tissue, (a) Carbon
paste working electrode, stainless steel auxiliary electrode (18-gauge cannula), Ag/AgCl reference
electrode, and other apparatus for voltammetric measurements, (b) Cyclic voltammogram for ascorbic
acid oxidation at C-paste electrode positioned in the caudate nucleus of an anesthetized
rat. [From P. T. Kissinger, J. B. Hart, and R. N. Adams, Brain Res., 55,20 (1973), with permission.]

in the study of electrode reaction mechanisms (Chapter 12) and of adsorbed species
(Chapter 14).

6.7 CONVOLUTIVE OR SEMI-INTEGRAL TECHNIQUES

6.7.1 Principles and Definitions

By proper treatment of the linear potential sweep data, the voltammetric i-E (or i-i) curves
can be transformed into forms, closely resembling the steady-state voltammetric curves,
which are frequently more convenient for further data processing. This transformation
makes use of the convolution principle, (A.1.21), and has been facilitated by the availabil-
ity of digital computers for the processing and acquisition of data. The solution of the dif-
fusion equation for semi-infinite linear diffusion conditions and for species О initially
present at a concentration CQ yields, for any electrochemical technique, the following ex-
pression (see equations 6.2.4 to 6.2.6):

(6.7.1)

If the term in brackets, which represents a particular (convolutive) transformation of the
experimental /(0 data, is defined as /(r), then equation 6.7.1 becomes (20)

Co(0, t) =

where

(6.7.2)

(6.7.3)
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Following the generalized definition of the Riemann-Liouville operators, this integral
can be considered as the semi-integral of /(0, generated by the operator d~ll2ldt~112, so
that (21, 22)

л-1/2
^—- i(t) = m{f) = I(t) (6.7.4)
dt 1 / 2

Both m(t) and I(f), which represent the integral in equation 6.7.3, have been used in pre-
sentations of this transformation technique; clearly the convolutive (20) and semi-inte-
gral (21, 22) approaches are equivalent.

The transformed current data can be used directly, by (6.7.2), to obtain Co(0, t).
Under conditions where CQ(0, t) = 0 (i.e., under purely diffusion-controlled conditions),
/(0 reaches its limiting or maximum value, // [or, in semi-integral notation, m(t)max],
where

z ^ (6.7.5)

or

Note the similarity between this expression for the transformed current and that for the
steady-state concentration in terms of the actual current, (1.4.11). Similarly for species R,
assumed absent initially, the corresponding expression resulting from (6.2.9) is

These equations hold for any form of signal excitation in any electrochemical tech-
nique applied under conditions in which semi-infinite diffusion is the only form of mass
transfer controlling the current. No assumptions have been made concerning the re-
versibility of the charge-transfer reaction or even the form of the dependence of Co(0, 0
and CR(0, 0 on E. Thus, with the application of any excitation signal that eventually dri-
ves Co(0, 0 to zero, the transformed current /(0 will attain a limiting value, //, that can
be used to determine CQ by equation 6.7.5 (22).

If the electron-transfer reaction is nernstian, the application of equations 6.7.6 and
6.7.7 yields

where Ещ = £°' + (RT/nF) In (DR/Z)0)
1/2, as usual. Note that this expression is identical

in form with those for the steady-state or sampled-current i-E curves (equations 1.4.16
and 5.4.22). Transformation of a linear potential sweep i-E response thus converts the
peaked i-E curve to an S-shaped one resembling a polarogram (Figure 6.7.1).

6.7.2 Transformation of the Current-Evaluation of I(t)

Although analog circuits that approximate I(t) have been proposed (23), the function is
usually evaluated by a numerical integration technique on a computer. Several different
algorithms have been proposed for the evaluation (24, 25). The i-t data are usually divided
into N equally spaced time intervals between t = 0 and t = tf, indexed by j ; then I(t) be-
comes I(kAt), where Д/ = tf/N and к varies between 0 and N, representing t = 0 and
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t = tf as in Figure 6.7.2). One convenient algorithm, which follows directly from the defi-
nition of /(0, is (24)

/(/) = 1(Ш) = V (6.7.9)
тг1/2 j^VkAt-jAt + ^At

which is obtained from (6.7.3) by using t = kAt and и = jAt, and measuring / at the mid-
point of each interval. This can be simplified to

urn = -^ §i(jAt - \At) At
112

(6.7.10)

Figure 6.7.2 Division of
experimental i(f) vs. t [i(t) or vs. E(t)]
curve for digital evaluation of 7(0-



250 P Chapter 6. Potential Sweep Methods

Another algorithm, which is especially convenient for digital processing, is

(6.7.1
77 y = l V* 7^-

where T(x) is the Gamma function of*, where Г(1/2) = тг1/2, Г(3/2) = |тт1/2, Г(5/2) =
(|)(|)тг1/2, etc. Other algorithms based on standard methods of numerical evaluation of
definite integrals also have been used (20-22, 25, 26).

6.7.3 Irreversible and Quasireversible Reactions

The convolutive form for a totally irreversible one-step, one-electron reaction follows di-
rectly from the i-E expression with no back reaction, equation 3.3.11:

i = FAk°Co(0, t)e~af{E~EO) (6.7.12)

and the expression for Co(0, t), equation 6.7.6. Thus (20),

°l/2 a^E-E°f) (6.7.13)

or

E-go' + RTbjL + m.biLl™ ( 6 . 7 Л4)
aF pV2 aF i(t)

For a quasireversible one-step, one-electron reaction, the full equation 3.3.11 is em-
ployed, along with equations 6.7.6 and 6.7.7, to yield

Щ E-E°^ (6.7.15)

/(0 = k°Dol/2e-afiE-E0f) {/, - /(0[l + m} (6.7.16)
rv RT lfi RT h ~ /(0[l + £0]E = E° +Ц\п^-^Ц\п^ Ц1- — (6.7.17)

aF DV2 aF i(t)

where £ = (Do/DR)l/2 and в = exp[/(£ - E0)].
In deriving (6.7.14) and (6.7.17), we assumed that Butler-Volmer kinetics apply, as

expressed in the i-E characteristic, (3.3.11). Indeed, this assumption (or the adoption of
some other model) is necessary before equations can be derived for most electrochemical
approaches. However, with the convolutive technique, this assumption is not essential, for
the rate law can be written in the general form (27),

i(0 = FAkf(E)[Co(P91) - 0CR(O, 01 (6.7.18)

where kf(E) is the potential-dependent rate constant of the forward reaction and в is also
recognized as kb/k{. With (6.7.6) and (6.7.7),

р'-'у1} (6.7.19)
Analysis of experimental linear potential sweep experiments according to (6.7.19) or the
equivalent expression for a totally irreversible one-step, one-electron reduction (£6 « 1),

In kf (E) = In Dxg - In [// j ( ° ] (6.7.20)

yields In kf(E) as a function of £ at different v. If classic Butler-Volmer kinetics apply, then a
plot of In kf(E) vs. E should be linear with a slope —aF/RT. In an analysis of experimental
data for the electroreduction of te^nitrobutane in aprotic solvents, Saveant and Tessier (27)
noted significant deviations from linearity (after necessary corrections for double-layer ef-
fects were carried out), demonstrating that the a value was potential dependent, as is indeed
predicted by the microscopic theories of electron-transfer reactions (Section 3.6).
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Applications

The convolution technique offers a number of advantages in the treatment of linear sweep
data (and perhaps also in other electrochemical techniques). For a reversible reaction in a
cyclic voltammetric experiment, the curves of I(f) vs. E for the forward and backward
scans superimpose, with I(t) returning to zero at sufficiently positive potentials [where
CR(0, t) = 0]. This behavior has been verified experimentally (20, 25, 28) (Figure 6.7.3a).

For a quasireversible reaction, however, the forward and backward I(t) curves do not
coincide (Figure 6.13b). One can regard this effect as a consequence of the shifting of the
Epc and £ p a values from their reversible values. The procedure used to obtain the "re-
versible" Ец2 value for such a system is shown in Figure 6.1.3b (27).

-1.0 -1.1 -1.2 -1.3
E vs. SCE, volts

(a)

-1.4

5 х Ю " 5 -

I I I I I

- БхЮ" 6

-0.9 -1.3 -1.7
EN

(b)

Figure 6.7.3 Experimental cyclic voltammogram and convolution of (a) 1.84 mM
p-nitrotoluene in acetonitrile containing 0.2 M TEAP at HMDE, v = 50 V/s. [Reprinted with
permission from P. E. Whitson, H. W. Vanden Born, and D. H. Evans, Anal. С hem., 45, 1298
(1973). Copyright 1975, American Chemical Society.] (b) 0.5 mM tert-nitrobutane in DMF
containing 0.1 M TBAI, v = 17.9 V/s. Ещ determined for quasireversible system from £1/2 =
E{i = 0) - (RT/F) In [(// - // =o)/// =0] [From J.-M. Saveant and D. Tessier, / . Electroanal. Chem.,
65, 57 (1975), with permission.]
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Correction for the uncompensated resistance, Ru, is also much more straightforward
for I{t)-E curves than for the i(t)-E curve, since Ru affects the linearity of the potential
sweep at the electrode (see Section 6.2.4). For the I(t)-E curves, correction is accom-
plished simply by replacing the applied potential E by E' = E + iRu (20, 25, 28).

A procedure for correcting the /(0 curves for charging current has also been pre-
sented (10, 28). The charging current for a blank experiment in the absence of electroac-
tive compound, ib, is

'"5—sr- (6-7-21)
where Q is the potential-dependent capacitance (fiF) and E' is the potential corrected for Ru:

E' =E + ib
cRu = E{-vt+ ih

cRu (6.7.22)

Thus, at any given value of E\

Cd = l^—r (6.7.23)
v - Ru(dib

c/dt)

If Ru is known, the measured values of /£, and dibjdt allow the determination of Q as a
function of £". When substance О is introduced into solution, the total current, /t, is

it = if + k (6-7.24)

where /c may differ from i\ because of the presence of O. However, it is still true that

E' = E - vt + itRu (6.7.26)

and finally

(§) (6-7.27)

where Сд is assumed to be the same function of potential as determined in the blank ex-
periment. Correction of it for Q can be accomplished by (6.7.27) to give /f before the
convolution is performed.

Convolution methods simplify to some extent the treatment of data for electrode
processes with coupled chemical reactions (20) and may be useful in analytical appli-
cations (22).

Although data acquisition is carried out digitally in modern electroanalytical instru-
mentation, and convolution can be readily applied in computer-based instruments, this
approach has not been widely used. Most practitioners appear to prefer comparing con-
ventional voltammograms to those obtained via digital simulation.

6.8 CYCLIC VOLTAMMETRY OF THE
LIQUID-LIQUID INTERFACE

In Section 2.3.6 we considered ion transfer at the interface between two immiscible elec-
trolyte solutions (ITIES), where we found that a potential difference can arise because of
differential transfer of ions. Ion movement across the interface can also be driven by the ap-
plication of an external potential, and the rate of ion transfer can be detected as a current
flow. This response allows one to examine the ITIES via voltammetric methods in the same
way that electron transfer can be monitored at electrode surfaces (29-32).
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As shown in (2.3.47), the junction potential between phases a and /3 is given by

фР - фа = Д0ф = ( - l / z i F ) [ A G ^ 4 i + RT\n(aP/a?)] (6.8.1)

If one defines the standard free energy required to transfer species /, with charge zi? be-
tween the two phases, A G ^ T ^ , in terms of a standard potential difference, Д^ф? (the
standard Galvani potential of ion transfer of species / from a to /3) that is,

(6.8.2)

then (6.8.1) can be written in the form of a Nernst equation:

g0 = bfcfi + (RT/z{F) In (af/a?) (6.8.3)

As shown in Section 2.3.6, AG^^s^i, a n d hence Д^ф°, can be obtained from thermochemi-
cal, solubility, or potentiometric measurements (with an extrathermodynamic assumption).
Thus by sweeping the potential drop across the ITIES, the activities of species in the two
phases can be varied, with a resulting flow of current as ions cross the interface.

Consider the system shown in Figure 6.8.1, which can be represented as

Ref j8/(nitrobenzene) TBuATPB/o-/(H2O) LiCl/Ref a (6.8.4)

where TBuA+ is tetra-n-butylammonium, TPB is tetraphenylborate, Ref a and Ref P are ref-
erence electrodes, and a represents the interface. The values of the ionic transfer free energies
and the standard potential differences for the species in this system are given in Table 6.8.1
(29). The distributions of the four ions in this system, calculated from the data in this table and
(6.8.3), are shown in Figure 6.8.2a. Note that the interface in this case is unpoised, since no
common ion exists in both phases at open circuit. The salt LiCl is very hydrophilic and, with
no potential applied across the interface, resides almost totally in the aqueous phase, while
TBuATPB is hydrophobic and remains in the nitrobenzene. As shown in Figure 6.8.2, this re-
mains true for —250 mV < Â </>° < 150 mV. The situation is equivalent to having a plat-
inum electrode immersed in a solution that does not contain both halves of a redox couple.

If the potential across the interface is varied by applying a voltage between the work-
ing electrodes as shown in Figure 6.8.1, ions will tend to move across the interface. A
positive potential applied to the electrode in the aqueous phase (a negative А^ф) will tend
to transport Li + into the nitrobenzene and TPB~ into the aqueous phase. A negative po-
tential in the aqueous phase (producing a more positive Д^ф) will drive C\~ into the
nitrobenzene or TBuA+ into the aqueous phase. At any potential across the interface (in-

Wkoc Ref a

f
0.01 M Li+ СГ

0.01MTBuA+TPB"

Nitrobenzene

0

Wk(3 Refp

Figure 6.8.1 Schematic diagram for the
apparatus for cyclic voltammetry at the ITIES
between water and nitrobenzene. Ref a and Ref /3
are reference electrodes, Wk a and Wk /3 are
metal working electrodes.
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TABLE 6.8.1 Gibbs Energy of Transfer and Standard
Interfacial Potential Differences for Ion Transfer Between
Water and Nitrobenzene (29)a

Species AG? r^i

-396
455
256

-372
-41

aNote that a positive Gibbs energy implies that work must be

performed to move the species from the aqueous phase to the

nitrobenzene. For cations, a negative А^Ф? goes with a greater

tendency to remain in the aqueous phase, while for anions a positive

A ^ f shows greater tendency to remain in the aqueous phase.

Li
СГ
TBuA+

TPB"
TMA+

38.2
43.9

-24.7
-35.9

4.0

dicated by that measured between the two reference electrodes), the relative activities of
the ions at the interface can be calculated with (6.8.3), assuming equilibrium is attained
(see Problem 6.11). Within the potential range of about —0.2 to 0.15 V no appreciable
transfer occurs in this system, because the ratios (af/af) for the different ions are such
that negligible amounts of Li+ and Cl~ are in the nitrobenzene and negligible amounts of
TBuA+ and TPB~ are in the water. When the potential is swept beyond these limits, ion
transfer can occur, with TBuA+ moving into the aqueous phase and Cl~ moving into the
nitrobenzene at the positive extreme of А%ф, and TPB~ moving into the water and Li+

moving into the nitrobenzene at the negative extreme. Since these ionic movements repre-
sent passage of a net charge across the interface, they result in a current flow in the exter-
nal circuit. A current-potential curve for this system is shown in Figure 6.8.ЗА. The limits
shown are controlled by the commencement of movement of TBuA+ into the water at a
А%ф of about 100 mV and the movement of TBP~ into the water at Д^ф of about -200
mV. This curve resembles that seen as the faradaic background scan for metal-solution
interfaces. In general, the available potential window in which the ITIES behaves as an
ideal polarized interface depends upon the values of Д^ф? for the ions present in the aque-
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- TPB

-750
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Figure 6.8.2
(a) Distribution of ions in the
system in Figure 6.8.1 as a
function of the interfacial
Galvani potential difference,
А^ф. In the middle range, LiCl
is largely in the aqueous phase,
and TBuATPB is in the
nitrobenzene, (b) Distribution
for 0.01 M TMA+ in the same
system.
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Figure 6.8.3 Voltammetry with the cell
shown in (6.8.4). (A) Current-potential
curve for 0.1 M LiCl in the aqueous phase
and 0.1 M TBuATPB in the nitrobenzene;
(B) with addition of 0.47 mM TMeA+ to
the aqueous phase. Scan rate, 20 mV/s. In
this plot /\(p is the potential of the reference
electrode in the aqueous phase vs. that in
the nitrobenzene and includes junction
potentials at the liquid junctions of both
reference electrodes, so that A(p ~
300 - А%ф mV. Thus, the aqueous phase
becomes more positive as the scan extends
to the right, and a positive current
represents transfer of TMeA+ from
aqueous phase to nitrobenzene. [Reprinted
from P. Vanysek, Electrochim. Acta, 40,
2841 (1995), with permission from
Elsevier Science.]

this window isous and organic phases. Given typical maximum values of A
generally smaller than 0.6 to 0.7 V (29).

If an ion with a smaller Gibbs energy of transfer than that of the other ions is intro-
duced into one of the phases, it will transfer at smaller values of Д^ф within the potential
window governed by the other ions. For example, when tetramethylammonium ion
(TMA+) is added to the aqueous phase, its A ^ f value is such that it transfers more read-
ily than TBuA+ between the water and nitrobenzene (Figure 6.8.2/?). When the concentra-
tion of this ion is small (typically 0.1 to 1 mM), the rate of transfer across the interface is
usually governed by the rate of mass transfer of the ion to the interface. Under these con-
ditions, a scan of current vs. potential drop across the interface resembles a typical cyclic
voltammogram (Figure 6.8.35).

Such voltammograms show the same characteristics as those of nernstian faradaic
waves at the metal/solution interface, that is, peak potential independent of u, peak cur-
rent proportional to vl/2, peak splitting of 59 mV/|zi|, and proportionality of peak current
with concentration. Such measurements are often complicated by uncompensated resis-
tance effects because of the high resistance of the organic phase. In almost all cases inves-
tigated, the voltammograms do not show effects of slow ion transport across the interface;
that is, they are reversible. Thus, measurements like these can be used to find Gibbs ener-
gies of transfer, diffusion coefficients, and solution concentrations. By exploiting ITIES,
voltammetric electrodes can be prepared for ions that are not electroactive in the faradaic
sense. For example, a voltammetric lithium ion electrode can be fabricated based on Li +

transfer between water and an immiscible oil (o-nitrophenylphenylether) containing a
crown ether to facilitate specific ion transport (33).
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6.10 PROBLEMS

6.1 Derive (6.2.6) from (6.2.4) and (6.2.5).

6.2 Show that equations (6.2.8) and (6.2.9) lead directly to (5.4.26).

6.3 From the data in Table 6.3.1 plot the linear potential sweep voltammograms, that is, Trl'2x(bt) vs.
potential for a one-step, one-electron process with several values of k°, given a = 0.5, T = 25°C,
v = 100 mV/s, and Do = 10~5 cm2/s. Compare these results with those for a nernstian reaction
shown in Figure 6.2.1.

6.4 T. R. Mueller and R. N. Adams (see R. N. Adams, "Electrochemistry at Solid Electrodes," Marcel
Dekker, New York, 1969, p. 128) suggested that by measurement of ip/vl/2 for a nernstian linear po-
tential sweep voltammetric curve, and by carrying out a potential step experiment in the same solu-
tion at the same electrode to obtain the limiting value of itl/2, the n value of an electrode reaction
can be determined without the need to know A, C*, or Do. Demonstrate that this is the case. Why
would this method be unsuitable for irreversible reactions?

6.5 The oxidation of o-dianisidine (o-DIA) occurs in a nernstian 2e reaction. For a 2.27 mM solution of
o-DIA in 2 M H2SO4 at a carbon paste electrode of area 2.73 mm2 with a scan rate of 0.500 V/min,
/p = 8.19 fiA. Calculate the D value for o-DIA. What /p is expected for v = 100 mV/s? What /p will
be obtained for v = 50 mV/s and 8.2 mM o-DIA?

6.6 Figure 6.10.1 shows a cyclic voltammogram taken for a solution containing benzophenone (BP)
and tri-/?-tolylamine (TPTA), both at 1 mM in acetonitrile. Benzophenone can be reduced inside
the working range of acetonitrile and TPTA can be oxidized. However, benzophenone cannot be
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Figure 6.10.1
Cyclic voltammogram
of benzophenone and
tri-/?-tolylamine in
acetonitrile. [From P. R.
Michael, PhD Thesis,
University of Illinois at
Urbana-Champaign, 1977,
with permission.]

oxidized, and TPTA cannot be reduced. The scan shown here begins at 0.0 V vs. QRE and first
moves toward positive potentials. Account for the shape of the voltammogram.
(a) Assign the voltammetric features between +0.5 and 1.0 V and between —1.5 and -2.0 V to

appropriate electrode reactions. Comment on the heterogeneous and homogeneous kinetics per-
taining to these electrode reactions.

(b) Why does the falloff in current appear between 0.7 and 1.0 V vs. QRE?
(c) What constitutes the anodic and cathodic currents seen at -1 .0 V vs. QRE?

6.7 K. M. Kadish, L. A. Bottomley, and J. S. Cheng presented results of a study of the interactions be-
tween Fe(II) phthalocyanine (FePc) and various nitrogen bases, such as imidazole (Im).

Iron phthalocyanine, FePc Im

The work was carried out in dimethylsulfoxide (DMSO) containing 0.1M tetraethylammonium per-
chlorate (TEAP). Some results are shown in Figure 6.10.2. In (a), couples I and II both show peak
potentials and current functions that are invariant with scan rate. Interpret the voltammetric proper-
ties of the system before and after addition of imidazole.

6.8 Consider the electrochemical reduction of molecular oxygen in an aprotic solvent such as pyridine
or acetonitrile. In general, a cyclic voltammogram like that in Figure 6.10.3 is obtained. A sam-
pled-current voltammogram on a 4-s timescale at a mercury electrode (i.e., a polarogram, Section
7.2) gives a linear plot of E vs. log [(/d — /)//] with a slope of 63 mV. The reduction product at
— 1.0 V vs. SCE gives an ESR signal. If methanol is added in small quantities, the cyclic voltam-
mogram shifts toward positive potentials, the forward peak rises in magnitude, and the reverse
peak disappears. These trends continue with increasing methanol concentration until a limit is
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Potential (V vs. SCE)

-1.4

Figure 6.10.2 Cyclic voltammograms
of 1.18 mM FePc in Me2SO/imidazole
mixtures containing 0.1 M TEAP. Scan rate
0.100 V/s. Imidazole concentrations: (a)
0.00 M; (b) 0.01 M; (c) 0.95 M. [Reprinted
with permission from К. М. Kadish, L. A.
Bottomley, and J. S. Cheng, /. Am. С hem.
Soc, 100, 2731 (1978). Copyright 1978,
American Chemical Society.]

reached with reduction near —0.4 V vs. SCE. The polarogram under these limiting conditions is
approximately twice as high as it was in methanol-free solution, and the wave slope is 78 mV.

(a) Identify the reduction product in methanol-free solution.

(b) Identify the reduction product under limiting conditions in methanol-containing solution.

(c) Comment on the charge-transfer kinetics in methanol-free solution.

(d) Explain the voltammetric responses.

6.9 Cyclic voltammetry was studied for a DMF solution containing 0.68 mM azotoluene and 0.10 M TBAP
at 25°C. The working electrode was a Pt disk with A = 1.54 mm2, and the reference electrode was an
SCE. A typical cyclic voltammogram is shown in Figure 6.10.4, and other data are tabulated below.

Azotoluene

Coulometry shows that the first reduction step involves one electron. Work up these data and dis-
cuss what information is obtained about the reversibility of the reactions, stability of products, dif-

Cathodic

Anodic

-0.6 -0.8 -1.0 -1.2

Figure 6.10.3 Cyclic voltammogram at an
HMDE of oxygen in pyridine with 0.2 M
TBAP. Frequency 0.1 Hz. [Reprinted with
permission from M. E. Peover and B. S.
White, Electrochim. Ada, 11, 1061 (1966).
Copyright 1966, Pergamon Press PLC]
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Figure 6.10.4
Cyclic voltammogram
of azotoluene in
AW-dimethylformamide.
[See J. L. Sadler and
A. J. Bard, / . Am. Chem.
Soc, 90, 1979 (1968).]

fusion coefficients, etc. (This is a set of actual data, so don't expect numbers to conform exactly to
theoretical treatments.)

Scan rate
(mV/sec)

430
298
203

91
73

ipc

(M)
8.0
6.7
5.2
3.4
3.0

First Wavea

ipa
(MA)

8.0
6.7
5.2
3.4
2.9

£pc
(Vvs.

1.42
1.42
1.42
1.42
1.42

~£pa
SCE)

1.36
1.36
1.36
1.36
1.36

QiA

7.0
6.5
4.7
3.0
2.8

Second Wave

- £ P c
) (Vw

2.10
2.09
2.08
2.07
2.06

-Л/2
?. SCE)

2.00

2.00

2.00

1.99
1.98

aFor scan reversed 100 mV past Epc.

6.10 R. W. Johnson described the electrochemical behavior of 1,3,5-tri-teTt-butylpentalene (I).

Solutions of I in CH3CN with 0.1M tetra-n-butylammonium perchlorate (ТВ АР) were subjected to
polarographic and cyclic voltammetric examination. The results were as follows:

Polar-ography.9 one wave at Ец2 — -1.46 V vs. SCE. Wave slope of 59 mV.

Cyclic voltammetry. Illustrated in Figure 6.10.5; the scan starts at 0.0 V vs. SCE and moves
first in a positive direction.

In addition, bulk electrolysis at +1.0 V produced a green solution giving a well-resolved ESR spec-
trum, and bulk electrolysis at -1.6 V gave a magenta solution that also produced a well-resolved
ESR spectrum. Both bulk transformations were carried out in CH2C12.
(a) Describe the chemistry of the system.
(b) Account for the shape of the cyclic voltammetric curve. Identify all peaks.
(c) Interpret the polarogram and relate the cyclic voltammogram to it.

(d) What would you expect the diffusion current constant for the polarogram to be (in conventional
units)? TakeDj = 2 X 10~5 cm2/s.

9Polarography is sampled-current voltammetry at a dropping mercury electrode. The time scale is normally \-\
s. See Sections 7.1 and 7.2.
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+0.8 0.0 -0.8 -1.6 -2.4

Figure 6.10.5 Cyclic voltammogram of I in
CH3CN with 0.1 M TBAP at a Pt electrode vs.
SCE and at a scan rate of 500 mV/s. [Reprinted
with permission from R. W. Johnson, / . Am.
Chem. Soc, 99, 1461 (1977). Copyright 1977,
American Chemical Society.]

(e) Make sketches showing the expected variations with v of forward peak current and A£p for the
couple responsible for the green solution. Do the same for the couple responsible for the ma-
genta solution.

6.11. Sketch the distribution diagrams for the water/1,2-DCE system (concentration of ion in water/total
concentration of that ion vs. E) for the four ions (Li+, СГ, TPAs+, TPB~) using the following
A G ^ | r л values (kJ/mol): Li+, 48.2; СГ, 46.4; TPAs\ -35.1; TPB~, -35.1. Use this plot to pre-
dict the current-potential behavior, such as that shown in Figure 6.8.ЗА

6.12 (a) A study of the heterogeneous electron-transfer rate for the oxidation of ferrocene in acetonitrile
(0.5 M TBABF4) produced the following [M. V. Mirkin, Т. С Richards, and A. J. Bard, /.
Phys. Chem., 97, 7672 (1993)]: k° = 3.7 cm/s and DR= 1.70 X 10~5 cm2/s. Calculate ф and
A£p for the cyclic voltammetric oxidation of ferro cene at 25°C, assuming DR — £>0, at scan
rates of 3, 30, 100, 200, 300, and 600 V/s.

(b) The results tabulated below were reported for AEp as a function of v for the oxidation of 2 mM
ferrocene in acetonitrile (0.1 M ТВABF4) at а 25-/Ш1 diameter Au electrode [I. Noviandri et.
al., /. Phys. Chem., 103, 6713 (1999)]. How do you account for these results based on the cal-
culations in part (a)?

u(V/s) 3.2 32 102 204 297 320 640

A£p(mV) 77 94 96 120 134 158 300



CHAPTER

7
POLAROGRAPHY AND

PULSE VOLTAMMETRY

In Chapter 5, we laid a foundation for understanding controlled-potential methods gen-
erally and potential step methods in particular. The focus there was on broadly applica-
ble concepts, so we restricted our view of voltammetry to the basic sampled-current
idea. Building on that development of fundamentals, we followed in Chapter 6 with a
full treatment of potential sweep methods, including cyclic voltammetry, which has be-
come so important in practice. Now we return to voltammetry based on potential step
waveforms. Originating historically with dc polarography (the simplest form of
voltammetry at the dropping mercury electrode), this group of methods has become
quite diverse as more complex schemes have been devised for applying potential steps
and sampling currents. The name pulse voltammetry is often used to encompass the
group aside from dc polarography. We have already encountered normal pulse voltam-
metry (NPV) as the most straightforward version of sampled-current voltammetry. NPV
is often carried out with a dropping mercury electrode, in which case it is called normal
pulse polarography (NPP).

Because these methods are so deeply rooted in the polarographic tradition and even
now are frequently used with polarographic electrodes, we begin with a discussion of phe-
nomena at dropping mercury electrodes and then develop the subject through conven-
tional polarography and into various forms of pulse voltammetry.

7.1 BEHAVIOR AT POLAROGRAPHIC ELECTRODES

7.1.1 The Dropping Mercury and Static Drop Electrodes

An instrument of enormous importance to the history of electroanalytical chemistry is the
dropping mercury electrode (DME), which was invented by Heyrovsky (1) for measure-
ments of surface tension (Section 13.2.1). Using the DME, he discovered a form of
voltammetry, which he named "polarography" and which became the foundation for most
of the methods discussed in this book. Heyrovsky was recognized with the Nobel Prize
in Chemistry for his achievement. The term polarography has since become a general
name for voltammetry at a dropping mercury electrode. In this book, we refer to the his-
toric form as dc polarography or conventional polarography.

Figure 7.1.1 depicts a classical dropping mercury electrode. Several excellent dis-
cussions of the construction and operation of the electrode are available (2-6). A capil-
lary with an internal diameter of ~5 X 10~3 cm is fed by a head of mercury 20 to 100
cm high. Mercury issues through the capillary to form a nearly spherical drop, which
grows until its weight can no longer be supported by the surface tension. A mature drop
typically has a diameter on the order of 1 mm. If electrolysis occurs during the drop's

261
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Figure 7.1.1 A dropping mercury electrode.

growth, the current has a time dependence that reflects both the expansion of the spheri-
cal electrode and the depletion effects of electrolysis. Upon falling, the drop stirs the so-
lution and largely (but not completely1) erases the depletion effects, so that each drop is
born into fresh solution. If the potential does not change much during the lifetime of a
drop (2-6 s), the experiment is indistinguishable from a step experiment in which the po-
tential transition coincides with the birth of a new drop. Each drop's lifetime is itself a
new experiment.

The classical DME has two principal disadvantages. First, it has a constantly chang-
ing area, which complicates the treatment of diffusion and creates a continuous back-
ground current from double-layer charging. Second, its time scale is controlled by the
lifetime of the drop, which cannot be varied conveniently outside the range of 0.5-10 s.

By 1980, Princeton Applied Research Corporation, later followed by others, had
commercialized a replacement for the classical DME that does not suffer these drawbacks
(7, 8). The static mercury drop electrode (SMDE, Figure 7.1.2) is an automated device in
which the mercury flow is controlled by a valve. A head of only about 10 cm drives mer-
cury through a wide-bore capillary when the valve is opened in response to an electrical
signal. A drop is extruded in less than 100 ms, then growth is stopped by closure of the
valve. The drop remains in place until a mechanical, solenoid-driven drop knocker dis-
lodges it upon receiving another electronic signal. The SMDE can serve as a hanging
mercury drop electrode (HMDE) or, in a repetitive mode, as a replacement for the DME.
In the latter role, it retains all of the important advantages of the DME (Section 7.1.3), and
it has the added feature that the area does not change at the time of measurement. Most
contemporary polarographic work is carried out with SMDEs.

In the sections below, we will discuss polarographic concepts first in the context of
the DME, then with reference to the SMDE.

Additional fine points about behavior at the DME are discussed in Section 5.3 of the first edition.



7.1 Behavior at Polarographic Electrodes 263

Hg reservoir

Electronically
controlled valve

Open

Closed

Drop knocker

Large-bore capillary

П
Time

Counter electrode

Figure 7.1.2 Schematic diagram of a static mercury drop electrode. The typical unit includes a
cell stand, as shown here, and facilities for stirring and deaeration of the solution by bubbling with
an inert gas. These functions are normally controlled electronically by an automated potentiostat,
which also manages the issuance and dislodgment of the mercury drops and applies the potential
program that they experience while they are active as working electrodes. When a new drop is
needed, the old one is dislodged by a command to the drop knocker, then the electronically
controlled valve is opened for 30-100 ms (see graph on left). The drop is formed during this brief
period (see graph on right), then it remains indefinitely stable in size as it is employed as the
working electrode.

7.1.2 Diffusion-Limited Responses at the DME and SMDE

(a) The Ilkovic Equation
Let us consider the current that flows during a single drop's lifetime when a DME is held
at a potential in the mass-transfer-controlled region for electrolysis. That is, we seek the
diffusion-limited current, essentially as we did in Section 5.2 for stationary planar and
spherical electrodes. The problem was solved by Koutecky (9, 10), but the treatment re-
quires consideration of the relative convective movement between the electrode and so-
lution during drop growth. The mathematics are rather complicated and give little
intuitive feel for the effects involved in the problem. The treatment we will follow, origi-
nally due to Lingane and Loveridge (11), makes no pretense to rigor. It is only an outline
to the problem, but it highlights the differences between a DME and a stationary elec-
trode (3, 11-14).

The typical values of drop lifetime and drop diameter at maturity ensure that linear
diffusion holds at a DME to a good approximation [Section 5.2.2(c)]. Thus, we begin
by invoking the Cottrell relation, (5.2.11), while remembering that for the moment we
are considering electrolysis only at potentials on the diffusion-limited portion of the
voltammetric response curve. Since the drop area is a function of time, we must deter-
mine A(t) explicitly. If the rate of mercury flow from the DME capillary (mass/time) is
m and the density of mercury is с1щ, then the weight of the drop at time t is

mt = &ridHg (7.1.1)
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The drop's radius and its area are then given by

Substitution into the Cottrell relation gives

jyH2W'3tm (7-1.4)
In addition to the effect of the changing area, which progressively enlarges the diffu-

sion field, there is a second consideration that we might call the "stretching effect." That
is, at any time t, expansion of the drop causes the existing diffusion layer to stretch over a
still larger sphere, much like the membrane of an expanding balloon. This has the effect
of making the layer thinner than it otherwise would be, so that the concentration gradient
at the electrode surface is enhanced and larger currents flow. It turns out that the result is
the same as if the effective diffusion coefficient were (7/3)DQ; hence (7.1.4) requires mul-
tiplication by (7/3)1/2:

Evaluating the constant in brackets, we have

(7.1.6)lA =

where i& is in amperes, DQ in cm2/s, CQ in mol/cm3, m in mg/s, and t in seconds. Alterna-
tively, /d can be taken in /xA, and CQ in mM.

Ilkovic was first to derive (7.1.6); hence this famous relation bears his name (12-16).
His approach was much more exact than ours has been, as was that of MacGillavry and
Rideal (17), who provided an alternative derivation a few years afterward. Actually the
Lingane-Loveridge approach is not independent of these more rigorous treatments, for
they arrived at the (7/3)1/2 stretching coefficient merely by comparing the bracketed factor
in (7.1.4) with the factor 708 given by Ilkovic and by MacGillavry and Rideal. All three
treatments are based on linear diffusion.

Figure 7.1.3 is an illustration of the current-time curves for several drops as pre-
dicted by the Ilkovic equation. Immediately apparent is that the current is a monotoni-
cally increasing function of time, in direct contrast to the Cottrell decay found at a
stationary planar electrode. Thus, the effects of drop expansion (increasing area and
stretching of the diffusion layer) more than counteract depletion of the electroactive sub-
stance near the electrode. Two important consequences of the increasing current-time
function are that the current is greatest and its rate of change is lowest just at the end of
the drop's life. As we will see, these aspects are helpful for applications of the DME in
sampled-current voltammetric experiments.

Dc polarograms, as obtained in historic practice, are records of the current flow at a
DME as the potential is scanned linearly with time, but sufficiently slowly (1-3 mV/s)
that the potential remains essentially constant during the lifetime of each drop. This con-
stancy of potential is the basis for the descriptor "dc" in the name of the method. In more
modern practice, the potential is applied as a staircase function, such that there is a small
shift in potential (normally 1-10 mV) at the birth of each drop, but the potential otherwise



7.1 Behavior at Polarographic Electrodes *4 265

2-4 s

- Drop fall

Figure 7.1.3 Current
growth during three
successive drops of a

~~t DME.

remains constant as a drop grows through its lifetime. The current oscillations arising
from the growth and fall of the individual drops are ordinarily quite apparent if the current
is recorded continuously. A typical case is shown in Figure 7.1.4. The most easily mea-
sured current is that which flows just before drop fall, and within the linear approximation
it is given by

(7.1.7)

where £max is the lifetime of a drop (usually called the drop time and often symbolized
merely as t).2'3

(b) Transient Behavior at the SMDE
In most respects, the SMDE presents a much simpler situation than the classical DME,
because the drop is not growing during most of its life. In parallel with our discussion
of diffusion-controlled currents at the DME, we confine our view now to the situation
where the SMDE is held constantly at a potential in the mass-transfer controlled re-
gion. In the earliest stages of a drop's life (on the order of 50 ms), when the valve con-
trolling mercury flow is open and the drop is growing, the system is convective. Mass
transfer and current flow are not described simply. After the valve closes, and the drop
stops growing, the current becomes controlled by the spherical diffusion of electroac-
tive species.

2Much of the older polarographic literature involves measurements of the average current, /d, flowing during a
drop's lifetime. This practice grew up when recording was typically carried out by damped galvanometers that
responded to the average current. From the Ilkovic equation, one can readily find id to be six-sevenths of the
maximum current:

*d = 607 nDo Com tmax

The first edition has more on average currents, including a discussion of Koutecky's treatment of the effects of
sphericity (pp. 150-152).
3Sometimes polarographic current-potential curves show peaks, called polarographic maxima, which
can greatly exceed the limiting currents due to diffusion. These excess currents arise at the DME from
convection around the growing mercury drop. The convection apparently comes about (a) because differences
in current density at different points on the drop (e.g., at the shielded top versus the accessible bottom) cause
variations in surface tension across the interface, or (b) because the inflow of mercury causes disturbances of the
surface. Surfactants, such as gelatin or Triton X-100, termed maximum suppressors, have been found
experimentally to eliminate these maxima and are routinely added in small quantities to test solutions when the
maxima themselves are not of primary interest. Convective maxima are rarely important in polarography at an
SMDE.
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Figure 7.1.4 Polarogram for 1 mM CrO^" in deaerated 0.1 M NaOH, recorded at a DME. The
Ilkovic equation describes current flow in the plateau region, at potentials more negative than about
-1.3 V. The lower curve is the residual current observed in the absence of СЮ4". The recorder
was fast enough to follow the current oscillations through most of each drop's life, but not at the
moment of drop fall, as one can see by the fact that the trace does not reach the zero-current line
before starting a fresh rise with the new drop.

This system is similar to that treated in Section 5.2.2, but the parallel is not exact be-
cause of the drop growth and convection in the early part of the experiment. After the
drop becomes static, the current declines with time toward an asymptote. This behavior
differs markedly from that at the DME, where the current rises with time because of con-
tinuous expansion of the drop. If the current at the SMDE is sampled electronically at a
time т after the birth of the drop, then the current sample is given approximately from
(5.2.18) as,

(7.1.8)

where r$ is the radius of the mercury droplet. This equation cannot describe the experi-
ment reliably in the early stage, but it becomes a better descriptor at later times, as the pe-
riod of growth becomes a smaller portion of the whole experiment.

In practice, an SMDE is rarely operated in this dc polarographic mode, precisely be-
cause of the unfavorable current-time profile during the life of each drop and the poor
control of mass transfer in the formative stage, when currents are high. Instead, better
measurement conditions are created by manipulating the potential carefully during the life
of each drop. During the period when the drop is born and brought to maturity, the poten-
tial is controlled at a value where there is no significant electroactivity. After the drop be-
comes static the potential is changed to a value where a current measurement can be
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taken. If this change involves stepping the potential to a value in the mass-transfer-con-
trolled region, the experiment fulfills all of the conditions assumed in Section 5.2.2 with-
out being compromised by the growth of the drop. If the current is then sampled at time r,
measured with respect to the leading edge of the potential step (rather than the birth of the
drop), then the sampled current is given rigorously by (7.1.8). This experiment is known
as normal pulse polarography and is described in more detail in Section 7.3.2. A normal
pulse polar ogram is recorded by imposing a slightly larger potential step on each succes-
sive drop and making a plot of the sampled current vs. step potential, essentially exactly
as outlined in Figure 5.1.3.

Usually the sampling time т is short enough that the diffusion layer thickness remains
small compared to % so that the second (spherical) term of (7.1.8) is negligible. Thus, the
sampled limiting-current, based on linear diffusion, is given by the Cottrell equation,

which is the SMDE's analogue to the Ilkovic equation. Because the current declines with
increasing sampling time, it is advantageous to keep that time to a minimum. A typical
pulse width (and sampling time) is 50 ms.

Normal pulse polarography can also be carried out with a DME as discussed in Sec-
tion 7.3.2.

7.1.3 Polarographic Analysis

The DME and SMDE share many advantages for practical electroanalysis (3, 6, 18, 19).
The dropping action is very reproducible, and the surface is continuously renewed. These
factors make high-precision measurements possible (5), and the latter carries the addi-
tional advantage that the electrode is not permanently modified by material that deposits
in or on the electrode (as does occur by adsorption of species from solution or in the
course of electrodeposition of metals). The current-time curves at the DME, which feature
minimal rates of current change as the maximum current is approached (and also a maxi-
mum current identified with the end of drop life), are well adapted to sampled-current
voltammetry. The favorable time profile is sacrificed at the SMDE in favor of shorter
sampling times, shorter drop times, faster runs, and higher currents. With either elec-
trode, sampled-current voltammetry is convenient for multicomponent analysis, because
current plateaus are obtained in the mass-transfer-limited region of each wave; hence flat
(or at least linear) baselines apply to each of several successive waves (Sections 5.6 and
7.1.5). The repeated dropping and stirring action make it possible, in effect, to carry out a
succession of step experiments with a constant potential or a slowly varying ramp applied
to the electrode. With a DME, sampling can be carried out just by observing the locus of
maximum currents on the current-potential curve, and this is the basis for dc polarography
in the classic form. With the SMDE, sampling must be done electronically, but it is easy
to accomplish.

Another important advantage of the DME or SMDE is the very high overpotential for
hydrogen discharge on mercury surfaces. In many media, this process is the cathodic
background reaction; thus the high overpotential means that the background limit is
pushed to more negative potentials, and it becomes possible to observe electrode reactions
that occur at rather extreme potentials. An example is the reduction of the sodium ion to
sodium amalgam in basic aqueous media, which is observable as a clean wave well before
the background limit is reached. The exothermicity and the vigor of sodium's reaction
with water testifies to the much smaller energy change involved in the reduction of H +
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compared with the reduction of Na+. It is the sluggish kinetics of the former that makes
possible observations of higher-energy processes, such as the latter.

Actually, this particular case is aided by another nice feature of the DME or SMDE,
namely the ability to form amalgams. Since sodium amalgam is spontaneously formed:

Na + Hg -> Na(Hg) AG° < 0 (7.1.10)

the amalgam lies at a lower position on the free energy scale than metallic sodium. The
free energy for Na+ reduction to Na(Hg) is therefore less than for reduction to the metal,
and the standard potential is correspondingly more positive. This is a general feature of
electrode processes that involve reductions to amalgams, and it, like the high hydrogen
overpotential, contributes to a widening of the range of processes that can be studied at
the DME and SMDE.

The chief disadvantage of polarographic methods lies in the inability of mercury
electrodes to operate at potentials much more positive than 0.0 V vs. SCE. The anodic
limit, which arises from the oxidation of mercury, is always near that potential, although
it depends somewhat on the medium.

Quantitative polarographic analysis is based on the linear linkage between the diffu-
sion current and bulk concentration of the electroactive species. In general, the most pre-
cise measurements of concentration are carried out by constructing a calibration curve
with a set of standard solutions. In routine work, ± 1 % precision can be obtained (3,6, 18,
19); however, Lingane (5) showed that ±0.1% is possible with careful precautions. His
work demonstrated that most sources of imprecision involve temperature effects of some
sort. Chief among them is the temperature dependence of mass transport itself, for the dif-
fusion coefficient increases by 1-2% per degree. Even at the 1 % precision level, thermo-
stating of the cell is required. For more details on actual measurements, the literature
should be consulted (3, 16, 18, 19).

Standard addition and internal standard methods are also used in concentration mea-
surements. They are implemented in the obvious ways and usually are capable of preci-
sion of a few percent.

Unique to dc polarographic analysis, and to the DME, is the "absolute" method
for evaluating concentrations, which was advocated by Lingane (20). A rearrangement
of the Ilkovic equation for maximum currents, placing all the experimental variables
(/d, Wx> w» and CQ) on one side, gives

This diffusion current constant, (/)max, is independent of the specific values of m, rmax,
and CQ used in the measurement. Since it depends only on n and D o , it is a constant of the
electroactive substance and the medium in much the same way that molar absorptivity, s,
is a constant of the system for optical measurements. Given (/)max for the system at hand,
one can evaluate CQ simply by measuring /</, £max, and m. No standards are needed. The
method is not wholly accurate, because (7.1.7) is itself an approximation. Many workers
have reported diffusion current constants and large tabulations exist (21-25).

Because the DME is now in declining use, diffusion current constants are rarely re-
ported in new literature; however the data in older literature4 remain useful in characteriz-

4Since the older work was often based on average limiting currents, many reported diffusion current constants
are defined from the version of the Ilkovic equation for average currents, which gives:

Thus I = (6/l)(I)n
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ing electrode processes, particularly as indicators of я-values or diffusion coefficients. In
general, one-electron, two-electron, and three-electron reactions have constants in the
ranges of 1.5-2.5, 3.CM-.5, and 4.5-7.0, respectively, whenever media with water-like vis-
cosities (~1 cP) are employed. This criterion can be extended to other media via
Walden s Rule (14), which notes that for most substances the diffusion coefficients in two
media, 1 and 2, are related to the viscosities 171 and щ by

(7.1.12)

Thus

, (7.1-13)

All of this rests upon the fact that diffusion coefficients for most ions and small mole-
cules have similar values in a single medium. Exceptions include H + and OH~ in aque-
ous media, oxygen generally, polymers, and large biomolecules. Even though (/)max o r I
can be used conveniently to estimate D values, discretion is needed because of the limita-
tions in the Ilkovic equation.

In its basic "dc" mode, polarographic analysis is carried out most precisely in the
range from 0.1 to 10 mM. Comments above about precision generally apply to this re-
gion. Above 10 mM, electrode processes tend to cause such large alterations in solution
composition near the electrode that density gradients arise, convection becomes a prob-
lem, and currents may be erratic. Also, such concentrated samples can produce large
currents, which can be accompanied by large iRu, leading to inaccurate potentials and
broadened waves. At the other end of the working range, useful measurements can
sometimes be carried out near 10~5 M; however charging current (Section 7.1.5) be-
comes a severe interference at the DME and effectively sets the detection limit for dc
polarography, whether the sampling is done visually or electronically. The SMDE is
usually employed with the more sophisticated polarographic methods discussed in Sec-
tion 7.3, which are preferred to dc polarography because they provide better sensitivi-
ties and background suppression.

7.1.4 Effect of Mercury Column Height at a DME

In work with a dropping mercury electrode, the height of the mercury column above the
capillary tip governs the pressure driving mercury through the DME, thus it is a key deter-
minant of m (13, 14). In turn, m controls the drop time rm a x, because the maximum mass
that the surface tension can support (mtm3iX) is a constant defined by

mtmaxg = 2тггсу (7.1.14)

where g is the gravitational acceleration, rc is the radius of the capillary, and у is the sur-
face tension of the mercury water interface.

The first edition covered this topic in greater detail5 and included a demonstration
that m is inversely proportional to a corrected column height, hC0TT, which is obtained
from the actual height by applying two small adjustments.

The Ilkovic relation shows that the diffusion-limited current is proportional to
m2/3^max> which in turn is proportional to h^n h~J^e = hxj^u. This square-root dependence
of the limiting current on corrected column height is characteristic of processes that are
limited by the rate of diffusion, and it is used as a diagnostic criterion to distinguish this

5First edition, p. 155.
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case from other kinds of current limitation. For example, the current could be limited by
the amount of space available on an electrode surface for adsorption of a faradaic product,
or it might be limited by the rate of production of an electroreactant in a preceding homo-
geneous chemical reaction.

Column height is not of interest in work with an SMDE, because mercury does not
flow at the time when currents are sampled. The test for diffusion control at an SMDE is
to vary the sampling time and to examine whether the limiting current varies as the in-
verse square-root of sampling time. This procedure, like testing for dependence of limit-
ing current on the square-root of column height at a DME, has its origin in the time
dependence of the diffusion-layer thickness (Section 5.2.1).

7.1.5 Residual Current

In the absence of an electroactive substance of interest, and between the anodic and ca-
thodic background limits, a residual current flows (3, 6, 14, 26). It is composed of a cur-
rent due to double-layer charging and a current caused by low-level oxidation or
reduction of components in the system. The residual faradaic currents arise from (a)
trace impurities, (such as heavy metals, electroactive organics, or oxygen), (b) from the
electrode material (which often undergoes slow, potential-dependent faradaic reactions),
or (c) from the solvent and supporting electrolyte (which can produce small currents over
a wide potential span via reactions that, at more extreme potential, become greatly accel-
erated and determine the background limits).

The nonfaradaic current (often called the charging or capacitive current) can make
the residual current rather large at a DME, even in highly purified systems where the
faradaic component is small. Because the DME is always expanding, new surface appears
continuously. It must be charged to reflect the potential of the electrode as a whole; there-
fore a charging current, iC9 is always required.

An expression for it can be obtained as follows. The charge on the double layer is
given by

q=-CiA(E-Ez) (7.1.15)

where Q is the integral capacitance of the double layer (Section 13.2.2) and A is the
electrode area. The difference E - Ez is the potential of the electrode relative to the
potential where the excess charge on the electrode is zero. That point, Ez, is called
the potential of zero charge (the PZC; see Section 13.2.2). One can think of the ex-
pansion at the DME as creating new surface in an uncharged state, which then re-
quires charging from the PZC to the working potential. By differentiating (7.1.15),
one obtains

/c = ̂  = C i ( £ z - £ ) f (7.1.16)

since Q and E are both effectively constant during a drop's lifetime. From (7.1.3), dA/dt
can be obtained, and one finds that

/c = 0.00567Ci(£z - E)m2/3t~l/3 (7.1.17)

where ic is in fxA if Q is given in ^F/cm2. Typically, Q is 10 to 20 fiF/cm2. Several im-
portant conclusions can be drawn from (7.1.17):

1. The average charging current over a drop's lifetime is about the same magnitude
as the average faradaic current for an electroactive substance present at the 10~5
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M level; thus we understand why the ratio of limiting current to residual current
degrades badly at a DME in this concentration range. Charging current, more
than any other factor, limits detection in dc polarography at a DME to concentra-
tions above 5 X 10" 6 M or so (Section 7.3.1).

2. Note that if C\ and tmax are not strongly varying functions of potential, /c is lin-
ear with E. As shown in Figure 7.1.5, experimental residual current curves actu-
ally are fairly linear over wide ranges, and this behavior provides the
justification for the common practice of measuring /d for a polarographic wave
by extrapolating the baseline residual current as shown in Figure 7.1.6. Note
also that the capacitive current vanishes and changes sign at E = Ez (see also
Figure 7.3.3).

3. Another important contrast between /c and /d is in their time dependencies. As
we have seen, /d increases monotonically and reaches its maximum value at rmax.
The charging current decreases monotonically as ГХ1Ъ [see (7.1.17)], because the
rate of area increase slows as the drop ages. Thus, the charging current is at its
minimal value at £max. This contrast underlies some approaches to increasing po-
larographic sensitivity by discriminating against ic in favor of /d. We will discuss
them in Section 7.3.

Since an SMDE has a fixed area as the current is sampled, dA/dt = 0, and the charg-
ing current due to drop expansion is zero. Thus, equation 7.1.17 does not apply to an

-0.4

-0.4 -0.8 -1.2

E {V vs. SCE)

Figure 7.1.5 Residual current
curve for 0.1 M HC1. The sharply
increasing currents at potentials
more positive than 0 V and more
negative than -1.1 V arise from
oxidation of mercury and reduction
of H+ , respectively. The current
between 0 V and -1.1 V is largely
capacitive. The PZC is near
-0.6 V vs. SCE. (From L. Meites,
"Polarographic Techniques,"
2nd ed., Wiley-Interscience,

New York, 1965, p. 101, with
permission.)
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Figure 7.1.6 Method for obtaining /d from a wave
superimposed on a sloping baseline of residual current.

SMDE. In most experiments with an SMDE, the residual current is almost entirely of
faradaic origin and is often controlled by the purity of the solvent-supporting electrolyte
system (Section 7.3.2).

7.2 POLAROGRAPHIC WAVES

7.2.1 Reversible Systems

In Section 7.1.2, we saw that, to a first approximation, current flow at the DME can
be treated as a linear diffusion problem. The time dependence of the area is taken
into account directly in terms of т 2 / 3 г~ 1 / 6 , and a multiplicative factor, (7/3)1/2, ac-
counts for increased mass transport due to the "stretching" of the diffusion layer.
These concepts apply equally well to i(t) at a potential on the rising portion of the
wave, as expressed in (5.4.17). Consequently the wave shape found for sampled-
current voltammetry, (5.4.22), applies also to polarography at the DME, which is in
essence a sampled-current voltammetric experiment if the rate of potential sweep is
sufficiently slow that E is virtually constant during a drop's lifetime (27, 28) [see
also Section 5.4.2(b)].

Similarly, the surface concentrations are described by (5.4.29) and (5.4.30); hence
(5.4.31) and (5.4.32) are valid for the DME. In this case, however, the maximum diffu-
sion current is given by (7.1.7), and the analogues to (5.4.65) and (5.4.66) are

(Omax = 708«Z)i/2m2/3Cx[CS - Co(0, 01 (7.2.1)

(Omax = 7 0 8 ^ / 2 r n 2 / 3 ^ x C R ( 0 , 0 (7.2.2)

Obviously these relations still follow the forms

( 0 m a x = nFAmo[C% - Co(0, t)] (7.2.3)

( 0 m a x = nFAmR[CR(0, i) - C*] (7.2.4)

where m0 is now [(7/3)£>о/тПтах]
1/2 and mR is defined analogously.

The SMDE adheres in detail to the treatment of Sections 5.4.1 and 5.4.3, provided
that the sampling time т is short enough for linear diffusion to apply, as is true in normal
practice.

Section 5.4.4, dealing with applications of reversible sampled-current voltammo-
grams, applies very generally to dc polarography at the DME or to normal pulse polarog-
raphy at the SMDE.

7.2.2 Irreversible Systems

This section concerns special characteristics of irreversible waves at a DME (28, 29, 30).
Polarography at an SMDE adheres to the results of Section 5.5.1, provided that linear dif-
fusion effectively applies, as is normally true.
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Koutecky treated the totally irreversible system at the DME and expressed the result
as (29, 30)

(7.2.5)

where x = (l2/l)l/2k{t^JD^ and F2(x) is a numeric function computed from a power
series. Table 7.2.1 gives some representative values. One can analyze an irreversible po-
larogram by rinding i/id at various points on the wave, then, from the Koutecky function,
finding the corresponding values of x- From these, one obtains &f as a function of E,
which can be further distilled to k° and a, if the mechanism is understood well enough to
make these parameters meaningful (e.g., there is a one-step, one-electron reaction or the
initial step in an «-electron process is an irreversible rate-determining electron transfer;
see Section 3.5.4).

A simplified method for treating totally irreversible polarographic waves was pro-
posed by Meites and Israel (28, 31). From the definition of x and kf,

(7.2.6)

where к® is the value of kf at E = 0 on the potential scale in use. Its value is k° exp
(afE° ). One can take logarithms of (7.2.6) and rearrange the result to

X
2303RT,

aF

From Koutecky's values of F2(x)> Meites and Israel found that the equation

Ыт,V -0.130 + 0.9163 log -г-1—.

is valid for 0.1 < (i/id) < 0.94. Substitution into (7.2.7) gives, at 25°C,

(7.2.7)

(7.2.8)

(7.2.9)

TABLE 7.2.1 Shape Function of a
Totally Irreversible Wavea
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0.825
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0.9268

0.9629
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1

aOriginally reported in references 29 and 30.
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with

(7.2.10)

A plot of E vs. log [(/d — /)//] for an irreversible system should be linear with a slope of
54.2/a mV at 25°C. Also, it is easily shown that \E3/4 - £1/4| = 51.7/a mV at the same
temperature.6

Since a is usually between 0.3 and 0.7, both the wave slope and the Tomes criterion
for a totally irreversible system are normally significantly larger than for a reversible sys-
tem. These figures of merit are not without ambiguity, however. Consider the predicted
wave slope of 63.8 mV for a = 0.85. Within the precision of normal measurements, one
could diagnose the system as either reversible or irreversible. It is always a good idea to
examine reversibility by a method, such as cyclic voltammetry, that allows a view of the
electrode reaction in both directions.

Figure 7.2.1 is a display of actual data reported by Meites and Israel (31) for the po-
larographic reduction of chromate, which behaves as though it is reduced with a rate-de-
termining initial electron transfer.

The shapes and positions of irreversible waves can furnish only kinetic information.
One may be able to determine such parameters as &f, &b, k°, or a, but thermodynamic re-
sults, such as E0' and free energies, are not available (28, 33, 34). As a rule of thumb, a
system with k° > 2 X 10~2 cm/s appears reversible on the classical polarographic time
scale of a few seconds when D is on the order of 10~5 cm2/s. A heterogeneous charge
transfer with & ° < 3 X 1 O ~ 5 cm/s will behave in a totally irreversible manner under the
same conditions, and one can evaluate the rate parameters as described above. Systems
with к between these limits are quasireversible, and some kinetic information can be ob-
tained from them through the treatment prescribed by Randies (33, 34). Naturally, the pre-
cision of the kinetic information deteriorates as the reversible limit is approached. See
Section 5.5.4 for much more information about the interpretation of irreversible waves.

-1.0

log i/{id - i) - 0.546 log t

Figure 7.2.1 Wave slope plot
for the reduction of 1.0 mM
СЮ4 in0.1AfNaOH.The
different symbols refer to curves
recorded with different drop times
at -0.80 V vs. SCE: fmax = 7.5 s
(open circles), 5.5 s (triangles),
4.1 s (half-filled circles), and 3.4 s
(filled circles). See Figure 7.1.4
for an actual polarogram for
this system. [Reprinted with
permission from L. Meites and
Y. Israel, /. Am. Chem. Soc, 83,
4903 (1961). Copyright 1961,
American Chemical Society.]

Corrections for electrode sphericity are available. See the original literature for details (28, 32).
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7.3 PULSE VOLTAMMETRY

The phrase "pulse voltammetry" encompasses a sizable suite of methods whose practice
has changed substantially since the first edition appeared. The methods originated in a
classical polarographic context and were based on the desire to suppress the charging cur-
rent arising from continuous expansion of the mercury drop at the DME. Since 1980,
practice has departed from the DME, because the SMDE has become the dominant elec-
trode for practical polarographic work and because the use of these methods at stationary
electrodes has become more common (35).

We will consider five subtopics: tast polarography and staircase voltammetry, normal
pulse voltammetry, reverse pulse voltammetry, differential pulse voltammetry, and square
wave voltammetry. Tast polarography, normal pulse voltammetry, and differential pulse
voltammetry form a sequence of development rooted historically in polarography at the
DME. To illustrate the motivating concepts, we will introduce each of these methods
within the polarographic context, but in a general way, applicable to both the DME and
SMDE. Then we will turn to the broader uses of pulse methods at other electrodes. Re-
verse pulse voltammetry and square wave voltammetry were later innovations and will be
discussed principally outside the polarographic context.

7.3.1 Tast Polarography and Staircase Voltammetry

The tast method (6, 36-38) is considered here not because it is widely practiced, for it
makes sense only with the DME and it holds no advantages with respect to more ad-
vanced pulse methods, but because this method furnishes a useful starting point for un-
derstanding the sampling strategies that are integral to pulse voltammetry.

In describing current flow at the DME, we noted that the limiting faradaic current in-
creases monotonically during the life of the drop and is described approximately by the
Ilkovic equation (Section 7.1.2), whereas the charging current decreases steadily (Section
7.1.5). This contrast is illustrated in Figure 7.3.1. Clearly one can optimize the ratio of

Drop fall

Faradaic current Charging current

Drop fall

Total current

Figure 7.3.1
Superposition of
capacitive and faradaic
currents of a comparable
size at a DME.
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faradaic to charging current—and thus the sensitivity—by sampling the current at the in-
stant just before drop fall.

Tast polarography features precisely this scheme. At a fixed time т after the birth of a
drop, the current is sampled electronically, and this sample is presented to a recording
system (e.g., a computer interface, a recording oscilloscope, or a chart recorder) as a con-
stant readout, until it is replaced at the sampling time during the next drop. The potentio-
stat is active at all times, and the potential is changed in small steps according to a
staircase program (Figure 7.3.2), as in conventional polarography. Typically т is 2-6 s
and AE is a few mV.7 The record of the experiment is a trace of the sampled currents vs.
potential, which is equivalent to time. Figure 1.3.3b shows an example for 10~5 M Cd 2 +

in 0.01 M HC1. The drop time is enforced at a fixed value by dislodging each drop me-
chanically just after the current sample is taken. This procedure allows an even drop time
over the entire potential range. Figure 7.3.4 is a diagram of the experimental arrangement.

Since the potentiostat is always active and the potential is constant during a drop's
lifetime, the actual current flow at the electrode is the same as that observed in conven-
tional polarography with a controlled drop time. The difference is that the recording sys-
tem is fed only signals proportional to the sampled currents. The faradaic component of
the limiting sampled current must be

C' ^„„2/3 — 1/6 /и о i\
Ш =

whereas the charging component is

/C(T) = 0.00567Ci(£z - Е)т2/Зт~1/3 (7.3.2)

л-6The improvements in this method yield detection limits near 10 M, perhaps
slightly lower than those of conventional polarography. Since tast measurements are only
sampled-current presentations of conventional polarographic currents, all conclusions
about the shapes of waves and all diagnostics developed for conventional measurements
of maximum currents apply to the tast technique.

Cycle 1 •

AE

t

Cycle 2 • • Cycle 3

it
0 т 0 т 0 x 0

Figure 7.3.2 Staircase waveform and sampling scheme for tast polarography and staircase
voltammetry. The experiment is a series of cycles in which a potential is established and held
constant for a period, a current sample is taken at time т after the start of the period, then the
potential is changed by an amount AE. In tast polarography, the mercury drop is dislodged at
the end of each cycle, as indicated by the vertical arrows. In staircase voltammetry, this step is
omitted. The time between the current sample, drop dislodgment, and the change in potential is
exaggerated here. Usually it is negligible and the cycle period is essentially the same as r.

7One can alternatively apply a slow potential ramp to the working electrode, such that the potential changes
only 3-10 mV during the life of the drop.
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-0.4 -0.6 -0.6 -0.8-0.8 -0.4
E (V vs. SCE)

ifl) (b)

Figure 7.3.3 Polarograms at a DME for 10~5 M Cd2+ in 0.01 M HC1. {a) Conventional
dc mode, (b) Tast mode. Note that the tast method eliminates the sharp nonfaradaic spikes
appearing at each drop fall. The PZC is near —0.5 V in this experiment, hence the charging current
spikes appear "anodic" at more positive potentials and "cathodic" at more negative ones.

Tast polarography can also be carried out at an SMDE; however there is no value in
doing so. The faradaic current at an SMDE follows a Cottrell-like decay; therefore it is at
its lowest value at the end of the drop's life. In the interest of larger signals and a shorter
scanning time for the whole polarogram, one needs to use the shortest possible drop
time. Because drop formation proceeds quickly and with some convective disruption, the
current-time profile does not adhere precisely to the theory for spherical diffusion, and
the limiting currents are not as interpretable in fundamental terms as at a DME. Discrim-
ination against charging current is automatic, because the electrode does not have a
changing area at any time when sampling would occur, so there rarely is an appreciable
charging current with the staircase waveform. This point is discussed in greater detail in
Section 7.3.2.

The tast method is designed for a periodically renewed electrode, so it is not even
conceptually applicable to a stationary electrode, such as a Pt disk or an HMDE. How-
ever, staircase voltammetry (35), based on closely related concepts, can find use at such
electrodes. The experiment is outlined in Figure 7.3.2. The sampling time and cycle du-
ration are no longer limited by the growth and fall of a mercury droplet; hence one can
vary them over a wide range. Times as short as microseconds are possible. One also has
the freedom to vary AE considerably. This parameter defines the density of current sam-
ples along the potential axis, thus it controls the "resolution" of the voltammetry. Of

Potential
programmer

Potentiostat
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^ e l .

p )
Drop
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Pulse

sequencer

1

HE
Converter

Sample/
Hold

1 1
Recorder

Figure 7.3.4 Schematic
experimental arrangement for
tast polarography. Staircase
voltammetry is carried out at a
stationary electrode with the same
system except the drop knocker.
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course, r defines the kinetic time scale. If т is also the cycle period, then the ratio А£/т is
a scan rate, y, describing the speed with which the experiment gathers data over a given
potential range.

Since staircase voltammetry does not involve periodic renewal, each cycle inherits
its initial conditions from the preceding cycle, and the response from any sample is gen-
erally affected by the prior history of the experiment. The most common manifestation
is found in the diffusion-limited region of a voltammogram, where samples in succes-
sive cycles do not produce a plateau, as they do in polarography, but instead decline as
the depletion of electroactive species near the electrode becomes cumulatively greater.
Thus the typical staircase voltammogram of a simple system is peak-shaped, rather than
wave-shaped.

Staircase voltammetry has many features in common with the potential sweep meth-
ods described in Chapter 6. In most systems, the response in a staircase experiment with
good potential resolution (AE < 5 mV) is very similar to that from a linear sweep experi-
ment with the same scan rate, especially if attention is given to the time in each period
when sampling is done (39, 40). Thus one can often analyze results on the basis of the ex-
tensive theory available for linear sweep voltammetry and cyclic voltammetry (Chapters 6
and 12).8

In principle, one can suppress the charging current background by using the stair-
case method in place of a linear sweep. This can be true if the measurement is not de-
manding with respect to resolution or scan rate. For reasons discussed in the next
section, т must be several times the cell time constant to eliminate charging current from
the sample. It is not always possible to meet that condition in staircase experiments be-
cause of the tradeoff between resolution and speed. There is no problem with a scan at
100 mV/s having 5 mV resolution, because the sampling time would be 50 ms, which is
much longer than the cell time constants of most systems of interest. On the other hand,
a scan at 1 V/s with 1 mV resolution requires r = 1 ms, which is not long enough to
allow charging current to decay fully in most practical situations. Thus a charging cur-
rent contribution would normally exist in the staircase experiment, and the relative ad-
vantage is muted. This reality and two drawbacks related to signal-to-noise (i.e., minimal
faradaic response at the sampling time and noise effects associated with sampling over a
narrow time window) have limited the adoption of staircase voltammetry vis a vis linear
sweep methods.

73.2 Normal Pulse Voltammetry

(a) General Polarographic Context
Since tast measurements record the current only during a very small time period late in a
drop's life, the faradaic current flow that occurs before the sampling period serves no use-
ful purpose. Actually it works to the detriment of sensitivity because it depletes the region
near the electrode of the substance being measured and necessarily reduces its flux to the
surface at the time of actual measurement. Normal pulse polarography (NPP) was in-
vented to eliminate this effect by forestalling electrolysis prior to the measurement period
(6, 35, 41-44). Figure 7.3.5 is an outline of the way in which this goal is achieved with ei-
ther a DME or an SMDE.

8In fact, many instruments now generate "linear" scan waveforms as staircase functions with very small (<
0.2 mV) AE, because it is simpler to do so with digital control systems. When AE is reduced below the
level of the noise on the waveform, the distinction between staircase and linear functions is lost.
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• D r o p 1 • - Drop 2 - - Drop 3 -

(a)

Pulsed electrolysis (1-100 ms)-

Waiting period _
" (500-5000 ms)"

Current
sampled

(b)

(c)

Figure 7.3.5 Sampling
scheme for normal pulse
polarography. (a) Potential
program, (b) Current and
(c) potential during a single
drop's lifetime.

For most of the life of each mercury drop, the electrode is held at a base poten-
tial, Еъ, at which negligible electrolysis occurs. After a fixed waiting period, т\
measured from the birth of the drop, the potential is changed abruptly to value E for
a period typically about 50 ms in duration. The potential pulse is ended by a return
to the base value, E^. The current is sampled at a time т near the end of the pulse,
and a signal proportional to this sampled value is presented as a constant output to a
recording system until the sample taken in the next drop lifetime replaces it. The
drop is dislodged just after the pulse ends, then the whole cycle is repeated with suc-
cessive drops, except that the step potential is made a few mV more extreme with
each additional cycle. The output is a plot of sampled current vs. step potential E,
and it takes the form shown in Figure 7.3.6a. A block diagram of the apparatus is
shown in Figure 7.3.7.

This experiment, first performed by Barker and Gardner (41), is immediately recog-
nizable as a sampled-current voltammetric measurement exactly on the model described
in Sections 5.1, 5.4, and 5.5. Normal pulse voltammetry (NPV) is the more general name
for the method, which may also be applied at nonpolarographic electrodes, as discussed in
Section 7.3.2(d).

Since electrolysis during the waiting time is negligible, the initially uniform concen-
tration distribution in solution is preserved until the pulse is applied. Even though the
electrode is approximately spherical, it acts as a planar surface during the short time of



280 Chapter 7. Polarography and Pulse Voltammetry

-0.4 -0.6
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-0.8

-0.4 -0.6
E{Vvs. SCE)

(b)

-0.8 Figure 7.3.6 Polarograms at a DME
for 10~5 M Cd2 + in 0.01 M HC1. (a)
Normal pulse mode, (b) Tast mode.

the actual electrolysis (Section 5.2.2); therefore the sampled faradaic current on the
plateau is

(7.3.3)

where (r - r') is time measured from the pulse rise.

(b) Behavior at a DME
In comparing this current to that measured in a tast experiment at a DME, it is useful to
recall (from Section 7.1.2) that (7.3.1) can be rewritten as

thus (42)

(*d)tast ~~

('d)pulse

('d)tast

7T 1 / 2 T 1 / 2

3^—г-41*

(7.3.4)

(7.3.5)
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for experiments in which the current-sampling times for both methods are equal to т.
For the typical values of r = 4 s, and (r - r') = 50 ms, this ratio is about 6; thus the
expected increase in faradaic current is substantial. Figure 7.3.6 is a comparison of re-
sults obtained by normal pulse and tast polarography at a DME for a solution of 10~5 M
Cd 2 + in 0.01 M HC1. The larger sampled currents obtained with the pulse method are
obvious.

For reasons discussed below, the charging current contributing to the sampled total
current comes almost completely from the continuous expansion of the electrode's area at
potential E. It therefore is identical to that contributing to tast measurements at the same
potential (eq. 7.3.2), provided that т and m are the same for the two types of measurement.
Thus, normal pulse polarography preserves entirely the sensitivity improvements
achieved in tast polarography by discrimination against the charging current. In addition,
the pulse method gains enhanced sensitivity through increased faradaic currents, by com-
parison to those observed in tast or conventional polarography. Detection limits are usu-
ally between 10~6 and 10" 7 M.

Normal pulse polarography has been used widely as an analytical tool for the mea-
surement of low-level concentrations of heavy metals and organics, particularly in envi-
ronmental samples (6, 35, 43, 44, 45). Section 7.3.6 deals specifically with its application
to practical analysis.

(c) Behavior at an SMDE
One of the important concepts behind the normal pulse method loses its significance with
a static mercury drop electrode, because a continuous charging current, characteristic of a
DME, does not exist at an SMDE.

In electrochemical measurements, charging current arises when the electrode area,
the electrode potential, or the interfacial capacitance varies with time. Normally interfa-
cial structure is either static or changes as quickly as the potential; hence there is rarely an
appreciable contribution to charging current from a time dependence in capacitance per
se. With the waveform shown in Figure 7.3.5, dE/dt is zero except on the edges of the
steps; therefore the charging current exists only in response to the potential change at
those edges, and it decays away exponentially according to the cell time constant RUC$
(Section 1.2.4). After five cell time constants, the charging process is more than 99%
complete, and charging current is usually negligible. Therefore, if т — r' is larger than
5/?uQ, the sampled charging current will not include an appreciable contribution from
dE/dt. In many media, the cell time constant at a DME or an SMDE is a few tens of mi-
croseconds to a few milliseconds (Section 5.9.1); hence this condition is easy to fulfill
within normal operational conditions for NPP. Consequently, charging current in NPP is
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almost always based on changes in the area of the electrode and is proportional to dA/dt.
At a DME, dA/dt is never zero, and the charging current contributes to the background
current according to (7.3.2); but at an SMDE, dA/dt is always zero except in the few tens
of milliseconds required to form the drop.

We now see that when the current is actually sampled at an SMDE, charging current
from all sources is normally reduced to insignificance, and the background current comes
from other faradaic processes, typically involving the electrode itself, the solvent, the sup-
porting electrolyte, or impurities in solution, such as oxygen.

Because the pulse width is relatively short, the sphericity of the SMDE does not nor-
mally manifest itself, and the faradaic current follows the Cottrell decay given as (7.3.3).
The sampled signal in NPP at an SMDE is essentially the same as at a DME of the same
mature electrode radius.

There are three important operational advantages in performing NPP at an SMDE vs.
a DME: (a) The complete elimination of the charging current produces generally lower
background currents and improved detection limits, (b) The elimination of the charging
current also reduces the slope in the background current and consequently allows better
definition of wave heights, leading to improved precision, (c) It is much easier to employ
short drop times (1 s or smaller) at an SMDE; hence one can record polarograms with a
time saving of 75% or more, relative to performance at a DME.

(d) Behavior at Nonpolarographic Electrodes
An essential idea behind the normal pulse voltammetric method is the cyclic renewal of
the diffusion layer. With either the DME or SMDE, renewal is achieved by the stirring ac-
companying the fall of an expended mercury drop and its replacement by a fresh drop. At
other electrodes, renewal may not be easily accomplished.

Operationally, NPV is carried out at a nonpolarographic electrode, such as a Pt disk,
using the waveform and sampling scheme given in Figure 7.3.5, but without any step cor-
responding to drop dislodgment. Thus, the electrode and its diffusion layer are taken
through cycle after cycle of pulsing and sampling. Progressive depletion of the electroac-
tive species can occur and products can build up, either in the diffusion layer or on the
surface of the electrode. These effects generally cause degradation of the NPP response.
By three different means, cyclic renewal can be achieved so that well-behaved voltammo-
grams are obtained:

1. Chemically reversible systems. If any electrode process carried out during the
pulses can be reversed effectively at Еъ, renewal will be accomplished by elec-
trolysis when the potential returns to the base potential after each pulse. Because
the electrode is normally held at Еъ for a long time compared to the pulse dura-
tion, the products of the pulse can be essentially fully recollected and returned to
the initial state. It is not important that the electrode kinetics be fast enough to be
called "reversible," only that the chemistry can be efficiently reversed at the base
potential.

2. Convective renewal. When normal pulse voltammetry is carried out in a convec-
tive system, as at a rotating disk, one can rely on stirring to renew the diffusion
layer while the potential is held at Еъ. This can be true even if the chemistry can-
not be reversed electrolytically, as in the case where the species created in the
pulse decays to an inactive product. The convection can also affect the current
sampled in each pulse, so that the theoretical expectation based on diffusion the-
ory is exceeded. However the error is often either irrelevant (as in analytical ap-
plications where calibration is possible) or fairly small (because a pulse of short
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duration creates a diffusion layer that remains largely confined to a relatively
stagnant layer of solution).

3. Diffusive renewal. Even without convection or electrolytic reversal, it is possible
to obtain cyclic renewal of the diffusion layer simply by waiting long enough at
the base potential for diffusion to replace the consumed electroreactant (46).

If the diffusion layer can be renewed, the result is essentially as discussed earlier for
NPP at the SMDE. Detection limits are typically poorer than at an SMDE because most
solid electrodes are afflicted by background currents from slow faradaic processes associ-
ated with the electrode surface itself.9 If the diffusion layer cannot be effectively renewed,
the polarographic wave will not show a plateau, but instead will pass through a peak, then
droop at more extreme potentials as cumulative depletion of the electroreactant is mani-
fested. The curve resembles a linear sweep voltammogram for essentially the reasons
governing responses in LSV (Section 6.1).

(e) WaveShapes
Since normal pulse polarography was historically viewed as an analytical (rather than di-
agnostic) tool, the shapes of waves were not a focus of interest and did not receive de-
tailed attention. Nonetheless, the theory for them does exist (Sections 5.4 and 5.5), since
NPP is the prototype of the sampled-current voltammetric method. The characteristic
time scale of milliseconds is, of course, much shorter than the ~3-s time scale of con-
ventional polarography. It is, therefore, possible for a chemical system to behave re-
versibly in a conventional polarographic experiment and quasireversibly or irreversibly
in the normal pulse mode. Many systems that show sluggish electrode kinetics behave in
just this way. Notice also that the reverse behavior can be seen, too. If a system shows
fast electrode kinetics, but the product of the electrode reaction decays on a 1-s time
scale, then the normal pulse experiment will show reversibility, because little product
decay will occur during the measurement; yet the conventional polarogram will show the
kinds of distortion that are characteristic of homogeneous reactions following charge
transfer (see Chapter 12). At a nonpolarographic electrode, the diagnosis of wave shapes
is dependent on effective renewal of the diffusion layer. It is not practical to analyze
NPV waves in systems where renewal cannot be achieved.

Reverse Pulse Voltammetry

In the normal pulse experiment, the usual practice is to select a base potential Еъ in a re-
gion where the electroactive species of interest does not react at the electrode. The scan is
made by allowing pulses in successive cycles to reach first into the potential range sur-
rounding E0' and eventually into the diffusion-limited region. If we take the usual re-
versible case of О + ne ^ R, with О present in the bulk and R absent, then Еъ would be
set perhaps 200 mV more positive than E°', and the pulses would be made in a negative

9The surfaces of electrodes often undergo faradaic transformations, such as the formation or reduction of oxides
on metals or the electrochemical conversion of oxygen-containing functional groups on the edges of
graphite planes. Many of these processes take place slowly and over sizable potential ranges; consequently, they
give rise to background currents that can last a long time after the potential or the medium is changed. There
can also be a slowly decaying nonfaradaic background if the electrode is subject to potential-dependent
adsorption of a species of low concentration in the electrolyte. Background currents of this kind are often said to
arise from "surface processes." In general, such currents are much larger at solid electrodes than at mercury,
unless the solid electrode is held for a long time (even several minutes or an hour) at a fixed potential in an
unchanging medium.



284 Chapter 7. Polarography and Pulse Voltammetry

direction (Figure 7.3.8a). In the time before each pulse is applied, negligible faradaic cur-
rent flows and a uniform concentration profile, extending from the bulk to the surface,
prevails.

In reverse pulse voltammetry or reverse pulse polarography (47), the potential wave-
form and sampling scheme are identical with those of the normal pulse method (Figure
7.3.5). The differences (Figure 7.3.8a) are (a) that the base potential is placed in the diffu-
sion-limited region for electrolysis of the species present in the bulk, and (b) that the
pulses are made "backward" through the region of E0' and then into range where the
species present in the bulk is not electroactive. For the specific case mentioned above, the
base potential would be placed 200 mV or more on the negative side of E° and the pulses
would be made in a positive direction. During the long period т\ when the potential is at
Еъ, species О is electrolytically converted at the diffusion-controlled rate; hence its con-
centration profile is drawn down to zero at the electrode surface, while R is produced at
the electrode and a layer of it extends outward. The pulses work on this non-uniform con-
centration profile, which is dominated by the presence of R, not O, near the electrode. As
the pulses reach more positive potentials, they become capable of oxidizing the R pro-
duced in the holding period at Еъ, and anodic current samples are obtained at т. When the
pulses become more positive than E0' by 200 mV or more, the electrolysis of R proceeds
at the diffusion-limited rate and does not change further with step potential, so that an an-
odic plateau is established (Figure 7.3.8b). This method is clearly a reversal experiment,
because the focus is on the detection and behavior of the product from a prior, initiating
electrolysis.

The normal pulse experiment involves essentially a zero faradaic current at step po-
tentials near Еъ (Figure 7.3.8b), because О does not react at the electrode until the pulses
reach the region of E°\ The analogous situation is quite different in RPV, where a signifi-
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cant cathodic current is sampled near the base potential. This current arises because О is
consumed electrolytically at the diffusion-controlled rate at potentials near Еъ. Pulses of
small amplitude, not reaching into the region of E°\ do not change the rate at which О is
electrolyzed; hence the same current sample is obtained for all such pulses. The situation
is as though a tast experiment were being carried out at the potential of the pulse, with
current sampling at time r. If semi-infinite linear diffusion applies, the cathodic plateau
current (at the "base" of the RPV wave), shown as /d j D C

 m Figure 7.3.8&, is given by the
Cottrell equation as

zd,DC = 112 1/2 (7.3.6)

The anodic plateau current /d^p can be predicted from the results of Section 5.7.2,
which dealt with reversal experiments involving a diffusion-controlled forward electroly-
sis and a diffusion-controlled collection of the product in a reversal step. This is exactly
the situation in RPV when the steps reach the main plateau of the wave, and the current
flow is described by equation 5.7.15, which can be reexpressed in terms of the time para-
meters of RPV as

(7.3.7)

The first term of this equation is recognizable from (7.3.3) as the diffusion-limited cur-
rent for the NPV experiment, / d N P , while the second term is / d D C [from (7.3.6)]; thus
upon rearrangement

'd,DC *d,RP ~ (7.3.8)

The left side of (7.3.8) is the height of the whole reverse pulse voltammogram, which is
found now to be the same as the height of the normal pulse voltammogram taken with the
same timing characteristics.

These principles are valid regardless of the electrode employed, as long as semi-infi-
nite linear diffusion can be assumed and renewal of the concentration profile can be ac-
complished in each cycle. For a stationary planar electrode, the relationships worked out
above apply directly. For an SMDE, they apply to the extent that /d,DC *s ш е Cottrell cur-
rent for an electrolysis of duration r and is not disturbed by the convection associated with
the establishment of the drop. For a DME, the picture is complicated by the steady expan-
sion of area, but it turns out (47, 48) that (7.3.8) is still a good approximation if / d D C is
understood as the Ilkovic current for time r [(7.3.1) or (7.3.4)] and the pulse width is
short compared to the preelectrolysis time [i.e., (т - т')/ т' < 0.05].

For a reversible system, the shape of the RPV wave can be derived from the general
double-step response given in (5.7.14). We confine our view to the situation where the for-
ward electrolysis always takes place in the diffusion limited region, so that 0' = exip[nf(Eb —
E°)] ~ 0. Then we have for the current sampled in a reverse pulse to any value of E:

nFAD}?C* Г/ ! V l \ l l

[{l ^ J (

where 0" = ехр[и/(£ - E0')]. Of the three terms in (7.3.9), the first and the third together
are -/d,Rp, as defined in (7.3.7), and the second is ~/d,Np/(l + £#"); thus

* = 4 + ^ + £0" (7.3.10)
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Substitution for /^NP according to (7.3.8) and rearrangement gives

(9 te
*RP zd,RP

By taking the natural logarithm and defining Em = E0' + (RT/nF) In
obtain

(7.3.11)

}Q / 2), we

(7.3.12)

which is identical to the shape function for a reversible composite wave worked out in
Section 1.4.2(b). We have now established, as one suspects by a glance at Figure 7.3.8Z?
that the half-wave potential, the total height, and the wave slope of the RPV wave are all
exactly as for the corresponding NPV wave. These results were derived here for a system
where simple semi-infinite linear diffusion applies; however Osteryoung and Kirowa-Eis-
ner (47) show that they apply at a DME, too.

The principal use of RPV is to characterize the product of an electrode reaction, espe-
cially with respect to stability. It is obvious that if species R decays appreciably during the
period of the experiment, particularly on the time scale of the pulse, it cannot be fully
available to be reoxidized during the pulse. Consequently, the anodic plateau current must
be smaller in magnitude than expected from (7.3.7). If the decay is very fast, R will be
completely unavailable and the anodic plateau current will be zero. The ratio of plateau
heights in RPV and NPV quantifies the stability, and with proper theory, one can obtain
the rate constant for the following chemistry. Chapter 12 covers this kind of issue for
many different mechanisms and methods.

As in the application just discussed, the focus in RPV is often on the magnitude of
the wave heights, rather than wave shapes and positions. One can think of RPV as a way
to present double potential step chronoamperometric data conveniently on a potential
axis, because the features of interest are rooted in chronoamperometric theory, as we have
already seen for the derivations done in this section. Thus one can make direct and confi-
dent use of the extensive published results for double-step chronoamperometry to treat
data from RPV in various chemical situations.

7.3.4 Differential Pulse Voltammetry

(a) General Polarographic Context
Sensitivities even better than those of normal pulse voltammetry can be obtained with
the small-amplitude pulse scheme shown in Figures 7.3.9 and 7.3.10, which show the
basis for differential pulse voltammetry (DPV) (6, 35, 41-45). The figures focus on the
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special case of differential pulse polarography (DPP), but the waveform and measure-
ment strategy are general for the method in its broader sense. DPP resembles normal
pulse polarography, but several major differences are evident: (a) The base potential ap-
plied during most of a drop's lifetime is not constant from drop to drop, but instead is
changed steadily in small increments, (b) The pulse height is only 10 to 100 mV and is
maintained at a constant level with respect to the base potential, (c) Two current sam-
ples are taken during each drop's lifetime. One is at time r\ immediately before the
pulse, and the second is at time r, late in the pulse and just before the drop is dislodged,
(d) The record of the experiment is a plot of the current difference, 8i = i(r) - i(r'),
versus the base potential. Obviously the name of the method is derived from its reliance
on this differential current measurement. The pulse width (—50 ms) and the waiting pe-
riod for drop growth (0.5 to 4 s) are both similar to the analogous periods in the normal
pulse method.

Figure 7.3.11 is a block diagram of the experimental system and Figure 7.3.12a is an
actual polarogram for 10~~6 M Cd 2 + in 0.01 M HC1. For comparison, the normal pulse re-
sponse from the same system is given in Figure 7.3.12Z?.

Note that the differential measurement gives a peaked output, rather than the wave-
like response to which we have grown accustomed. The underlying reason is easily un-
derstood qualitatively. Early in the experiment, when the base potential is much more
positive than E0' for Cd 2 + , no faradaic current flows during the time before the pulse,
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and the change in potential manifested in the pulse is too small to stimulate the faradaic
process. Thus /(r) - Z(r') is virtually zero, at least for the faradaic component. Late in
the experiment, when the base potential is in the diffusion-limited-current region, Cd 2 +

is reduced during the waiting period at the maximum possible rate. The pulse cannot in-
crease the rate further; hence the difference i(r) - i(r') is again small. Only in the region
of E0' (for this reversible system) is an appreciable faradaic difference current observed.
There the base potential is such that Cd 2 + is reduced during the waiting period at some
rate less than the maximum, since the surface concentration CQ(0, t) is not zero. Applica-
tion of the pulse drives Co(0, t) to a lower value; hence the flux of О to the surface and
the faradaic current are both enhanced. Only in potential regions where a small potential
difference can make a sizable difference in current flow does the differential pulse tech-
nique show a response.
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The shape of the response function and the height of the peak can be treated quantita-
tively in a straightforward manner. Note that the events during each drop's lifetime actu-
ally comprise a double-step experiment. From the birth of the drop at t = 0 until the
application of the pulse at t = r', the base potential E is enforced. At later times, the po-
tential is E + AE, where AE is the pulse height. Each drop is born into a solution of the
bulk composition, but generally electrolysis occurs during the period before r' and the
pulse operates on the concentration profiles that prior electrolysis creates. This situation is
analogous to that considered in Section 5.7, and it can be treated by the techniques devel-
oped there. Even so, we will not take that approach, because the essential simplicity of the
problem is obscured.

Instead, we begin by noting that the preelectrolysis period r' is typically 20-100
times longer than the pulse duration т — т'. Thus the preelectrolysis establishes a thick
diffusion layer, and the pulse is able to modify only a small part of it. In fact, the exper-
iment can be approximated by assuming that the pulse cannot distinguish the actual fi-
nite concentration profiles appearing at its start from those of a semi-infinite
homogeneous solution with bulk concentrations equal to the values of CQ(0, t) and
CR(0, t) enforced by potential E. The role of the preelectrolysis is therefore to set up
"apparent bulk concentrations" that vary during successive drops from pure О to pure
R (or vice versa), as the scan is made. For a given drop, we take the differential faradaic
current as the current that would flow at time т - r' after a potential step from E to
E + AE.

Now let us restrict our consideration to a nemstian system in which R is initially ab-
sent. The results from Section 5.4.1 show that the surface concentrations during preelec-
trolysis at potential E are

Co(0, t) = C S ( Y ^ ) CR(0, t) = C*(^^j (7.3.13)

where в = exp[nf(E — E° )]. We regard these values as the apparent bulk concentrations
(Сд)арр a n d (̂ R)app f° r m e pulse. Since the system is nernstian, they are in equilibrium
with potential E. The problem is now simply to find the faradaic current flow after a step
from equilibrium to E + AE in a homogeneous medium of bulk concentrations (Co)app
and (Cf ) a p p .

Through the approach of Section 5.4.1 (see also Problem 5.10), that current is
straightforwardly found to be

. _ nFAD^ [(Cg)app - П ф а р р ]
1 ~ W2 ' (1 + &') ( }

where Or = exp[nf(E + AE — £° )]. Substitution according to (7.3.13) gives

. = nFAD^cZ _ (ffl - gfl') з i 5 )

It is convenient (42) to introduce the parameters Рд ап<^ о", where

^\E + ^-E°') (7.3.16)

Kl \ 2 ) \
and

(7.3.17)
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In this notation, £0 = PA/a and £0' = PAa\ thus

nFADWcir
i =

РАа)

and we take the differential faradaic current Si = /(т) - /(т') as

The bracketed factor describes Si as a function of potential. When E is far more posi-
tive than E°\ PA is large and 5/ is virtually zero. When E is much more negative then E° ,
PA approaches zero, and so does Si. Through the derivative d(Si)/dPA one can easily show
(42) that Si is maximized at PA = 1, which implies that

_ F o > AE AE

Since A£ is small, the potential of maximum current lies close to Ey2. Also, given that
AE is negative in this experiment, we see that the peak anticipates Еу2 by AE/2.

The height of the peak is

(7.3.21)

where the quotient (1 - cr)/(l + &) decreases monotonically with diminishing \AE\ and
reaches zero for AE = 0. When AE is negative Si is positive (or cathodic), and vice
versa. The quotient's maximum magnitude, which applies at large pulse amplitudes, is
unity. In that limit, (S/)m a x is equal to the faradaic current sampled on top of the nor-
mal pulse voltammetric wave obtained under the same timing conditions. As (7.3.3)
notes, that current is п¥АО\^С%1тт1п(т - r ' ) 1 / 2 . Under usual conditions, AE is not
large enough to realize this greatest possible (S/)max- Table 7.3.1 shows the influence of
| AE\ on (1 - a)l{\ + <T), which is also the ratio of the peak height to the limiting value.
For analysis, a typical AE is 50 mV, which gives a peak current from 45% to 90% of
the limiting value, depending on n.

The width of the peak at half height, W\/2, increases as the pulse height grows larger,
because differential behavior can be seen over a greater range of base potential. Normally

TABLE 7.3.1 Effect of Pulse
Amplitude on Peak Height"

, mV

(1 - + a)

п = 2

-10 0.0971 0.193 0.285
-50 0.453 0.750 0.899

-100 0.750 0.960 0.995
-150 0.899 0.995 —
-200 0.960 — —

aFrom E. P. Parry and R. A.
Osteryoung, Anal. Chem., 37,
1634 (1965).
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one refrains from increasing \AE\ much past 100 mV, because resolution is degraded un-
acceptably. The precise form of W\/2 as a function of AE is complicated and is of no real
use. However, it is of interest to note the limiting width as AE approaches zero. By simple
algebra that turns out to be (42)

Wm = 3.52RT/nF (7.3.22)

At 25°C, the limiting widths for n = 1,2, and 3 are 90.4, 45.2, and 30.1 mV, respectively.
Real peaks are wider, especially if the pulse height is comparable to or larger than the lim-
iting width.

Since the faradaic current measured in differential pulse polarography is never larger
than the faradaic wave height found in the corresponding normal pulse experiment, the
sensitivity gain in the differential method obviously does not come from enhanced
faradaic response. Instead, the improvement comes from a reduced contribution from
background currents. If the background current from interfacial capacitance or from com-
peting faradaic processes does not change much from the first current sample to the sec-
ond, then the subtractive process producing 8i tends to cancel the background
contribution.

(b) Behavior at a DME
Because dA/dt is never zero at the DME, capacitive currents contribute to the background
and require consideration. We assume that the current samples i(r) and i(rr) are taken at
constant potential, so that the charging current arises entirely from dA/dt. From (7.1.17),
we express these contributions as

/c(r) = 0.00567Q(£z - E - АЕ)т2/3т~1/3 (7.3.23)

/C(T') = 0.00567Q(£z - Е)т21Ът'~11Ъ (7.3.24)

thus the contribution to the differential current is

8ic = IC(T) - IC(T') = 0.00567Qm2/3T-1/3 \(EZ - E - A£) - ( j j (Ez - E) (7.3.25)

where Q has been taken as constant over the range from E to E + Д£. For the usual oper-
ating conditions, (т/т')1/3 is very close to unity; hence the bracketed factor is approxi-
mately —AE:

8ic « -0.00567CiA£m2 /V1 /3 (7.3.26)

For a negative scan 8i is positive, and vice versa. A comparison between (7.3.2) and
(7.3.26) shows that the capacitive contribution to differential pulse measurements differs
from that in tast and normal pulse polarography by the factor AE/(EZ — E). Over most
regions of polarographic operation AE is smaller than Ez — E by an order of magnitude
or more. Note also that the capacitive background in differential pulse polarography is
flat, insofar as Q is constant over a potential range. In contrast, normal pulse and tast
measurements feature a sloping background because of the dependence on (Ez - E).
This difference is apparent in Figure 7.3.12, and the greater ease in evaluating the differ-
ential faradaic response is obvious.

Background currents also arise at a DME from electrolysis of impurities in solution
(frequently from O2, even in deaerated solutions) or from slow faradaic reactions of major
system components (such as H+). It is often true that the rates of these processes do not
change greatly as the potential shifts from E to E + AE and with the elapse of time from
7' to т within a given measurement cycle; thus the subtraction of current samples does
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help to suppress the faradaic background, but normally does not eliminate it altogether, as
we will see in Section 7.3.6. In practical analysis by DPP at the DME, the faradaic back-
ground is often the dominant factor limiting sensitivity.

The improvements manifested in the differential method yield sensitivities that are
often an order of magnitude better than those of normal pulse polarography. Detection
limits as low as 10~8 M can be achieved, but doing so requires close attention to selection
of the medium. See Section 7.3.6 for more details.

(c) Behavior at an SMDE
Under normal experimental conditions for DPP at an SMDE, there is no appreciable charg-
ing current contribution, because dE/dt and dA/dt are both essentially zero at the moment
of sampling. The faradaic current from the process of interest is the same as at a DME of
equal mature drop size and is given by (7.3.19). Faradaic contributions to the background
are normally also the same at an SMDE vs. a DME of equal drop size, because these
faradaic processes are usually not affected by the history of the drop's evolution. Since the
SMDE preserves the DME's sensitivity to the sample while eliminating one component of
background, there is a sensitivity advantage at the SMDE in any situation where the charg-
ing current background at the DME is appreciable. Otherwise the SMDE and DME will
provide comparable performance with respect to sensitivity.

An important additional advantage of the SMDE lies in the rapid formation and stabi-
lization of the drop, which allow the use of preelectrolysis times as short as 500 ms. This time
controls the duration of the scan; and the use of a short preelectrolysis period can save much
time in practical analysis, often 80% of the scan time required for DPP at a DME.

(d) Behavior at Nonpolarographic Electrodes
DPV can be carried out quite successfully at a stationary electrode, such as a Pt disk or an
HMDE, even though such systems do not allow physical renewal of the solution near the
electrode with each measurement cycle. As we have seen above, the DPV method is
based on the concept of using the preelectrolysis at potential E to establish "apparent"
bulk concentrations, which are then interrogated with the pulse. If the system is kineti-
cally reversible, the preelectrolysis can establish those conditions as well as at a renewed
electrode, despite the fact that the effects of prior cycles are not erased from the diffusion
layer. In fact, because the changes in potential from cycle to cycle are small, the cumula-
tive effect of successive cycles is gradually to thicken the diffusion layer in a manner that
supports the assumptions used in the treatment of wave shape and peak height given in
Section 7.3.4(a).

At solid electrodes of all kinds, the background is rarely dominated by charging cur-
rent, but rather by faradaic processes involving the electrode material, solvent, or support-
ing electrolyte. DPV allows for moderation of background contributions by taking the
difference between current samples. Even so, the residual background is typically higher
than at mercury, and one cannot usually achieve the sensitivity that can be obtained in
DPP.

On the other hand, one has the freedom to use shorter preelectrolysis times and pulse
widths at stationary electrodes vs. the DME or SMDE, because one does not have to wait
for drop formation. This feature is used to advantage in the practice of square wave
voltammetry, which is covered in Section 7.3.5.

(e) Peak Shapes
In the course of deriving the peak height for DPP in Section 7.3.4(a), we also derived the
shape of the peak for a reversible system in the limit of small Д£, and we discussed the
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effects of larger A£. The results and conclusions of that section are valid for a reversible
reaction at any type of electrode at which semi-infinite linear diffusion applies.

We will not treat the application of differential measurements to irreversible systems.
Instead we will note only that, as \AE\ tends toward zero, the response in any differential
scan approaches the derivative of the normal pulse voltammogram. This fact is easily
demonstrated for the reversible system (see Problem 7.7). If a system shows irreversibil-
ity because of slow heterogeneous kinetics, one can still expect to see a differential re-
sponse, but the peak will be shifted from Eo> toward more extreme potentials by an
activation overpotential (i.e., toward the negative for a cathodic process and toward the
positive for an anodic one). Also, the peak width will be larger than for a reversible sys-
tem, because the rising portion of an irreversible wave extends over a larger potential
range. Since the maximum slope on the rising portion is smaller than in the corresponding
reversible case, (5/)max wn"l be smaller than the value predicted by (7.3.21). If the irre-
versibility is caused by following chemistry, the peak will also be broad and low, but will
be less extreme than E0' for reasons discussed in Chapter 12.

The range of time scales for the differential pulse experiment is the same as for nor-
mal pulse voltammetry, hence a given system ordinarily shows the same degree of re-
versibility toward either approach. However, the degree of reversibility toward pulse
methods may differ from that shown toward conventional polarography for reasons dis-
cussed in Section 7.3.2.

7.3.5 Square Wave Voltammetry

Exceptional versatility is found in a method called square wave voltammetry (SWV),
which was invented by Ramaley and Krause (49), but has been developed extensively
in recent years by the Osteryoungs and their coworkers (35, 45, 50). One can view it as
combining the best aspects of several pulse voltammetric methods, including the back-
ground suppression and sensitivity of differential pulse voltammetry, the diagnostic
value of normal pulse voltammetry, and the ability to interrogate products directly in
much the manner of reverse pulse voltammetry. It also offers access to a wider range of
time scales than can be achieved by any of the pulse polarographic techniques. An ex-
tensive review by Osteryoung and Q'Dea (50) provides many details beyond the intro-
duction given here.

(a) Experimental Concept and Practice
Square wave voltammetry is normally carried out at a stationary electrode; such as an
HMDE, and involves the waveform and measurement scheme shown in Figure 7.3.13. As
in other forms of pulse voltammetry, the electrode is taken through a series of measure-
ment cycles; however there is no renewal of the diffusion layer between cycles. In con-
trast to NPV, RPV, and DPV, square wave voltammetry has no true polarographic
mode.10 The waveform can be viewed as a special case of that used for DPV (Figure
7.3.9), in which the preelectrolysis period and the pulse are of equal duration, and the
pulse is opposite from the scan direction. However, the interpretation of results is facili-
tated by considering the waveform as consisting of a staircase scan, each tread of which is
superimposed by a symmetrical double pulse, one in the forward direction and one in the

10Sometimes the term square wave polarography is applied to the application of SWV at a slowly growing
mercury drop issuing from a DME; however this practice is distant from the conventional meaning of
polarography, which is built upon the dropping action and periodic renewal of the electrode during the
experiment.
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- Cycle 1 - - Cycle 2 - - Cycle 3 -
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Figure 7.3.13 Waveform and measurement scheme for square wave voltammetry. Shown in bold
is the actual potential waveform applied to the working electrode. The light intervening lines
indicate the underlying staircase onto which the square wave can be regarded as having been
superimposed. In each cycle, a forward current sample is taken at the time indicated by the solid
dot, and a reverse current sample is taken at the time marked by the shaded dot.

reverse. Over many cycles, the waveform is a bipolar square wave superimposed on the
staircase, and this view gives rise to the name of the method.11

Figure 7.3.13 helps to define the principal parameters. The square wave is character-
ized by a pulse height, Д£ р, measured with respect to the corresponding tread of the stair-
case, and a pulse width £p. Alternatively, the pulse width can be expressed in terms of the
square wave frequency, / = 1/2fp. The staircase shifts by AES at the beginning of each
cycle; thus the scan rate v = AEs/2t^ = fkEs. The scan begins at an initial potential, Ev

which can be applied for an arbitrary time to initialize the system as desired.
Current samples are taken twice per cycle, at the end of each pulse. The forward cur-

rent sample, /f, arises from the first pulse per cycle, which is in the direction of the staircase
scan. The reverse current sample, iT, is taken at the end of the second pulse, which is in the
opposite direction. A difference current Д/ is calculated as /f - iT. There is diagnostic value
in the forward and reverse currents; hence they are preserved separately. Consequently, the
result of a single SWV run is three voltammograms showing forward, reverse, and differ-
ence currents vs. the potential on the corresponding staircase tread.

Square wave voltammetry is always performed using a computer-controlled potentio-
static system with functional elements organized essentially as in Figure 7.3.11. The com-
puter provides for operator interaction, synthesizes the waveform, sequences the sampling
and logging of data, computes difference currents, and handles reporting of results, either
graphically or otherwise. In many systems, the computer also controls the electrode, espe-
cially if an SMDE is involved.

n Many years ago, Barker (51, 52) invented a method that he called "square wave polarography," in

which a quite different experimental strategy is used. A small-amplitude, high-frequency square wave is

superimposed on the slowly changing ramp or staircase used in polarography, and a current sampling scheme is

employed to detect the averaged response to many cycles of the square wave for each drop at the DME. This

method is based on the idea of achieving a "steady-state" in the form of a repeated current cycle as a response to

additional potential cycles, and it has an interpretation similar to ac polarography (Chapter 10). It has been

generalized to electrodes other than the DME and is also encountered as "square wave voltammetry." To avoid

confusion, it is sometimes called steady-state square wave voltammetry or Barker square wave voltammetry

(BSWV), while the method of interest here is called transient square wave voltammetry or Osteryoung square

wave voltammetry (OSWV). OSWV is far more powerful and widely used. The term "transient" refers to the

fact that a steady state is not reached in OSWV because the square wave is applied about a changing central

value at a stationary electrode.



7.3 Pulse Voltammetry 295

In general, tp defines the experimental time scale; AES fixes the spacing of data
points along the potential axis, and these parameters together determine the time re-
quired for a full scan. In normal practice, A£s is significantly less than A£p, which de-
fines the span of interrogation in each cycle and therefore determines the resolution of
voltammetric features along the potential axis. Only tp is varied over a wide range, typi-
cally 1-500 ms ( / = 1-500 Hz). Osteryoung and O'Dea (50) suggest that A£s = 10/w
mV and AEp = 50/n mV suffice generally. With A£s = 10 mV and tp = 1-500 ms, the
scan proceeds at 5 V/s to 10 mV/s; thus the recording of a full voltammogram is quick
compared to the performance of most pulse methods and is comparable in duration to
typical cyclic voltammetric runs (Chapter 6).

(b) Theoretical Prediction of Response
Since the diffusion layer is not renewed at the beginning of each measurement cycle, it is
not possible to treat each cycle in isolation, and theoretical treatments of SWV are intrin-
sically much more complex than for other forms of pulse voltammetry. The initial condi-
tion for each cycle is the complex diffusion layer that has evolved from all prior pulses,
and it is a function, not only of the details of the waveform, but also of the kinetics and
mechanisms of the chemistry linked to the electrode process. The considerations are simi-
lar to those that we encountered in Section 5.7 as we treated double-step responses, and
the mathematical device of superposition can be applied to the extended step waveforms
of SWV in the simpler cases.

Let us now consider the prototypical case in which the electrode reaction О + ne *± R
exhibits reversible kinetics and the solution contains O, but not R, in the bulk. The solution
has been homogenized and the initial potential E-x is chosen well positive of is0', so that the
concentration profiles are uniform as the SWV scan begins. The experiment is fast enough
to confine behavior to semi-infinite linear diffusion at most electrodes, and we assume its
applicability here. These circumstances imply that we can invoke Fick's second law for
both О and R, the usual initial and semi-infinite conditions, and the flux balance at the elec-
trode surface, exactly as in (5.4.2)-(5.4.5). The final boundary condition needed to solve
the problem comes from the potential waveform, which is linked to the concentration pro-
file through the nernstian balance at the electrode. It is convenient to consider the wave-
form as consisting of a series of half cycles with index m beginning from the first forward
pulse, which has m — 1. Then,

- 1 I A£s + ( - l)m A£p (for m > 1) (7.3.27)

where Int[(m + l)/2] denotes truncation of the ratio to the highest integer. The nernstian
balance at the surface can be expressed [as in (5.4.6)] for each half cycle in the following
way:

вт = c

u = ехр[л/(£ т - E°)] (7.3.28)

The solution can be obtained analytically (49, 50, 53) and the sampled current for the mth
half cycle turns out to be

nFADU2C% m Gi-i - Gi
'«n =

 nintm ^ i (m-i+ i)i/2 ( 7 3 - 2 9 )

where

а = т4^тг о>о) e o = o (7.3.30)
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and £ = (D0/DR)l/2. The sum in (7.3.29), which runs over all half cycles preceding and in-
cluding the one of interest, manifests the prior history of electrolysis. Odd values of m cor-
respond to forward current samples and even values denote reverse current samples.

In much of the theory of SWV, currents are represented dimensionlessly by normaliz-
ing with the factor preceding the sum in (7.3.29). This factor is obviously the Cottrell cur-
rent for time fp, which is the plateau current sampled in an NPV experiment with pulse
width tp [see (7.3.3)]. Designating this current as zd, we can define the dimensionless cur-
rent sample, фт, for the mth cycle as

k к (m - i + 1)1 / 2
(7.3.31)

The dimensionless difference current, Дг//т, is given by subtraction of pairs of samples,
with the odd m taken first:

(7.3.32)

where m covers only odd values.
Figure 7.3.14 shows dimensionless current transients and current samples for the ex-

periment that we have been discussing. The currents are small in the early cycles, because
the staircase potential is too far positive of Eo> for the forward pulse to reach the region
where electrolysis can occur. In the middle of the figure, the staircase has moved into the
region of E°\ so that the rate of electrolysis is a strong function of potential. The forward
pulse significantly amplifies the rate of reduction of O, and the reverse pulse actually re-
verses that reduction, so that an anodic current flows. The right side of the figure corre-
sponds to cycles in which the staircase potential has become considerably negative of E° ,
and electrolysis begins to occur at the diffusion-controlled rate regardless of potential.
Then neither the forward pulse nor the reverse affects the current much, and the samples
become similar. The sampled current in the forward pulses is smaller than in the middle of

2.0 i—

-1.0

Figure 7.3.14 Dimensionless current response throughout an SWV experiment for the
reversible O/R system with R absent from the bulk and with the scan beginning well positive of
E°'. Cathodic currents are upward. The time axis corresponds to the half-cycle index m, and the
staircase potential reaches E0' near m = 15. Sampled currents are shown as points. nAEp = 50
mV and nkEs = 30 mV. [Reprinted from J. Osteryoung and J. J. O'Dea, Electroanal. С hem., 14,
209 (1986), by courtesy of Marcel Dekker, Inc.]
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Figure 7.3.15 Dimensionless
square wave voltammograms for
the reversible O/R case with R
absent from the bulk. nAEp = 50
mV and яД£8 = 10 mV. Forward
currents (i/ff), reverse currents
(i/rr), and difference currents
(A«/r) vs. a potential axis referred
to the "reversible" Ещ = £ 0 ' +
(/?r/nf) ln(Z)R/Z)o)1/2. Note that
" ( £ m - £ 1 / 2 ) = (/mF) in f<9m.
[Reprinted from J. Osteryoung and
J. J. O'Dea, Electroanal. Chem.,
14, 209 (1986), by courtesy of
Marcel Dekker, Inc.]

the diagram because the cumulative effect of electrolysis through many cycles is to deplete
the diffusion layer and to slow the rate at which О arrives. The continued falloff of sam-
pled current at the right extreme of the figure is caused by this effect. It is clear that the dif-
ference current reaches a peak near E° and is small on either side.

Figure 7.3.15 contains a dimensionless representation of the voltammograms that
would be derived from an experiment like that just described. The forward and reverse cur-
rents resemble a cyclic voltammogram and have much of the same diagnostic value, while
the difference current resembles the response from DPV and has similar sensitivity.

The difference current voltammogram reaches a peak at Ещ = E0' + (RT/nF)
ln(DR/Do)1 / 2 and has a dimensionless peak current, Д^ р , that depends on n, Д£ р, and AES

as presented in Table 7.3.2. The actual peak current, Д/р, is therefore

(7.3.33)

Since the Cottrell factor is the plateau current in an NPV experiment having the same
pulse width, Д ^ р gauges the peak height in SWV relative to the limiting response in
NPV, just as the ratio (1 - a)l{\ + a) does for DPV [see (7.3.21)]. For the normal operat-
ing conditions of Д£ р = 50/л mV and AES = 10/n mV, the SWV peak is 93% of the cor-
responding NPV plateau height. For DPV, the comparable figure is only about 45%

TABLE 7.3.2 Dimensionless Peak Current
(фр) vs. SWV Operating Parameters'*

n/±E
p
/mV

&
10

20

50

100

1

0.0053

0.2376

0.4531

0.9098

1.1619

nAE

5

0.0238

0.2549

0.4686

0.9186

1.1643

s/mV

10

0.0437

0.2726

0.4845

0.9281

1.1675

20

0.0774

0.2998

0.5077

0.9432

1.1745

aData from reference 50.
hAEp = 0 corresponds to staircase voltammetry.
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(Table 7.3.1), so the SWV method is slightly more sensitive than DPV. This is true be-
cause the reverse pulses near Eo> produce an anodic current, which enlarges A/.

More complicated systems, involving slow heterogeneous kinetics, coupled homoge-
neous reactions or equilibria (e.g., as in Chapter 12), or more complex forms of mass transfer
(e.g., at a UME, Section 5.3), are most easily treated by digital simulation. Osteryoung and
O'Dea (50) discuss the application of SWV to a wide range of such phenomena.

Figure 7.3.16 contains data for a system involving the oxidation of Fe(CN)5~ in a posi-
tive-going scan at a small Pt disk. The results have been treated theoretically by assuming
reversibility at all frequencies and by adjusting two parameters, the radius of the disk, r$,

and El/2 = E0' + (RT/nF) ]n(DR/Do)
1/2, to provide the best fit. The change in behavior with

frequency is rooted in the fact that the diffusion pattern at a UME can deviate from the semi-
infinite linear case, as discussed in Section 5.3. The validity of the model is supported by the
consistency of these parameters for runs at different frequencies and by the quality of the fit.
This example illustrates the typical manner of comparing SWV results with theory.

(c) Background Currents
The considerations involved in understanding background currents in SWV are exactly
those encountered in the treatment of DPV. If tv is greater than five cell time constants,
there is no appreciable charging current contribution, either to the individual current sam-
ples or to the differences. Faradaic background processes do contribute and often control
the detection limits of SWV. At solid electrodes or near background limits, the effects on
the forward and reverse currents can be sizable, but they are often suppressed effectively
in the difference currents.

100 i—

0.00 0.25
POTENTIAL/V(SCE)

0.50

Figure 7.3.16 Square
wave voltammograms at a
Pt disk UME in a solution
of20mMFe(CN)£~also
containing 2 M KNO3.
Each scan was made from
0.0 V to 0.50 V with &Ep =
50 mV and AES = 10 mV
with frequencies of (a) 5
Hz, (b) 60 Hz, (c) 500 Hz.
Points are experimental;
curves are fitted to give r0

and Ец2, respectively, as:

(a) 11.9/^m, 0.2142 V,
(b) 12.4 /un, 0.2137 V,
(c) 12.2 Mm, 0.2147 V.
[Reprinted from D.
Whelan, J. J. O'Dea, J.
Osteryoung, and K. Aoki,
/. Electroanal Chem., 202,
23 (1986), with permission
from Elsevier Science.]
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(d) Applications
Osteryoung and O'Dea (50) have proposed the broad diagnostic use of SWV in a way similar
to that for which cyclic voltammetry (Chapters 6 and 12) has been so successful. Indeed
SWV does have a high information content, especially when one considers the voltammo-
grams of forward and reverse currents, and it has the power to interrogate electrode processes
over a wide potential span in a reasonable time. Its strengths with respect to CV are derived
especially from its ability to suppress the background. In general, systems can be examined at
substantially lower concentrations than with CV. Moreover, there is normally much less dis-
tortion of the response by the background, so that fitting of data to theoretical models can be
done with greater accuracy. On the whole, SWV is better than CV for evaluating quantitative
parameters for systems that are understood mechanistically. SWV also has weaknesses with
respect to CV: For most practitioners CV is more intuitively interpretable in chemical terms.
Also, because the reversal in CV covers a large span of potentials, it can more readily high-
light linkages between processes occurring at widely separated potentials. Finally, CV offers
a considerably wider range of time scales than SWV as presently practiced.

For practical analysis, SWV is generally the best choice among all pulse methods, be-
cause it offers background suppression with the effectiveness of DPV, sensitivity slightly
greater than that of DPV, much faster scan times, and applicability to a wider range of
electrode materials and systems. The most reproducible behavior and lowest detection
limits are generally found at mercury surfaces, so an SMDE working as an HMDE is
quite effective with SWV. In the next section, we will continue this discussion of practical
analysis in more general terms applicable to pulse methods as a group.

7.3.6 Analysis by Pulse Voltammetry

The differential pulse and square wave techniques are among the most sensitive means for the
direct evaluation of concentrations, and they find wide use for trace analysis. When they can
be applied, they are often far more sensitive than molecular or atomic absorption spectroscopy
or most chromatographic approaches. In addition, they can provide information about the
chemical form in which an analyte appears. Oxidation states can be defined, complexation can
often be detected, and acid-base chemistry can be characterized. This information is frequently
overlooked in competing methods. The chief weakness of pulse analysis, common to most
electroanalytical techniques, is a limited ability to resolve complex systems. Moreover, analy-
sis time can be fairly long, particularly if deaeration is required.

Pulse measurements are sufficiently sensitive that one must pay special attention to im-
purity levels in solvents and supporting electrolytes. Contamination from the electrolyte can
be reduced by lowering its concentration from the usual 0.1 to 1 M range to 0.01 M or even
0.001 M. The lower limit is fixed by the maximum cell resistance that can be tolerated, if it is
not set first by chemical considerations, such as the role of the supporting electrolyte in com-
plexation or pH determination. In most analyses, aqueous media are used, both for conve-
nience and for compatibility with the chemistry of sample preparation; however, other
solvents can provide superior working ranges and merit consideration for new applications.
The working range for any medium is much narrower for trace analysis by differential pulse
polarography or square wave voltammetry than for conventional polarography, simply be-
cause the residual faradaic background becomes intolerably high at less extreme potentials.
This point is clear from the data in Figure 7.3.17.

Under some circumstances, pulse techniques can produce distorted views of a sam-
ple's composition. Note that a fundamental assumption underlying analysis by normal
pulse polarography is that the solution's composition near the working electrode at the
start of each pulse is the same as that of the bulk. This assumption can hold only if negli-
gible electrolysis occurs at the working electrode during the waiting period before r'.
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Background

-120 mV us. SCE

Figure 7.3.17 Differential pulse
polarogram for 4.84 X 10" 7 M As(III)
in 1 M HCl containing 0.001% Triton
X-100. rm a x = 2 s, AE = -100 mV.
[From J. G. Osteryoung and R. A.
Osteryoung, Am. Lab., 4 (7), 8 (1972),
with permission.]
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Figure 7.3.18 Polarograms at a DME of 10" 3 M F e 3 + and 10" 4 M C d 2 + in 0.1 M HCl.
(a) Conventional dc mode, (b) Normal pulse mode, Еъ = -0.2 V vs. SCE. (c) Differential pulse
mode, A£ = - 5 0 mV.
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Therefore, the base potential must be either the equilibrium value itself or in a range over
which the electrode behaves as an IPE (46). Otherwise, electrolysis modifies the solu-
tion's composition near the electrode before the pulse begins.

Figure 7.3.18 is a display of conventional and pulse polarograms for 1 mM Fe3+ and
10~4 M Cd2+ in 0.1 M HC1. Since £0 ' for Fe3+/Fe2+ is more positive than the anodic limit
of the DME, no wave is seen for that couple, yet the diffusion-limited reduction current for
Fe3+ is recorded from the positive end of the working range. In the conventional polaro-
gram (Figure 7.3.18a), the limiting current for Fe3+ is about five times greater than that of
Cd2+, as expected from the ratio of concentrations and n values. This response contrasts
markedly with that from a normal pulse experiment (Figure 7.3.18/?) in which Еъ was -0.2
V vs. SCE. The limiting current for F e 3 + is actually smaller than that for Cd 2 +, because
electrolysis at the base potential depletes the diffusion layer of F e 3 + before the pulse has a
chance to measure it faithfully. Since the wave height for Cd 2 + is unaffected, this effect
would be alarming only if an accurate picture of the concentration ratio CFe3+/CCd2+ were
desired. It can actually be useful for suppressing the response of a concentrated interferent.

Differential pulse polarography also produces an ambiguous record for this kind of situ-
ation, as shown in Figure 7.3.18c. A peak is seen only for the Cd 2 + reduction, because the
trace covers potentials only on the negative side of the F e 3 + wave. We note again that the
differential pulse polarogram approximates the derivative of the normal pulse record; hence
distinct peaks will not be seen in DPV (or in SWV) unless distinct waves appear in NPV.

Aside from this type of problem, DPV and SWV are particularly well-suited to the
analysis of multicomponent systems because their readout format usually allows the sepa-
ration of signals from individual components along a common baseline. This point is il-
lustrated in Figure 7.3.19. Note also from that figure that pulse methods are applicable to
a much richer variety of analytes than heavy metal species.

Although pulse techniques were developed specifically for the DME, they can be em-
ployed analytically with other kinds of electrodes. As important examples, one can cite
differential pulse anodic stripping at a hanging mercury drop or at a thin mercury film on
a rotating substrate. See Section 11.8 for details.

Analysis of mixture of antibiotics 0.1 M acetate buffer, pH4
differential pulse mode

4.20 ppm
Tetracycline • HCI

0.2 JIA

T
2.40 ppm
Chloramphenicol

0 -0.1 -0.2 -0.3 -0.4 -0.5 -0.6 -0.7 -0.8 -0.9 -1.0 -1.1 -1.2 -1.3 -1.4
E (V vs. SCE)

Figure 7.3.19 Differential pulse polarogram for a mixture of tetracycline and chloramphenicol.
AE = -25 mV. [From Application Note AN-111, EG&G
Princeton Applied Research, Princeton, NJ, with permission.]
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7.5 PROBLEMS

7.1 The following measurements were made on a reversible polarographic wave at 25°C. The process
could be written О + ne ^ R

E(volts vs. SCE)

-0.395

-0.406

-0.415

-0.422

-0.431

-0.445

/(MA)

0.48

0.97

1.46

1.94

2.43

2.92

id = 3.2

Calculate (a) the number of electrons involved in the electrode reaction, and (b) the formal potential
(vs. NHE) of the couple involved in the electrode reaction, assuming Do = Z)R.

7.2 The following data were obtained for an apparently totally irreversible polarographic wave:

£(volts vs. SCE) i QiA)

-0.419

-0.451

-0.491

-0.515

-0.561

-0.593

-0.680

-0.720

0.31

0.62

1.24

1.86

2.48

2.79

3.10

3.10

7.3

The overall reaction is known to be О + 2e —> R; and m = 1.26 mg/s, fmax = 3.53 s (constant at all
potentials), and C* = 0.88 mM. Assume the initial step in the mechanism is a rate-determining one-
electron transfer, (a) Use Table 7.2.1 to determine kf at each potential. From these values, determine
a, and k°f (i.e., the value of kf at E = 0.0 V vs. NHE). (b) Use the treatment of Meites and Israel to
obtain the same information, (c) Calculate CQ(0, t) for each /. Plot Co(0, t) as a function of poten-
tial. On the same graph plot the i values listed above.

Consider a material A, which can be reduced at a dropping mercury electrode to form B. A 1-mM
solution of A in acetonitrile shows a wave with Ещ at -1.90 V vs. SCE. The wave slope is 60.5
mV at 25°C and (/)max

 = 2.15 in the usual units. When dibenzo-15-crown-5 is added to the solution,
the polarographic behavior changes.

Dibenzo-15-crown-5 (C)
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The following observations were made:

Concentration of C, M Em, V Wave Slope, mV (/)„

10

10

10

- 3

- 2

-1

-2.15
-2.21

-2.27

60.3
59.8

59.8

2.03
2.02

2.04

What interpretation can be made of these results? Can any thermodynamic data be derived from the
data? Can you suggest the identity of species A?

7.4 A polarogram of molecular oxygen in air-saturated 0.1 M KNO3 is like that of Figure 5.6.2. The
concentration of O2 is about 0.25 mM. At E = -0.4 V vs. SCE, (/a)max = 3.9 fiA, rm a x = 3.8 s, and
m= 1.85 mg/s. At E = -1.1 У vs. SCE, (/d)max = 6.5 fiA, rm a x = 3.0 s, and m = 1.85 mg/s. Calcu-
late (/)max at each potential. Is the ratio of the two values what you expect? Explain any discrepancy
in chemical terms. Calculate the diffusion coefficient for O 2 using the more appropriate constant.
Defend your choice of the two.

7.5 Consider an analysis for the toxic ion T1(I) in waste water that also contains Pb(II) and Zn(II) in 10
to 100-fold excesses. Outline any obstacles that would impede a polarographic determination and
suggest means for circumventing them without implementing separation techniques. For 0.1 M KC1,
£1/2(T1+/T1) = -0.46 V, £1/2(Pb2+/Pb) = -0.40 V, and £1/2(Zn2+/Zn) = -0.995 V vs. SCE.

7.6 Sketch the normal pulse voltammogram expected for a substance undergoing an irreversible elec-
trode reaction at a gold disk (e.g., O2 —> H2O2 in 1 M KC1). Assume that the reduced form is not ini-
tially present and that no electrolysis occurs at the base potential in the starting solution. Explain the
shape of the trace. (Note that the location of the trace on the potential axis is not of interest here.)
Do the same for the case in which the electrode reaction is reversible. How would the curves differ
if the disk were rotated during the recording of the polarograms?

7.7 (a) Show that the derivative of a reversible sampled-current voltammetric wave is

di _ n2F2AC* gfl

dE RTTT1/2T1/2 (1 + {в)2

(b) Show that (7.3.19) approaches this form for 61/ДЯ « di/dE as A£ -» 0.
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CONTROLLED-CURRENT

TECHNIQUES

8.1 INTRODUCTION

We discussed in Chapters 5-7 methods in which the potential of an electrode was con-
trolled (or was the independent variable), while the current (the dependent variable) was
determined as a function of time. In this chapter we consider the opposite case, where the
current is controlled (frequently held constant), and the potential becomes the dependent
variable, which is determined as a function of time. The other conditions assumed in
Chapters 5-7, such as small ratio of electrode area to solution volume and semi-infinite
diffusion, are also assumed here. We do not treat UMEs, because the behavior in the
steady-state regime is not a function of whether the applied signal is a controlled poten-
tial or current. The experiment is carried out by applying the controlled current between
the working and auxiliary electrodes with a current source (called a galvanostai) and
recording the potential between the working and reference electrodes (e.g., with a
recorder, oscilloscope, or other data acquisition device) (Figure 8.1.1). These techniques
are generally called chronopotentiometric techniques, because E is determined as a func-
tion of time, or galvanostatic techniques, because a small constant current is applied to
the working electrode.

8.1.1 Comparison with Controlled-Potential Methods

Since the general aspects of controlled-potential and controlled-current experiments
are so similar, we might consider the basic differences between the two types of exper-
iments and the relative advantages of each. The instrumentation for controlled-current
experiments is simpler than the potentiostats required in controlled-potential ones,
since no feedback from the reference electrode to the control device is required. Al-
though constant-current sources constructed from operational amplifiers are frequently
used, a simple circuit employing a high-voltage power supply (e.g., a 400-V power
supply or several 90-V batteries) and a large resistor can be adequate. The mathemati-
cal treatment also differs from what we have already seen. In controlled-current exper-

1
Controlled

current
source

1

f ^ J Ref

T Working
Potential-recording

device

Figure 8.1.1 Simplified block
diagram of apparatus for
chronopotentiometric
measurements.
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iments, the surface boundary condition is based on the known current or fluxes (i.e.,
the concentration gradients) at the electrode surface, while in controlled-potential
methods, the concentrations at x = 0 (as functions of E) provide the boundary condi-
tions. Usually the mathematics involved in solving the diffusion equations in con-
trolled-current problems are much simpler, and closed-form analytical solutions are
usually obtained.

A fundamental disadvantage of controlled-current techniques is that double-layer
charging effects are frequently larger and occur throughout the experiment in such a way
that correction for them is not straightforward. Treating data from multicomponent sys-
tems and step wise reactions is also more complicated in controlled-current methods, and
the waves observed in E-t transients are usually less well-defined than those of potential
sweep i-E curves.

Controlled-current methods can be of particular value when the process being studied
is the background process, such as solvated electron formation in liquid ammonia or reduc-
tion of quaternary ammonium ion in an aprotic solvent. A simple method for determination
of the thickness of metal films is by anodic stripping at constant current. Working with
background processes in a controlled-potential mode is often difficult.

8.1.2 Classification and Qualitative Description

Different types of constant-current techniques are illustrated in Figure 8.1.2. Let us first
consider constant-current chronopotentiometry (Figure 8.1.2a) in the context of the an-
thracene (An) system used as an example in Section 5.1.1. The steady current, /, applied
to the electrode causes the anthracene to be reduced at a constant rate to the anion radi-
cal, An7. The potential of the electrode moves to values characteristic of the couple and
varies with time as the An/An7 concentration ratio changes at the electrode surface. The
process can be regarded as a titration of the An in the vicinity of the electrode by the
continuous flux of electrons, resulting in an E-t curve like that obtained for a potentio-
metric titration (E as a function of titrant added, i-i). Eventually, after the concentration
of An drops to zero at the electrode surface, the flux of An to the surface is insufficient to
accept all of the electrons being forced across the electrode-solution interface. The po-
tential of the electrode will then rapidly shift toward more negative values until a new,
second reduction process can start. The time after application of the constant current
when this potential transition occurs is called the transition time, r. It is related to the
concentration and the diffusion coefficient and is the chronopotentiometric analogue of
the peak or limiting current in controlled-potential experiments. The shape and location
of the E-t curve is governed by the reversibility, or the heterogeneous rate constant, of
the electrode reaction.

Instead of a constant current, one can apply a current that varies as a known function
of time (e.g., / = fit, a current ramp; Figure 8.1.2/?). Although this technique, called pro-
grammed current chronopotentiometry, can be treated theoretically with little difficulty, it
has been employed infrequently. The current can also be reversed after some time (cur-
rent reversal chronopotentiometry, Figure 8.1.2c). For example, if in the case considered
above, the current is suddenly changed to an anodic current of equal magnitude at, or be-
fore, the transition time, the An7 formed during the forward step will start oxidizing.
The potential will move in a positive direction as the An/An7 concentration ratio in-
creases. When the An7 concentration falls to zero at the electrode surface, a potential tran-
sition toward positive potentials occurs, and a reverse transition time can be measured. In
an extension of this technique the current can be continuously reversed at each transition,
resulting in cyclic chronopotentiometry (Figure 8.1.2d). Finally, as in the treatment of
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Figure 8.1.2 Different types
of controlled-current techniques.
(a) Constant-current
chronopotentiometry.
(b) Chronopotentiometry with
linearly increasing current.
(c) Current reversal
chronopotentiometry.
(d) Cyclic chronopotentiometry.

controlled-potential data, the derivatives of the E-t curves can be obtained or differential
methods can be employed.1

8.2 GENERAL THEORY OF CONTROLLED-

CURRENT METHODS

8.2.1 Mathematics of Semi-Infinite Linear Diffusion

We again consider the simple electron-transfer reaction, О + ne —> R. A planar working
electrode and an unstirred solution are assumed, with only species О initially present at a
concentration CQ. These conditions are the same as those in Section 5.4.1, so that the dif-
fusion equations and general boundary conditions, (5.4.2) to (5.4.5), apply:

дСо(х, i
(8.2.1)

'These latter methods are employed infrequently and are discussed in more depth in the first edition, Sections
7.4.3 and 7.6.
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— R ' = £>J R
2 ' (8.2.2)

At t = 0 (for all JC) "
and

as x —> oo (for all i)
\C0(x, t) = Cg CR(x, r) = 0 (8.2.3)

» = 0 <8-2-4>

Since the applied current i(t) is presumed known, the flux at the electrode surface is also
known at any time, by the equation [see (4.4.29)]:

U=o
This boundary condition involving the concentration gradient allows the diffusion prob-
lem to be solved without reference to the rate of the electron-transfer reaction, in contrast
with the concentration-potential boundary conditions required for controlled-potential
methods. Although in many controlled-current experiments the applied current is con-
stant, the more general case for any arbitrarily applied current, i(f)9 can be solved readily
and includes the constant-current case, as well as reversal experiments and several others
of interest.

For species O, application of the Laplace transform method to (8.2.1) and (8.2.3) yields

Co(x, s) = -^- + A(s) exp| - ( ̂ - ) x | (8.2.6)

The transform of (8.2.5) is

'dC0(x,s)\ =

x=o nFA

By taking the indicated derivative of (8.2.6) and substituting in (8.2.7) to eliminate A(s),
we have

(8.2.8)

By substitution of the known function, i(s), and employing the inverse transform, CQ(X, t)
can be obtained. Similarly, the following expression for CR(x, s) can be derived:

Note that direct inversion of (8.2.8) and (8.2.9) using the convolution property leads to
(6.2.8) and (6.2.9). These integral forms are also convenient for solving controlled-cur-
rent problems.

8.2.2 Constant-Current Electrolysis—The Sand Equation

If i(t) is constant, then i(s) = i/s and (8.2.8) becomes

Co(x, *) = % - Wv^ exP "f if-У/2*
s inFAD^s312} L \Do) J
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The inverse transform of this equation yields the expression for CQ(X, t):

Typical concentration profiles at various times during a constant-current electrolysis are
given in Figure 8.2.1. Note that Co(0, 0 decreases continuously, yet [dCo(x, t)/dx]x=0 is
constant at all times after the onset of electrolysis.

An expression for CQ(0, 0 can be obtained by setting x = 0 in (8.2.11), or directly by
inverse transform of (8.2.8) with x = 0:

to yield

C o (0 , s) = - ^ -

= C%Co(0, t) = C% -
lit1'2

(8.2.12)

(8.2.13)

Figure 8.2.1 Concentration profiles of О and R (in dimensionless form) at various values of tlr
indicated on the curves.
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At the transition time, r, CQ(0, t) drops to zero and (8.2.13) becomes

(8.2.14)

This equation, known as the Sand equation, was first derived by H. J. S. Sand (1).
As discussed in Section 8.1.2, the flux of О to the electrode surface beyond the transi-

tion time is not large enough to satisfy the applied current, and the potential shifts to a
more extreme value where another electrode process can occur (Figure 8.2.2). The actual
shape of the E-t curve is discussed in the next sections.

The measured value of r at known / (or better, the values of ir1^2 obtained at vari-
ous currents) can be used to determine n, A, CQ or DQ. For a well-behaved system, the
transition time constant, irl^2/CQ, is independent of / or CQ. A lack of constancy in this
parameter indicates complications to the electrode reaction from coupled homogeneous
chemical reactions (Chapter 12), adsorption (Chapter 14), or measurement artifacts,
such as double-layer charging or the onset of convection (Section 8.3.5).

Note that (8.2.11) can be written in a convenient form with dimensionless groupings
C0(x, t)IC%, t/т, and xo = x/[2(Dot)

l/2] for (0 < t < r):

In a similar way, the following equations hold for CR(x, t) when (0 < t < r):

C R ( * , Q /Д1/2

» = f ( r I [exp(^R) - TTL/ZXR erfc(^R)]

where дгк = */[2(£>R01/2] and f = (Do/DR)l/2. Accordingly,

See Figure 8.2.1.

(8.2.16)

(8.2.17)

(8.2.18)

-0.24

-0.12

+0.12

0.5
tin

1.0

Figure 8.2.2 Theoretical
chronopotentiogram for a nernstian
electrode process.
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8.2.3 Programmed Current Chronopotentiometry

It is possible to use currents that are programmed to vary with time in a special way,
rather than remaining constant (2, 3). For example, a current that increases linearly with
time could be used:

i(t) = pt (8.2.19)

The treatment follows that for a constant-current electrolysis, hi this case the transform is

J3
i(s) = 4: (8.2.20)

sz

so that (8.2.8) becomes, at x = 0,

Co(0, t) = Cg ~z (8.2.22)

where Г(5/2) is the mathematical gamma function, equal with this argument to 1.33. This
same treatment can be employed with any power function of time.

A particularly interesting applied current is one varying with the square root of time:

i(0 = ptm (8.2.23)

i(s) = ^—rjr (8.2.24)
2s3/2

~с°(0'!> = ̂ -ШБ$? <8-2'25)

Co(0,0 = C S - P .- (8.2.26)

Again, defining the transition time т as that time when CQ(0, 0 = 0> an expression equiva-
lent to the constant-current Sand equation results, but with т (rather than r1^2) proportional
to CQ and p:

^ = 2nFATr-lllD\? (8.2.27)
co

Because this current excitation function is fairly difficult to generate, the technique
has not been used very much. Nevertheless, it would be advantageous for step wise
electron-transfer reactions and multicomponent systems (see Section 8.5).

8.3 POTENTIAL-TIME CURVES IN CONSTANT-
CURRENT ELECTROLYSIS

8.3.1 Reversible (Nernstian) Waves

For rapid electron transfer, a nernstian relationship links the potential with the surface
concentrations of О and R (Sections 3.4.5 and 3.5.3). Substitution of the expressions for
Co(0, 0 and CR(0, 0, equations 8.2.16 and 8.2.18, into (3.5.21) yields (4)

(8.3.1)
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where Ет/4, the quarter-wave potential, is

Thus Ет/4 is the chronopotentiometric equivalent of the voltammetric Ец2 value (Figure
8.2.2). The test for reversibility of an E-t curve is a linear plot of E vs. log [(r1 / 2 -
tl/2)/tl/2] having a slope of 59/n mV, or a value of \Ет/4 - Е3т/4\ = 47.9/л mV (at 25°C).

8.3.2 Totally Irreversible Waves

For a totally irreversible one-step, one electron reaction

O + e5>R (8.3.3)

the current is related to the potential by either of the following equations (5):

i = nFAk°fCo(0, i) exp ^p- (8.3.4a)

i = nFAk°Co(0, t) е х р Г " а / 7 ( ^ г " £ ) 1 (8.3.4b)

When the expression for CQ(0, t), (8.2.16), is substituted into these equations, the follow-
ing expressions result:

Equivalent expressions can be obtained by using the Sand equation and substituting for
Tl/2.

(8.3.6b)

Thus, for a totally irreversible reduction wave, the whole E-t wave shifts toward more
negative potentials with increasing current, with a tenfold increase in current causing a
shift of 23RT/aF (or 59/a mV at 25°C). Note that uncompensated resistance between the
reference and working electrodes will also cause the E-t curve to shift with increasing /.
For a totally irreversible wave, \ET/4 - E3r/4\ = 33.8/a mV at 25°C.

8.3.3 Quasireversible Waves

For the quasireversible one-step, one-electron process,
kf

O + e^±R (8.3.7)
kb

a general E-t relationship is found from combining the current-overpotential equation,
(3.4.10), with the equations for Co(0, 0, (8.2.16), and CR(0, 0, (8.2.18). A bulk concen-



8.3 Potential-Time Curves in Constant-Current Electrolysis 313

tration of R, CR, is required, so that a starting equilibrium potential can be defined (6,
7). This requirement adds the term CR to (8.2.18). The overall result is

(8.3.8)

Alternative forms can be written in terms of the current density, j , and the heterogeneous
rate constants,

or, when CR = 0,

(8.3.9b)

where kf and kb are defined in (3.3.9) and (3.3.10).
Usually, the study of the kinetics of quasireversible electrode reactions by constant-

current techniques (generally called the galvanostatic or current step method) involves
small current perturbations, and the potential change from the equilibrium position is also
small. When both О and R are initially present, the linearized current-potential-concentra-
tion characteristic, (3.5.33), can be employed. Combination with equations 8.2.13 and
8.2.18 (with the latter modified by an added term, CR) yields

(8.3.10)

The same result can be obtained by linearization of (8.3.8). Thus, a plot of 77 vs. tl/2,
for small values of 77, will be linear, and /0 can be obtained from the intercept. This
method is the constant-current analog of the potential step method discussed in Section

8.3.4 General Effects of Double-Layer Capacity

Because the potential is changing during the application of the current step, there is al-
ways a nonfaradaic current that contributes to charging of the double-layer capacitance. If
dA/dt = 0, then ic is given by

ic = -ACd(dV/dt) = -ACd(dE/dt) (8.3.11)

Thus, of the total applied constant current, /, only a portion, /f, goes to the faradaic reac-
tion:

i f = i - i c
(8.3.12)

Since dE/dt is a function of time, ic and if also vary with time, even when / is constant.
This situation can be treated as a case of programmed current chronopotentiometry if an
explicit form of dE/dt or drj/dt is known.

For the case where the one-step, one-electron process applies and the general r\-t ex-
pression can be linearized, then (8.3.10) can be adapted as follows (8):

(8.3.13)
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where

N = ~-( J 1/2 + J \ (8.3.14)

The intercept of the j]-t^2 plot allows the determination of 1/z'o only when this term is ap-
preciable compared to (RT/F)AC&N2 (8). To overcome this limitation for fast electron-
transfer reactions, where /Q is large, the galvanostatic double-pulse method has been
proposed (Section 8.6).

8.3.5 Practical Issues in the Measurement of Transition Time

As discussed in Section 8.3.4, the presence of a finite double-layer capacity results in a
charging current contribution proportional to dE/dt (equation 8.3.11) and causes /f to dif-
fer from the total applied current, /. This effect, which is largest immediately after appli-
cation of the current and near the transition (where dE/dt is relatively large), affects
the overall shape of the E-t curve and makes measurement of т difficult and inaccurate.
A number of authors have examined this problem and have proposed techniques for mea-
suring т from distorted E-t curves or for correcting values obtained in the presence of sig-
nificant double-layer effects.

In the simplest approach, ic is assumed to be constant for 0 < t < r. This is not
strictly so, of course, since dE/dt and Сд (a function of E) change throughout the E-t curve
(9, 10); however the approximation leads to

i = if+ic (8.3.15)

1/2 UT112 LT
/ r

where / fr
1/2/Co is the "true" chronopotentiometric constant, a, equal to nFAD\^TTXI2/2.

In the last term, icr is the total number of coulombs needed to charge an average double-
layer capacitance from the initial potential to the potential at which т is measured (A£),
so that icr ~ (Q)avg A£» a nd is represented by a correction factor b. Thus the final equa-
tion is

iTmIC% = a + Ь/С%тт (8.3.17)

Plots based on (8.3.17) can thus be used to extract a and b from the observed data (e.g., a
plot of ir vs. r 1 / 2 yields a slope aC% and an intercept b).

An equation of this form can also be used to correct for formation of an oxide film
(e.g., on a platinum electrode during an electrochemical oxidation) and for electrolysis of
adsorbed material in addition to diffusing species. Under these conditions, (8.3.15) be-
comes (10):

*' = ' f + ' c + 'ox+l'ads (8.3.18)

where /ox is the current going to formation (or reduction) of the oxide film and /a(js is the
current required for the adsorbed material. A treatment similar to that given above again
yields (8.3.17), where b is now an overall correction factor including Qox = / o x r and
Gads ~ nFY, where Г is the number of moles of adsorbed species per square centi-
meter (Section 14.3.7). Although these approximations are rough, treatments of
actual experimental data by (8.3.17) yield fairly good results, even at rather low con-
centrations and short transition times, where these surface effects are most
important (11).
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1.00

0.75

0.50

0.25 Figure 8.3.1 Fraction of total current
contributing to the faradaic process (/f//) vs. time
for a nernstian electrode process. К values of

2.0

(1) 5 X 10~4; (2) КГ 3 ; (3) 2 X 10"3; (4) 5 X 10
(5) 0.01. [From W. T. de Vries, /. Electroanal.
Chem., 17, 31 (1968), with permission.]

A more rigorous approach involves only the assumption that Q is independent of E
(12-14). In this case, one must solve the diffusion equation, (8.2.1), beginning with the
usual boundary conditions, (8.2.3). The flux condition, (8.2.5), is replaced by

(dCrdC0 ,
-£\ +ACd

0x=0
dE
dt

(8.3.19)

In addition, one needs the appropriate i-E characteristic (i.e., for a reversible, totally irre-
versible, or quasireversible reaction). The resulting nonlinear integral equation must be
evaluated numerically. Alternatively, the problem can be addressed by digital simulation
techniques. Figures 8.3.1 and 8.3.2 illuminate the effects of different relative contribu-
tions of double-layer charging on /f (at constant /) and on the E-t curves of a nernstian re-
action. The charging contribution is represented there by the dimensionless parameter, K,
defined as

K= ^ (8.3.20)
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-400 1 In3 \ \
0.5 1.0 1.5 2.0

Figure 8.3.2 Effect of double-layer
capacitance on chronopotentiograms for
a nernstian electrode reaction. Values of
К as in Figure 8.3.1. [From W. T. de
Vries, /. Electroanal. Chem., 17, 31
(1968), with permission.]
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2

(b)

Figure 8.3.3 (a) Shielded electrode
for maintaining linear diffusion and
suppressing convection, (b) Tubes to which
shielded electrode is attached to provide:
(1) horizontal electrode, diffusion upward;
(2) horizontal electrode, diffusion downward;
(3) vertical electrode. [Reprinted with
permission from A. J. Bard, Anal. С hem.,
33, 11 (1961). Copyright 1961, American
Chemical Society.]

The effect of double-layer charging is clearly most important at small т values (see
equation 8.3.20). Problems with distorted E-t curves and the difficulty of obtaining cor-
rected т values have discouraged the use of controlled-current methods as opposed to con-
trolled-potential ones.

In both controlled-current and controlled-potential methods, problems develop at
long experimental times because of the onset of convection and the nonlinearity of dif-
fusion. Convective effects, caused by motion of the solution with respect to the elec-
trode, can arise by accidental vibrations transmitted to the cell (e.g., by hood fans,
vacuum pumps, passing traffic) or as a result of density gradients building up at the
electrode surface because of differences in density between reactants and products (so-
called "natural convection"). Convective effects can be minimized by using electrodes
with glass mantles (shielded electrodes; Figure 8.3.3) and by orienting the electrode
horizontally so that the denser species is always below the less dense one (15, 16). Ver-
tically oriented electrodes (e.g., foils or wires) often suffer from convection effects even
at not very long times (e.g., 60 to 80 s). The shielded electrode also has the virtue of
constraining diffusion to lines normal to the electrode surface so that true linear diffu-
sion conditions are approached. An unshielded electrode, such as a platinum disk
imbedded in glass can show appreciable "sphericity" effects when the diffusion layer
thickness is not negligible with respect to the electrode dimensions; that is, material can
diffuse to the unshielded electrode from the sides. This effect causes increases in the
transition time (or anomalously large currents in controlled-potential methods). With
properly oriented shielded electrodes, however, linear diffusion conditions can be main-
tained for 300 s or longer.

8.4 REVERSAL TECHNIQUES

8.4.1 Response Function Principle

A useful technique for treating reversal methods in chronopotentiometry (and other tech-
niques in electrochemistry) is based on the response function principle (2, 17). This
method, which is also used to treat electrical circuits, considers the system's response to a
perturbation or excitation signal, as applied in Laplace transform space. One can write the
general equation (2)

R(s) = (8.4.1)

where ^(s) is the excitation function transform, R(s) is_the response transform, which de-
scribes how the system responds to the excitation, and S(s) is the system transform, which
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connects the excitation and the response. For example for current excitation we can write,
from (8.2.8) at x = 0,

Co(0, s) = C%ls - [nFADl£sll2Y%) (8.4.2)

or
Cg - Co(0, s) = [nFADl£sll2Yri{s) (8.4.3)

In this_case ty(s) = i(s) (the transform of the applied current perturbation), R(s) =
CQ - Co(0, s),the transform of the concentration response to the perturbation, and
S(s) = [nFAD^s^2]'1, which is characteristic of the system under excitation (semi-infinite
linear diffusion). For controlled-current problems involving different systems (e.g., spher-
ical or cylindrical diffusion, first-order kinetic complications) other system transforms
would be employed.2 We have illustrated how this equation could be employed for con-
stant and programmed current methods, using appropriate i(s) functions. We now extend
its use to reversal techniques.

8.4.2 Current Reversal (18,19)

Consider a solution where only О is present initially at a concentration CQ, semi-infinite lin-
ear diffusion conditions prevail, and a constant cathodic current / is applied for a time t\
(where t\<T\, with r\ being the forward transition time). At t\ the current is reversed, that is,
the direction of the current is changed from cathodic to anodic, so that R formed during the
forward step is oxidized to O, and the time r 2 (measured from t{) at which CR at the electrode
surface drops to zero is noted. At r2, the reverse transition time, the potential shows a rapid
change toward positive values. We desire an expression for r2. This is most easily accom-
plished using the "zero shift theorem" of Section A.1.7. Since for 0 < t < th i(t) = /, and for
t\<f^t\-\- r2, /(0 = —/, the expression for the current, using step function notation, is

/(0 = i + S,,(0(-20 (8.4.4)

so that the transform is given by

Introducing this into (8.4.3), we obtain

с * —
f Cf- ~ Co(0, s) = ( | j( l - 2 e-^s)(nFADl£sll2yl (8.4.6)

The analogous expression for CR(0, s) [see (8.2.9)] is

CR(0, s) = U\l - 2 e~^s)(nFAD^2sl/2yl (8.4.7)

The inverse transform of (8.4.7) yields an expression for CR(0, t) at any time [recall that
Sh(i) = 0 for t < tx\ Sh{t) =\fort> tx\ Sect ion A.1 .7 ] :

At t = tx + r2, CR(0, 0 = 0, so that {tx + т 2) 1 / 2 = 2т] / 2 and

(8.4.9)т2 = ф

2This approach, and transform methods in general, are useful only for linear problems; hence second-order
reactions or nonlinear complications cannot be treated by this technique.
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Figure 8.4.1 Typical experimental
chronopotentiogram with current reversal. Oxidation
of diphenylpicrylhydrazyl (DPPH) followed by
reduction of the stable radical cation, DPPH • .Solution
was acetonitrile containing 1.04 mM DPPH and 0.1 M
NaC104. The current was 100 /JLA, and a shielded
platinum electrode of area 1.2 cm2 was employed.
[Reprinted with permission from E. Solon and A. J.
Bard, /. Am. Chem. Soc, 86, 1926 (1964). Copyright
1964, American Chemical Society.]

Thus the reverse transition time (for stable R) is always 1/3 that of the forward time
(Figure 8.4.1) up to and including r b independent of Do, D R , CQ, and the rate of the
electron transfer (assuming it is sufficiently rapid to show a reverse transition, that is, is
not totally irreversible). The factor of 1/3 means that of the total amount of R generated
during the forward step (equal to it\lnF mol), only one-third returns to the electrode dur-
ing the backward step up to r2, with the remainder diffusing into the bulk solution. At
first thought, one might wonder at the independence of r2/t\ on D R . If Z)R is very large,
then a larger amount might be expected to diffuse away. However, a large D R also im-
plies that a larger amount will diffuse back during the reverse step, and the mathematics
demonstrates that this exactly compensates for the diffusion away from the electrode.
Thus the T2lh ratio of 1/3 in chronopotentiometry is the analog of ir(2r)/if(r) = 0.293 in
potential step reversal (Section 5.7) and zpc//pa = 1.00 in cyclic voltammetry (Section
6.5.1). Expressions can also be written for the potential-time behavior by combining the
appropriate kinetic relationship with the equations for CQ(0, t) and CR(0, t). For exam-
ple, for a nernstian wave, E{)2l5r ~ Еф- ^ o r a quasireversible system the separation be-
tween ET/4 and E02l5 can be used to determine k° (20).

MULTICOMPONENT SYSTEMS AND
MULTISTEP REACTIONS (19, 21-23)

Consider a solution containing two reducible substances, O\ and O2, at concentrations C*
and C2, respectively, where the reduction Oi + ще -> Ri occurs first, and then, at more
negative potentials, O2 + n2e —> R2. Again, assuming semi-infinite linear diffusion, the
following response-function equations can be written:

[C*

[ c*-f-
cl/2

(8.5.1)

(8.5.2)
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where ix(s) and i2(s) are the transforms of the individual currents [i\(t) and i2(t)] involved
in the reduction of O\ and O2, respectively. Since the total applied current, /(0» is ii(t) +
i2it\ then ~i(s) = ~ix(s) + }2(s), and from (8.5.1) and (8.5.2),

- C l (0, ^ - C2(0, ,)] = (8.5.3)

This equation is true at all times.
For the period whenjhe potential is not sufficiently negative for O2 reduction to

occur (i.e., when t ^ т\), C2(0, s) = C2/s, i2(s) = 0, and (8.5.3) becomes identical to the
simple equation (8.4.3), so that up to T\ the behavior is unaffected by the presence of O2.
For t > ть Cx(0, s) = 0, so that (8.5.3) becomes

[C * — 1

- f - C 2 ( ( U ) =
FAsl/2

(8.5.4)

The second transition time (t = т\ + т?) occurs when the concentration of O2 drops
to zero at the electrode surface, that is, C2(0, s) = 0. Thus, for a constant current,
i(s) = i/s, and (8.5.4) for this time becomes

,
FAs312

Inversion yields

(8.5.5)

(8.5.6)

For example, for the special case WJDJ^C* = «2D2

/ 2C*, т2 = Зт]. Thus, while in controlled-
potential voltammetric methods two substances at equal concentration with equal diffu-
sion coefficients show two waves of equal height, in chronopotentiometry unequal
transition times arise. The long second transition results from the continued diffusion of
Oi to the electrode after т1? so that only a fraction of the applied current is available for
reduction of O2 (Figure 8.5.1).

Similar reasoning shows that for a stepwise process:

О + пге-

Rj + n2e •

(8.5.7)

(8.5.8)

100
7.7x1(T6MCd2-

1.54x1(T5MPb2-

-0.2 -0.3 -0.4 -0.5 -0.6

E, V vs. Ag/AgCI

-0.7 -0.8

Figure 8.5.1 Consecutive reduction of
Pb(II) and Cd(II) at a mercury pool
electrode. Note that if E-t curve is
plotted in this manner, it resembles
a voltammogram. [Reprinted with
permission from C. N. Reilley, G. W.
Everett, and R. H. Johns, Anal. Chem.,
27, 483 (1955). Copyright 1955,
American Chemical Society.]
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(а) , jf- (b)

1

Time

Figure 8.5.2 E-t curves for stepwise reduction of
oxygen and uranyl ion at mercury electrode, (a) 1 M
LiCl solution saturated with oxygen at 25°C. O2 +
2H2O + 2e -> H 2O 2 + 2OH"; H 2 O 2 + 2e ->
2ОЕГ; T2/TI « 3. (b) 10" 3 M uranyl nitrate in
0.1 M KC1 + 0.01 M HC1. U(VI) + e -> U(V);
U(V) + 2e -> U(III); тг/т! « 8. [Reprinted with
permission from T. Berzins and P. Delahay, /. Am.
Chem. Soc, 75, 4205 (1953). Copyright 1953,
American Chemical Society.]

the transition time ratio is given by

2n2
n2 (8.5.9)

Thus for n2 = wi, r 2 = Ът\ (Figure 8.5.2). By use of the response-function principle one
can show (Problem 8.4) that if a current of the form i(t) = fit112 is used, then equal transi-
tion times result when n2 = n\.

8.6 THE GALVANOSTATIC DOUBLE PULSE METHOD

In Section 8.3.4, we saw that the single-pulse galvanostatic method cannot be used for
fast electron-transfer reactions (i.e., those with large i0), because the current is primarily
nonfaradaic during the initial moments following the application of the current step, and it
contributes mostly to charging Q. Gerischer and Krause (24) developed a galvanostatic
double pulse method (GDP), in which two constant-current pulses are applied to the elec-
trode (Figure 8.6.1). The first (large) pulse / b applied for 0 < t < th mainly serves to
charge the double layer to a potential that becomes the point of interrogation by a second,
smaller pulse of current /2. The basic idea is to use the short first pulse (typically 0.5 to 1
^ts long) to drive the system to an overpotential that exactly supports the second current.
Then 7] will not change when i2 is applied, and there is no significant effect from charging
the double layer during the second phase. A block diagram of apparatus for this technique
is shown in Figure 8.6.2.

Some faradaic current does flow during the first pulse, and its effects must be taken
into account. The theory of the GDP method was extended along that line by Matsuda, et
al. (25). Valuable instrumental advances were later made by Aoyagi and coworkers
(26-28).

Figure 8.6.1 Excitation waveform for the
galvanostatic double pulse method.
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Figure 8.6.2 Block diagram for galvanostatic double-pulse method. A two-electrode cell (i.e.,
with a common counter/reference electrode) is placed in a bridge circuit for compensation of the
cell ohmic resistance, /fo. The bridge is adjusted with RA = RB, Rc = /fo, RA » RQ SO that the
pulse generators produce an essentially constant current through the cell. Provision is sometimes
made in double pulse circuits, however, for a three-electrode cell and potentiostatic control of the
working electrode before the application of the galvanostatic pulse. For details of such apparatus,
see references 26-28.

When the ratio of pulse heights (/1Л2) is adjusted properly, and this is determined by

trial and error, the E-t curve following the cessation of the first pulse is horizontal (Figure

8.6.3). Under these conditions, the overpotential for a quasireversible one-step, one-elec-

tron process is given by (25)

т _ RT l , , л

-71 - -=г— 1 +

4Mn

Зтг,1/2' V 3 2 Д з т г 1 / 2 и + (8.6.1)
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Figure 8.6.3 (a) Oveфotential-time traces for galvanostatic double-pulse method for reduction of
0.25 mM Hg \+ in 1 M НСЮ4 at an HMDE. Ratio i2li\ was (1) 7.8, (2) 5.3, (3) 3.2; (2) shows the
desired response for utilization of (8.6.2). (b) Voltage-time traces for constant-current double
pulses applied to equivalent circuit shown. /1 was (1) 7.6, (2) 5.5, (3) 3.3 mA; and /2 = 1 mA.
[From M. Kogoma, T. Nakayama, and S. Aoyagi, /. Electroanal. Chem., 34, 123 (1972), with
permission.]
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or, at sufficiently small values of t\,

(8.6.2)

Thus one can carry out a series of experiments with different pulse widths t\, and plot
the value of 77 at the onset of i2 vs. t]12 to obtain the exchange current from the intercept.
Note the similarity between (8.3.10) and (8.6.2). The t112 term in each case accounts for
electrolytic modification of the surface concentrations. In the situation yielding
(8.3.10), 77 was induced by current /; but in this case it is first induced by ix and then
supported by /2-

The differential double-layer capacitance can also be obtained from these data by the
equation:

(8.6.3)

This relation rests on the idea that the total charge in the first step, *Vlvis purely non-
faradaic in the limit of very short t\.

The GDP method does not require knowledge of the diffusion coefficients for reac-
tant and products, or of the Q value, for the calculation of /Q. Measurements using instru-
mentation developed by Aoyagi and coworkers suggest that rate constants of very rapid
electrode reactions (~1 cm/s) can be determined using this technique.

8.7 CHARGE STEP (COULOSTATIC) METHODS

8.7.1 Principles

In the charge-step (or coulostatic) method, a very short-duration (e.g., 0.1 to 1 fis) current
pulse is applied to the cell, and the variation of the electrode potential with time after the
pulse (i.e., at open circuit) is recorded. The length of the current pulse is chosen to be suf-
ficiently short that it causes only charging of the electrical double layer, so that even a
very fast charge-transfer reaction does not proceed to an appreciable extent during this
time. The pulse then serves only to inject a charge increment, Ag, and, in fact, under these
conditions the method of charge injection or the actual shape of the injecting pulse (the
coulostatic impulse) is unimportant. For example, the charge can be injected by discharg-
ing a small capacitor across the electrochemical cell (Figure 8.7.1) or with a pulse genera-
tor connected to the cell by a capacitor or switching diodes.

Charge injection system _ L Fast recording system

Figure 8.7.1 Circuit for charge-step or
coulostatic method. In practice, the cell
may be held initially at a potential £eq

by means of a potentiostat that is
disconnected immediately before the
charge injection.
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For the circuit in Figure 8.7.1, when the relay is in position A, the capacitor,
Cinj, is charged by the voltage source, Vinj, until the capacitor is charged by an
amount

A* = Qnj^nj (8.7.1)

For example, for Vinj = 10 V and Cinj = 10~9 F, Aq = 0.01 fiC. When the relay switches
to position В the charge is delivered to the electrochemical cell. Because the double-layer
capacitance, Q, is much larger than Сщ, essentially all of the charge will flow into the
cell. The time required for this charge injection will depend on the cell resistance, RQ
(Figure 8.7.2), with the time constant for injection being essentially СщЯп (Problem 8.6).
This injected charge causes the potential of the electrode to deviate from its original value
EeQ to a value E(t = 0), where

E(t = 0) - £eq = ф = 0) =
-Aq

-eq
(8.7.2)

The charge on Q now discharges through the faradaic impedance (i.e., the heterogeneous
electron-transfer process), and the open circuit potential moves back toward Eeq as 17(0
decreases to zero. Since the total external current / is zero, we have from (8.3.11) and
(8.3.12),

drl

or

7,(0 = V(t = 0) + jr

(8.7.3)

(8.7.4)

Solution of (8.7.4) with the appropriate expression for if yields the desired expression for
the variation of E (or 17) with t. Note that if no faradaic reaction is possible at E(t = 0) (i.e.,
at an ideally polarized electrode), Q remains charged and the potential will not decay [i.e.,
for if = 0,Е = Ещ + ф = 0) at all t].

We will now examine the E-t behavior following a coulostatic impulse for several
cases of interest. Details of the theoretical treatments have been given by Delahay (29, 30)
and Reinmuth (31, 32) and their coworkers, who first described the application of this
technique.

OAux

Щ<— Ref

zf

Wk

(b)

Figure 8.7.2 Equivalent circuit of cell with
(a) /?Q, the solution resistance, Cd, the double-
layer capacitance, and Zf, the faradaic
impedance. The faradaic impedance represents
the effect of the heterogeneous electron-transfer
process. Often Zf is broken down into the
components shown in (b), where the charge-
transfer resistance Rct manifests the kinetics of
heterogeneous charge transfer, and the
components of the Warburg impedance,
/?w and Cw, manifest diffusional mass transfer
(see Section 10.1.3).
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8.7.2 Small-Signal Analysis

When a chemically reversible, but kinetically sluggish, system is being investigated and
the potential excursion is sufficiently small, that is, when r)(t = 0) < < RT/nF and mass-
transfer effects are absent, one can use the linearized i-rj relation, (3.5.49),

-7] =
1

RT

to describe /f in (8.7.4). Thus,

V(t) = r]{t = 0) -
nFi0

RTC,
Гr){t)dt

(8.7.5)

(8.7.6)

This equation can be solved readily by the Laplace transform method (Problem 8.7) to
yield

(8.7.7)

(8.7.8)

Thus under these conditions, the potential relaxes exponentially toward Eeq with a time
constant тс, governed by the rate of the charge-transfer reaction (Figure 8.7.3). This
result can also be obtained from the equivalent circuit in Figure 8.7.2Z? by noting that
Rw and Cw are negligible, so that Cd discharges only through the charge-transfer resis-
tance Rcb given by (3.5.50), with a time constant CdRct. When (8.7.7) holds, a plot

r\{t) — 7]{t =

RTQ
Г с nFi0

0) expMj

•ад,

| [ < — Pulse width

0 10 20 30

0 10 20 30 Figure 8.7.3 Typical coulostatic relaxation curves for a
totally irreversible reaction.
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of In ITJI VS. t is linear with an intercept \r\(t = 0)| [which can be used to determine Q
by (8.7.2)] and a slope — l/rc, which yields the charge-transfer resistance and the ex-
change current.

On the other hand, when Rct is negligible compared to the mass-transfer impedance,
which is the case for a nernstian system, the following expression applies:

RTCA

(8.7.9)

(8.7.10)

The general small-signal expression for the case where both charge and mass-transfer
terms are significant is (32)

V(t) = [J exp(/32?) erfc(/8r1/2) - /3 erfc(yr1/2)] (8.7.11)

(8.7.12)

(where the + is associated with /3 and the - with y). Note that /3 + у = Т£)/2/тс and

£y = 1/TC.

Clearly the analysis of experimental data for the determination of /0 is easiest when
(8.7.7) applies; this requires that rc > > TD. Detailed discussions of the analysis of coulo-
static data and relaxation curves have appeared (33, 34).

8.7.3 Large Steps—Coulostatic Analysis

Consider the application of a charge step sufficiently large that the potential
changes from £eq to a value, E(t = 0), corresponding to the diffusion plateau of the
voltammetric wave. We assume that the double-layer capacity, Q, is independent of
potential in this region. The faradaic current that flows under these conditions at a
planar electrode is given by (5.2.11). Introduction of this expression into (8.7.4)
yields

,-1/2 dt

AE = E(t) - E(t = 0) =
2nFAD)$-C%txl1

(8.7.13)

(8.7.14)

The sign of AE is positive, since the electrode relaxes from a more negative initial po-
tential toward more positive values. A plot of AE vs. t1^2 is linear with a zero intercept
and a slope 2nFAD^2CQ/(7Tl/2Cd), which is proportional to the solution concentration
(Figure 8.7.4).

This method has been suggested for the determination of small concentrations of
electroactive materials (35, 36), but it has not been widely applied, probably because it re-
quires recording of the E-t curve and is less readily automated than, for example, pulse
voltammetry.
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Figure 8.7.4 A£ vs. t curves for a planar
electrode for several values of C*, with n = 2,
D = l(T5cm2/s, and Q = 20 ju,F/cm2. [Reprinted
with permission from P. Delahay, Anal. С hem.,
34, 1267 (1962). Copyright 1962, American
Chemical Society. ]

The technique can also be extended to cover large potential excursions to the rising
portion of the voltammetric wave. For example, for a reversible process, the appropriate
equation for the faradaic current would be (5.4.16), as long as measurements are made at
small A£ values so that E remains close to E(t = 0) and the surface concentrations do
not change appreciably during the measurement. A plot of the slope of the Д£ vs. t1'
curve at any potential vs. E then yields a charge-step voltammogram that resembles an
ordinary voltammogram (37). Because the coulostatic method requires the determination
of a slope at each data point, incremental changes in Aq to cause changes in potential,
and renewal of initial conditions before each step, it requires digital computer control
and data acquisition.

8.7.4 Application of Charge-Step Methods

The charge-step or coulostatic methods described here have some advantages in the study
of electrode reactions. Since the measurement is made at open circuit with no net external
current flow, the ohmic drop is not of importance and measurements can be made in highly
resistive media. Moreover, because the relaxation occurs by discharge of the double-layer
capacitance, the usual competition between faradaic and charging current is replaced by an
equality of ic and if, and Q no longer interferes in the measurement. However, some funda-
mental limitations still exist in charge-step measurements. High values of RQ, increase the
time required to deliver charge to the cell. Also, the high voltage, Ущ, appears across the
cell at the instant of charge injection and tends to overload the measuring amplifier, which
must be adjusted to a high sensitivity to determine the small changes in Д£. An amplifier
capable of rapid recovery from overloads is required, and parasitic oscillations caused by
stray capacitance and unmatched impedances generally occur following the pulse. Thus, in
general, measurements cannot be made for a time interval of about 0.5 /JLS following the
pulse. The technique appears to be useful for the determination of /0 values up to about 0.1
A/cm2 or k° values up to 0.4 cm/s. A discussion of the experimental conditions and re-
views of applications of charge-step methods have appeared (34, 38).

8.7.5 Coulostatic Perturbation by Temperature Jump

The potential of an electrode can be perturbed in a manner directly analogous to the
coulostatic approach described above by an abrupt change in a variable other than charge,
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such as the pressure or solution composition, that will shift the electrode from equilib-
rium. Probably the most straightforward way of doing this is by changing the electrode
temperature (i.e., by a temperature jump) (39-42). This is conveniently effected by using
a thin (e.g., 1-25 fxm) metal film on a dielectric like glass and irradiating the film from the
backside (through the dielectric) with a pulsed laser (41, 42). The film is sufficiently thick
that no light penetrates the film and all of the absorbed light is converted to heat. Under
these conditions photoemission of electrons into the solution (39, 40), as discussed in Sec-
tion 18.3.1, does not occur. A schematic diagram of the apparatus used is shown in Figure
8.7.5. By using a fast laser and thin metal film, measurements in the nanosecond domain
are possible.

The rapid temperature change of the electrode perturbs the equilibrium at the elec-
trode-solution interface and causes a change in the potential of the electrode measured
with respect to a reference electrode. The change in the open-circuit potential, AEb and
its relaxation with time are used to obtain kinetic information about the electrode reac-
tion. A number of different phenomena come into play to cause the potential shift with
temperature (e.g., temperature dependence of the double-layer capacitance and the Soret
potential arising from the temperature gradient between the electrode and the bulk elec-
trolyte), but the response can be treated by a general master equation (40):

AEt = atsi* + kmb P exp[-*m(f - r)] AT? dr (8.7.15)
Jo

where AT?is the temperature change normalized by a factor that accounts for heat losses
and temperature distribution, aATfrepresents the initial potential response in the absence
of interfacial electron transfer, and the second term accounts for the electron-transfer re-
laxation and its associated rate constant, km. The time dependence of the temperature
change can be treated by a least-squares procedure to extract values of a, b, and km. This
approach has been used, for example, to measure the effect of alkyl chain length in a
mixed organized film of alkyl thiols, some with ferrocene terminations (see Section
14.5.2), on the rate of electron transfer from the ferrocene moiety, where km values on the
order of 107-108 s"1 were found (43).

Digital Scope
1 •-./ 1 Diffuser

ND

Laser

Figure 8.7.5 Schematic diagram of apparatus employed for the temperature-jump method. The
laser pulse is passed through a neutral density filter (ND) and irradiates the thin film electrode at the
bottom of the cell. The dark rectangles are an auxiliary electrode and a QRE for measurement of
the potential change. The potentiostat (Pot.), which adjusts the electrode potential before
irradiation, is disconnected immediately before the laser pulse. The change in potential is measured
with a fast amplifier (Amp.). [Reprinted from J. F. Smalley, L. Geng, S. W. Feldberg, L. C. Rogers,
and J. Leddy, / . Electroanal. Chem., 356, 181 (1993), with permission from Elsevier Science.]
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8.9 PROBLEMS

8.1 Derive equation 8.3.13 under the assumptions given in the text.

8.2 For current reversal chronopotentiometry involving the forward reduction of a species О under con-
ditions of semi-infinite linear diffusion, the reverse transition time can be made equal to forward



8.9 Problems 329

electrolysis time by a proper choice of currents during the forward (reduction) reaction, /f, and the
reverse (oxidation) reaction, ir. Find the ratio if/ir that will yield, r r = tf.

8.3 An analyst determines a mixture of lead and cadmium at a mercury pool cathode by chronopoten-
tiometry. In the cell used in the determination, a 1.00 mM solution of Pb 2 + reduced at a current of
273 mA yielded т - 25.9 s and Ет/4 = -0.38 V vs. SCE. A 0.69 mM solution of Cd 2 + reduced with a
current of 136 mA gave т = 42.0 s and £т/4 = —0.56 V vs. SCE. An unknown mixture of Pb 2 + and
Cd 2 + reduced at a current of 56.5 mA produced a double wave, with r\ = 7.08 s and r 2 = 7.00 s. Cal-
culate the concentrations of Pb 2 + and Cd 2 + in the mixture. Neglect double-layer and other back-
ground effects.

8.4 Show that if one uses programmed current chronopotentiometry with i(t) = /3/^2, then the stepwise
reduction of a substance with щ = п^ gives т\ = т2.

8.5 Examine the results in Figure 8.4.1. Estimate the transition times and work up the data to yield in-
formation about the electrode reaction.

8.6 Consider the circuit in Figure 8.9.1, which is characteristic of that used for the injection of charge in
a coulostatic experiment. Сщ is initially charged completely with a 10-V battery. At equilibrium,
after the switch is closed, how much charge will reside on Q and on Cmfl About how long will it
take to charge C$

8.7 Solve (8.7.6) by the Laplace transform method to yield (8.7.7).

8.8 Derive the equation for the large-step coulostatic response in the diffusion limited region, analogous
to (8.7.14), for a spherical indicator electrode.

8.9 Consider a 1 mM solution of cadmium in 0.1 M HC1, which is being examined coulostatically at a
hanging mercury drop 0.05 cm2 in area. The formal potential for the Cd2+/Cd(Hg) couple is —0.61
V vs. SCE. Suppose the electrode is initially at rest at —0.4 V vs. SCE, then a sufficient charge is
applied to shift its potential instantaneously to —1.0 V vs. SCE. Assume the differential and integral
double-layer capacitances to be 10 /iF/cm2. How much charge is required for the initial potential
excursion? How long would it take for the potential to fall back to -0.9 V after the charge injec-
tion? Take D = 10" 5 cm2/s.

8.10 Barker et al. [Faraday Disc. Chem. Soc, 56, 41 (1974)] performed experiments in which 15-ns
pulses from a frequency-doubled ruby laser were used to illuminate a mercury pool working elec-
trode. Each light pulse caused ejection of electrons from the electrode. Ejected electrons seem to
travel about 50 A before becoming solvated and available for reaction.

When electrons are emitted into a solution of N2O in water containing 1 M KC1, the following
reaction occurs:

ещ
N2O + H2O -> OH- + N 2 + OH

The hydroxyl radicals are easily reduced at the electrode at potentials more negative than — 1.0 V
vs. SCE.

, = 100Q

Figure 8.9.1

100 200

Time after flash, nsec

300

Figure 8.9.2
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The response of the illuminated working electrode to the flash is followed coulostatically.
Curves like those shown in Figure 8.9.2 can be obtained. Explain their shapes. AE is measured with
respect to the initial potential.

8.11 Barker's technique (Problem 8.10) can also be used to create hydrogen atoms and to study their
electrochemistry. The reaction producing them in acid media is

Investigators studying the hydrogen discharge reaction have often suggested that H* is an intermedi-
ate and that hydrogen gas is produced by reducing it further in a fast heterogeneous process:

(H-)free + e + H 3 O + -^ H 2 + H2O (a)

or

(H-)ads + e + H 3 0 + "^ H 2 + H 2 0

Whether H* is free or adsorbed has been debated. Barker addressed the question by comparing, in
effect, the rate of H- electroreduction to the rate of its homogeneous reaction with ethanol (leading
to electroinactive products). He found [Ber. Bunsenges. Phys. С hem., 75, 728 (1971)] that the frac-
tion of H* undergoing electroreduction was independent of potential from —0.9 V to —1.3 V vs.
SCE. What do his observations tell us about the choice between (a) and (b)?



CHAPTER

9
METHODS INVOLVING

FORCED CONVECTION—
HYDRODYNAMIC

METHODS
9.1 INTRODUCTION

There are many electrochemical techniques in which the electrode moves with respect
to the solution. These involve systems where the electrode is itself in motion (e.g., ro-
tating disks, rotating wires, streaming mercury electrodes, rotating mercury electrodes,
vibrating electrodes) or ones where there is forced solution flow past a stationary elec-
trode (conical, tubular, screen, and packed-bed electrodes in fluid streams, channel
electrodes, bubbling electrodes). Indeed the DME is actually such a system, but was
treated as a stationary electrode by the approximate method described in Chapter 7.
Methods involving convective mass transport of reactants and products are sometimes
called hydrodynamic methods; for example, the techniques involving measurement of
limiting currents or i-E curves are called hydrodynamic amperometry and voltammetry,
respectively.

The advantage of hydrodynamic methods is that a steady state is attained rather
quickly, and measurements can be made with high precision (e.g., with digital volt-
meters), often without the need for recorders or oscilloscopes. Moreover, at steady
state, double-layer charging does not enter the measurement. Also, the rates of mass
transfer at the electrode surface in these methods are typically larger than the rates of
diffusion alone, so that the relative contribution of mass transfer to electron-transfer
kinetics is often smaller.1 Even though it might first appear that the valuable time
variable is lost in steady-state convective methods, this is not so, because time enters
the experiment as the rotation rate of the electrode or the solution velocity with re-
spect to the electrode. Dual-electrode techniques can be employed to provide the
same kind of information that reversal methods do in stationary electrode techniques.
These methods are also of interest in the continuous monitoring of flowing liquids,
and in treatments of large-scale reactors, such as those employed for electrosynthesis
(see Section 11.6).

Construction of hydrodynamic electrodes that provide known, reproducible mass-
transfer conditions is more difficult than for stationary electrodes. The theoretical treat-
ments involved in these methods are also more difficult and involve solving a

Although diffusional fluxes at ultramicroelectrodes can often exceed those available by convection at larger
electrodes.

331
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hydrodynamic problem (e.g., determining solution flow velocity profiles as functions of
rotation rates, solution viscosities, and densities) before the electrochemical one can be
tackled. Rarely can closed-form or exact solutions be obtained. Even though the number
of possible electrode configurations and flow patterns in these methods is limited only by
the imagination and resources of the experimenter, the most convenient and widely used
system is the rotating disk electrode. This electrode is amenable to rigorous theoretical
treatment and is easy to construct with a variety of electrode materials. Most of what fol-
lows deals with it and its variations.

9.2 THEORETICAL TREATMENT
OF CONVECTIVE SYSTEMS

The simplest treatments of convective systems are based on a diffusion layer approach. In
this model, it is assumed that convection maintains the concentrations of all species uni-
form and equal to the bulk values beyond a certain distance from the electrode, 8. Within
the layer 0 < x < 8, no solution movement occurs, and mass transfer takes place by diffu-
sion. Thus, the convection problem is converted to a diffusional one, in which the ad-
justable parameter 8 is introduced. This is basically the approach that was used in Chapter
1 to deal with the steady-state mass transport problem. However, it does not yield equa-
tions that show how currents are related to flow rates, rotation rates, solution viscosity,
and electrode dimensions. Nor can it be employed for dual-electrode techniques or for
predicting relative mass-transfer rates of different substances. A more rigorous approach
begins with the convective-diffusion equation and the velocity profiles in the solution.
They are solved either analytically or, more frequently, numerically. In most cases, only
the steady-state solution is desired.

9.2.1 The Convective-Diffusion Equation

The general equation for the flux of species j , Jj, is (equation 4.1.9)

Z\F

Jj = -DjVCj - jfDf^ + C j V (9.2.1)

where on the right-hand side, the first term represents diffusion, the second, migration,
and the last, convection. For solutions containing an excess of supporting electrolyte, the
ionic migration term can be neglected; we will assume this to be the case for most of this
chapter (see, however, Section 9.3.5). The velocity vector, v, represents the motion of the
solution and is given in rectilinear coordinates by

x, y, z) = ivx + ju y + kv
z

where i, j , and к are unit vectors, and vx, vy, and vz are the magnitudes of the solution
velocities in the x, v, and z directions at point (x, y, z). Similarly, in rectilinear coordinates,

da dC; dCs
^ i ^ + j ^ + k ^ (9.2.3)

The variation of Cj with time is given by

dC,
= - V • Jj = div Jj (9.2.4)
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By combining (9.2.1) and (9.2.4), assuming that migration is absent and that Z)j is not a
function of x, y, and z, we obtain the general convective-diffusion equation:

-A = D j V 2 C j - v • VCj (9.2.5)

The forms for the Laplacian operator, V2, are given in Table 4.4.2. For example, for one-
dimensional diffusion and convection, (9.2.5) is

-*r = D*l?-v'-*F (9-2-6)
Note that in the absence of convection (i.e., v = 0 or vy = 0), (9.2.5) and (9.2.6) are re-
duced to the diffusion equations. Before the convective-diffusion equation can be solved
for the concentration profiles, Cpc, y, z), and subsequently for the currents from the con-
centration gradients at the electrode surface, expressions for the velocity profile, \(x, y, z),
must be obtained in terms of x, y, z, rotation rate, and so on.

9.2.2 Determination of the Velocity Profile

Although it is beyond the scope of this chapter to treat hydrodynamics in any depth, a
brief discussion of some of the concepts, terms, and equations is included to provide some
feeling for the approach and the results that follow. For an incompressible fluid (i.e., a
fluid whose density is constant in time and space), the velocity profile is obtained by two
differential equations with appropriate boundary conditions. The continuity equation,

V • v = div v = 0 (9.2.7)

is a statement of incompressibility, whereas the Navier-Stokes equation,

s dt

represents Newton's first law (F = ma) for a fluid. The left side of (9.2.8) represents ma
(per unit volume, since ds is the density), and the right side represents the forces on a vol-
ume element (P is the pressure; 17S, the viscosity; and f the force/volume exerted on an el-
ement of the fluid by gravity). The term T/SV2V represents frictional forces. This equation
is usually written in the form

^j- = ^r- ^P + ^V2v + — (9.2.9)
dt ds ds

where v = rjs/ds is called the kinematic viscosity and has units of cm2/s. Values for vari-
ous solutions are given in Table 9.2.1. The term f represents the effect of natural convec-
tion arising from the buildup of density gradients in the solution.

Two different types of fluid flow are usually considered in hydrodynamic problems
(Figure 9.2.1). When the flow is smooth and steady, and occurs as if separate layers (lami-
nae) of the fluid have steady and characteristic velocities, the flow is said to be laminar.
For example, the flow of water through a smooth pipe is typically laminar, with the flow
velocity being zero right at the walls (because of friction between the fluid and the wall)
and having some maximum value in the middle of the pipe. The velocity profile under
these conditions is typically parabolic. When the flow involves unsteady and chaotic mo-
tion, in which only on the average is there a net flow in a particular direction, it is termed
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TABLE 9.2.1 Kinematic Viscosities
of 0.1 M TEAP Solutions at 25.0°Ca

Solution

H2O
H2O(0.1MKCl)*
MeCN
DMSO
Pyridine
DMF
Af,/V-Dimethylacetamide
HMPA
D2O

v, cm2/s

0.009132
0.008844
0.004536
0.01896
0.009518
0.008971
0.01067
0.03530
0.01028

aFrom M. Tsushima, K. Tokuda, and T.
Ohsaka, Anal. Chem., 66,4551 (1994).
^Contains KC1 instead of TEAP.

turbulent. This type of flow might result from a barrier being placed in a pipe to obstruct
the flow stream.

The solution of the hydrodynamic equations requires modeling the system, writing
the equations in the appropriate coordinate system (linear, cylindrical, etc.), specifying the
boundary conditions, and usually, solving the problem numerically. In electrochemical
problems, only the steady-state velocity profile is of interest; therefore (9.2.9) is solved
for d\/dt = 0.

Often, the equations are rewritten in terms of dimensionless groups of variables. One
that occurs in many hydrodynamic problems is the Reynolds number, Re, which relates a
characteristic velocity, i>ch (cm/s), and a characteristic length, / (cm), for the system of in-
terest. In general terms, it is given by

Re = vchl/v (9.2.10)

The Reynolds number is proportional to fluid velocity, so high values imply high flow or
electrode rotation rates. For flow rates below a level characterized by a certain critical
Reynolds number, Recr, the flow remains laminar. When Re > Recr the flow regime be-
comes turbulent.

General treatments of the formulation and solution of hydrodynamic problems, espe-
cially as they relate to problems in electrochemistry, are available (1-6).

Figure 9.2.1 Types
of fluid flow. Arrows
represent instantaneous

Laminar flow Turbulent flow local fluid velocities.
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9.3 ROTATING DISK ELECTRODE

The rotating disk electrode (RDE) is one of the few convective electrode systems for which
the hydrodynamic equations and the convective-diffusion equation have been solved rigor-
ously for the steady state. This electrode is rather simple to construct and consists of a disk of
the electrode material imbedded in a rod of an insulating material. For example, a commonly
used form involves a platinum wire sealed in glass tubing with the sealed end ground smooth
and perpendicularly to the rod axis. More frequently, the metal is imbedded into Teflon, epoxy
resin, or another plastic (Figure 9.3.1). Although the literature suggests that the shape of the in-
sulating mantle is critical and that exact alignment of the disk is important (7), these factors are
usually not troublesome in practice, except perhaps at high rotation rates, where turbulence
and vortex formation may occur. It is more important that there is no leakage of the solution
between the electrode material and the insulator. The rod is attached to a motor directly by a
chuck or by a flexible rotating shaft or pulley arrangement and is rotated at a certain frequency,
/(revolutions per second). The more useful descriptor of rotation rate is the angular velocity, со
(s"1), where a) = 2тг/. Electrical connection is made to the electrode by means of a brush con-
tact; the noise level observed in the current at the RDE depends on this contact. Carbon-silver
(Graphalloy) materials are frequently used. Details of the construction and application of
RDEs are given in several reviews (7-11); RDEs are available commercially.

9.3.1 The Velocity Profile at the RDE

The velocity profile, v, of a fluid near a rotating disk was obtained by von Karman and
Cochran by solving the hydrodynamic equations under steady-state conditions (1). The
spinning disk drags the fluid at its surface along with it and, because of centrifugal force,
flings the solution outward from the center in a radial direction. The fluid at the disk sur-
face is replenished by a flow normal to the surface. Because of the symmetry of the sys-
tem, it is convenient to write the hydrodynamic equations in terms of the cylindrical
coordinates y, r, and ф (Figure 9.3.2). For cylindrical coordinates,

V =

V =
(9.3.1)

(9.3.2)

Shaft _
(brass)"

_ Brush
contact

Insulator
(Teflon)

Disk
(platinum)

Bottom view Figure 9.3.1 Rotating disk electrode.
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Figure 9.3.2 Cylindrical polar coordinates for the
rotating disk.

where JJLI, |X2, and |Хз are unit vectors in the directions of positive changes of r, y, and ф at
a given point. In contrast to the usual cartesian vectors, i, j , and k, the vectors \ih |A2>

 a n d
IX3 have directions that depend on the position of the point; thus the divergence and the
Laplacian take on more complex forms. In particular,

v . v = Анг-

"*[*(Г— + —
дг) ду дф\г дф

(9.3.3)

(9.3.4)

It is assumed that gravitational effects are absent (f = 0) and that there are no special flow
effects at the edge of the disk. At the disk surface (y = 0), vT = 0, vy = 0, and u^ = cor. This
implies that the solution is dragged along at the surface of the disk at the angular velocity,
со. In the bulk solution (y —> 00), vr = 0, v$ = 0, and vy = —UQ. Thus, far from the disk,
there is no flow in the r and ф directions, but the solution flows at a limiting velocity, f/0» to-
ward the disk, with Щ determined by the solution of the problem.

The treatment by von Karman and Cochran yielded values of the velocities in the
form of infinite series based on the dimensionless variable 7, where

У = (%fy (9-3.5)

The results for small values of у (у « 1) are

( У2 1 3
иг = rcoF{y) = гсо\ ау — — — фу + •

иф = rcoG(y) = rco{\ + by + | я у 3 + • • •)

( 3 , 4 \

-ау2 + у + -|- + • • • J

(9.3.6)

(9.3.7)

(9.3.8)

in which a = 0.51023 and b = -0.6159. Suitable equations for the velocities at greater
distances from the electrode (y » 1) are given by Levich (1).

For the rotating disk electrode as employed in electrochemical studies, the important
velocities are vT and vy (Figure 9.3.3). Near the surface of the rotating disk, у —» 0 (or у —>
0), and these velocities are given by:

vy = (cov)l/2(-ay2) = -0.51a>3 /V1 / 2y2 (9.3.9)

vT = rco(ay) = 0.5lco3/2v~l/2ry (9.3.10)
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Figure 9.3.3 Variation of normal (vy) and radial
(vr) fluid velocities as functions of у and r.

A vector representation of the flow velocities is shown in Figure 9.3.4. The limiting
velocity in the у direction, UQ, is

Щ = lim v = -0.88447(а^)1/2 (9.3.11)

At у = (a)/v)l/2y = 3.6, vy ~ O.8£/o- The corresponding distance, vh = 3.6(v/co)l/2, is
called the hydrodynamic (or sometimes the momentum or Prandtl) boundary layer thick-
ness and roughly represents the thickness of the layer of liquid dragged by the rotating
disk. For water (y « 0.01 cm2/s) at со = 100 and 104 s"1, yh is 0.036 and 3.6 X 10" 3 cm,
respectively.

9.3.2 Solution of the Convective-Diffusion Equation

Once the velocity profile has been determined, the convective-diffusion equation,
(9.2.5), for the rotating disk electrode, written in convenient coordinates and with ap-
propriate boundary conditions, can be solved. Let us first consider the steady-state lim-

j = 0i

, ,

Figure 9.3.4 (a) Vector
representation of fluid velocities
near a rotating disk, (b) Schematic
resultant streamlines (or flows).
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iting current. When со is fixed and a steady velocity profile has been attained, a potential
step in the limiting current region [i.e., where Co(y = 0) ~ 0] will cause the appearance
of a current transient similar to that observed in the absence of convection. However, in
contrast to the transient that appears in an unstirred solution at a planar electrode, which
decays toward zero, the current at the RDE decays to a steady-state value. In the limit,
the concentrations near the electrode are no longer functions of time, дСо/dt = 0, and
the steady-state convective-diffusion equation, written in terms of cylindrical coordi-
nates, becomes

•*CO\ , (dCo\ _ \d2Co d2Co i *Co I (d2C0
— L)r\\ — ~\ r— ~t~ — — - — ~r —-

(9.3.12)

CFor the limiting current condition, at у = 0, CQ = 0, and lim C o — CQ. For reasons of

symmetry, C o is not a function of ф; therefore, дСо1дф = (д2Со/дф2) = 0. Also, vy does
not depend on r (see equation 9.3.8), and at у = 0, (дСо1дг) — 0. Thus, across the face of
the disk electrode, that is, 0 < r < r b where rx is the disk radius, (dCo/dr) = 0 for all v.
These considerations lead to a considerable simplification in (9.3.12), yielding

dCr" ~ " - (9.3.13)

(9.3.14)

or, by substitution of the value of vy from (9.3.9) and rearrangement,

д2Со_-у2дСо

ду2 В ду

where В = DQCO~3/2V1/2/0.51. This equation can be solved directly by integration. To
make the job easier, let X = дСо1ду, so that SX/dy = д2Со/ду2. At у = 0, X = Xo =
(дСо/ду)у=0. Then (9.3.14) becomes

fy = (=f)x (9.3.15)

(9.3.16)

(9.3.17)

(9.3.18)

Integrating once more, we can write

у (9.3.19)

where the limits are set for a concentration profile with Co(y = 0) = 0, that is for limiting-
current conditions. The definite integral on the right side is obtained by making the substi-
tution z = уъ1ЪВ, and is (ЗЯ)1/3Г(4/3) or 0.8934(ЗЯ)1/3. Thus,

0.51
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The current is the flux at the electrode surface, that is,

=0
(9.3.21)

where, under the chosen current conditions, / = // c. From (9.3.20) and (9.3.21), we obtain
the Levich equation:

//fC = (9.3.22)

This equation applies to the totally mass-transfer-limited condition at the RDE and pre-
dicts that //c is proportional to CQ and a)l/2. One can define the Levich constant as
// Jo)ll2C%, which is the RDE analog of the diffusion current constant or current function
in voltammetry or the transition time constant in chronopotentiometry.

Recall that the simple steady-state diffusion layer model yielded (see equation 1.4.9)

//tC = nFAmoCl =

Thus, for the RDE

то =

8O =

(9.3.23)

(9.3.24)

(9.3.25)

The concepts and results of the diffusion-layer model can often be used in RDE prob-
lems and, when needed, the appropriate value of 8Q can be substituted to yield the final
equations.2

While the Levich equation (9.3.22) suffices for many purposes, improved forms
based on derivations utilizing more terms in the velocity expression are available (12).

9.3.3 The Concentration Profile

The concentration profile for the limiting-current condition can be obtained from (9.3.19)
by integrating between 0 and Co(y); thus,

Со(У) дС Л exp ЪВ
dy

From (9.3.20) we have

(дСо\
•OB)-1/3

(9.3.26)

(9.3.27)
0.8934

This can be put in a more convenient form by letting w3 = уЧЪВ, so that dy = йи{ЪВ)х1г.
Then (9.3.26) becomes

J^exp^V* (9.3.28)

2From the expression for the hydrodynamic boundary layer, yh, and (9.3.25), we obtain >̂ h/̂ o ~ 2(v/D)l/3. For
H2O, v = 0.01 cm2/s, Do « 10~5 cm2/s, so that 80 « 0.05 y^. The dimensionless ratio (v/D) occurs frequently
in hydrodynamic problems and is called the Schmidt number, Sc.
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where Y = y/(3B)1^3. The concentration profile for CQ under these conditions is shown in
Figure 9.3.5.

9.3.4 General Current-Potential Curves at the RDE

For nonlimiting-current conditions, only a change in integration limits in (9.3.19) is re-
quired. In general, at у = 0, C o = Co(y = 0) and (дСо1ду)у=0 is given by an analogue to
(9.3.20), which yields

Thus,

or, from (9.3.22),

i = 0.62nFAD%W/2v~V6[Co - Co(y = 0)]

(9.3.29)

(9.3.30)

1 = «'/,c
:g - co(y = 0)1

CQ J
(9.3.31a)

Alternatively, (9.3.30) can be written in terms of 8O, as defined in (9.3.25), to yield

nFADo[C% - Co(y = 0)]
= nFAmo[C% - Co(y = 0)] (9.3.31b)

Note that this equation is identical to that derived from the steady-state model in Section
1.4.

The current-potential curves for the simple reaction О + ne <^ R at the RDE can be
derived from (9.3.31a) and the equivalent expression for the reduced form:

CR У " }

where

(9.3.32)

(9.3.33)
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For a nernstian reaction, combination of the Nernst equation for the O,R couple with the
equations for the various currents yields the familiar voltammetric wave equation:

(9.334)

where

(9.3.35)

Note that the shape of the wave for a reversible reaction is independent of a>. Thus,
since // varies as eo1/2, / at any potential should also vary as co1/2. A deviation of a plot of /
vs. a>l/2 from a straight line intersecting the origin suggests that a kinetic limitation is in-
volved in the electron-transfer reaction. For example, for a totally irreversible one-step,
one-electron reaction, the disk current is

i = FAkf(E)C0(y = 0)
0')where kf(E) = k° exp [ -« / (£ - E0')]. From (9.3.31),

or, with rearrangement and defining

i K =

one obtains the Koutecky-Levich equation:

(9.3.36)

(9.3.37)

(9.3.38)

(9.3.39)

Here, iK represents the current in the absence of any mass-transfer effects, that is, the
current that would flow under the kinetic limitation if the mass transfer were effi-
cient enough to keep the concentration at the electrode surface equal to the bulk
value, regardless of the electrode reaction. Clearly, i/o)1/2C is a constant only when
iK [or kf (E)] is very large. Otherwise, a plot of / vs. (oxl2 will be curved and tend to-
ward the limit / = iK as o)1/2 —» °° (Figure 9.3.6). A plot of 1// vs. l/col/2 should be

/ Levich line (id ~ co1/2)

/ independent of co1/2

Figure 9.3.6 Variation of / with w1/2 at an
RDE (at constant ED) for an electrode

*>1/2 reaction with slow kinetics.
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linear and can be extrapolated to eo l^2 = 0 to yield l/z#. Determination of i% at dif-
ferent values of E then allows determination of the kinetic parameters k° and a (Fig-
ure 9.3.7). A typical application of this procedure is illustrated in Figure 9.3.8,
which shows such plots for the reduction of O2 to HO ~̂ at a gold electrode in alka-
line solution.

It is instructive to consider a more general derivation of (9.3.39), since the RDE
can be used to study the kinetics of processes other than electron transfer at modi-
fied electrode surfaces (see Section 14.4). When mass transport and another process
occur in series, the rates of both processes must be the same at steady state. Thus,
for the case where electron transfer at the electrode surface is the rate-limiting
process,

% - Co(y = 0)]/8o = KE)C0(y = 0) = UnFA (9.3.40)

It is left as an exercise for the reader (Problem 9.10) to show that solving this equation for
Co(y = 0) and use of equations (9.3.23) and (9.3.38) lead to (9.3.39). For another rate-
limiting process (e.g., diffusion of an electroreactant through a film coated on the elec-
trode), the term k(E)Co(y = 0) would be replaced by the appropriate expression. This
would yield an equation in the general form of the Koutecky-Levich equation, with the
extrapolation to co~l/2 —> 0 allowing the determination of the kinetic parameter for that
process [see, for example, Section 14.4.2].

For a quasireversible one-step, one-electron reaction, a general current-potential re-
lationship can be derived in a similar manner. The i-rj equation, (3.4.10), can be written

1 = \со(у = 0)1 _tt _ Гск(у = о)1

'о L С% J L С* J
Л-а (9.3.41)

where b = ехр(^т?/ДГ). This equation, combined with (9.3.31) and (9.3.32), yields

ba

1 - b
b \-a

which can be reexpressed as

(9.3.42)

(9.3.43)

1/1*
Figure 9.3.7 Koutecky-Levich plots at
potential E\, where the rate of electron transfer is
sufficiently slow to act as a limiting factor,
and at E2, where electron transfer is rapid, for
example, in the limiting-current region. The slope

r1/2 of both lines is I
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Thus, \ji vs. a) 1 / 2 at a given value of 17 is predicted to be linear for this case as well, and
the intercept of the plot allows the determination of kinetic parameters.

Alternative forms of (9.3.39) and (9.3.43) are sometimes given in the literature and
are listed here for convenience. If the more general kinetic relation for the one-step, one-
electron process, equation 3.2.8, is used in the derivation, then the equation for 1// at the
disk becomes

1 1 Г РБ2% + Р^\]
I 1 ic i/o I
I П /^O-n~ A/O. . I/Z I
| _ \JSJLV (JJ _ |

If the reverse (e.g., anodic) reaction can be ignored, then (9.3.44) yields

FAkfC% FAkfC%

kf/(0.62v-l/6D%3col/2) 1 + kf8o/Do

(9.3.44)

(9.3.45)
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where 8Q is as defined in (9.3.25). This equation, easily derived from (9.3.40), is useful in
defining the conditions for kinetic or mass-transfer control at the RDE. When ^SQIDQ « 1,
the current is completely under kinetic (or activation) control. When kf8o/Do » 1, the
mass-transfer-controlled equation results. Thus, if the RDE is to be used for kinetic measure-
ments, kfSo/Do should be small, say less than 0.1; that is, kf < 0ADo/8o.

Applications of RDE techniques to electrochemical problems have been reviewed
(7-10, 12, 13).

9.3.5 Current Distribution at the RDE

In the preceding derivations, we assumed that the resistance of the solution was very
small. With this condition, the current density is expected to be uniform across the disk
and independent of the radial distance. Although this is frequently the case in real sys-
tems, the actual current distribution depends on the solution resistance, as well as the
mass- and charge-transfer parameters of the electrode reaction. This topic has been treated
by Newman (14) and discussed by Albery and Hitchman (15).

Consider first the primary current distribution, which represents the distribution
when the surface overpotentials (activation and concentration) are neglected, and the elec-
trode is taken as an equipotential surface. For a disk electrode of radius r\ embedded in a
large insulating plane with a counter electrode at infinity, the potential distribution under
such conditions is as shown in Figure 9.3.9. The current flows in a direction perpendicular

Figure 9.3.9 Primary current distribution at an RDE. Solid lines show lines of equal potential at
values of ф/фо, where ф$ is the potential at the electrode surface; that is, ф represents the potential
of the disk measured against an infinitesimal reference electrode (whose presence does not perturb
the current distribution) located at different indicated points in solution. Dotted lines are lines of
current flow. The number of lines per unit length represents the current density j . Note that j is
higher toward the edge of the disk than at the center. [From J. Newman, /. Electrochem. Soc, 113,
501 (1966). Reprinted with permission of the publisher, The Electrochemical Society, Inc.]
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to the equipotential surfaces, and the current density is not uniform across the disk sur-
face, but is instead much larger at the edge (r = r{) than at the center (r = 0). This situa-
tion arises because the ionic flux at the edge occurs from the side, as well as from the
direction normal to the disk. The total current flowing to the disk under total resistive con-
trol is (4, 14)

/ = 4кг1(Д£) (9.3.46)

where к is the specific conductivity of the bulk solution, and AE is the potential differ-
ence in solution between the disk and counter electrodes. Thus, the overall resistance,
Яа, is

Ru = 1/4/crj (9.3.47)

When electrode kinetics and mass-transfer effects are included, the current distribu-
tion (now called the secondary current distribution) is more nearly uniform than the pri-
mary one. Albery and Hitchman (15) have shown that the current distribution can be
considered in terms of the dimensionless parameter, p, given by

P = -£• (9.3.48)
KE

where RE is the electrode resistance due to both charge transfer and concentration polar-
ization. The secondary current distribution as a function of p is shown in Figure 9.3.10.
Note that as p —> °° (i.e., high solution resistance and small RE), the current distribution
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approaches the primary one. Conversely, for small values of p (highly conductive solutions
and large RE) a fairly uniform current distribution is obtained. To avoid a nonuniform dis-
tribution, the conditions must be such that p < 0.1 (15). By taking

RE + Ru = ^j] (9.3.49)

(where dE/di is the slope of the current-potential curve at a given value of E) and combin-
ing with (9.3.47) and (9.3.48), we obtain the condition for a uniform distribution (15):

§<036rlK
(9.3.50)

A plot of the values of dildE that satisfy this condition at different values of rx and /c,
taken from Albery and Hitchman, is shown in Figure 9.3.11. Note that at the limiting cur-
rent, dildE approaches zero, so that a uniform current distribution is always obtained in
this circumstance.

9.3.6 Considerations in Experimental Application of the RDE

The equations derived for the RDE will not apply at very small or very large values of
o). When со is small, the hydrodynamic boundary layer [y^ ~ 3(v/(o)1^2] becomes large,
and when it approaches the disk radius r\, the approximations break down. Thus, the
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lower limit for со is obtained from the condition v\ > 3(*V<w) , that is, со > lOv/rf. For
v = 0.01 cm2/s and r\ = 0.1 cm, со should be larger than 10 s"1. Another problem oc-
curs when recording i-E curves at the RDE at low values of со. The derivation involved
an assumed steady-state concentration at the electrode surface (i.e., (дСо/dt — 0). Thus,
the rate at which the electrode potential is scanned (V/s) must be small with respect to
со to allow the steady-state concentrations to be achieved. If the scan rate is too large for
a given со, the i-E curves will not have the S-shape predicted by, for example, (9.3.34),
but will instead show a peak, as in linear scan voltammetry at a stationary electrode.
The question of transients and the time response at the RDE is covered further in Sec-
tion 9.5.1.

The upper limit for со is governed by the onset of turbulent flow. This occurs at the
RDE at a critical Reynolds number, Recr, larger than about 2 X 105 (7, 13). In this system,
i>ch is the velocity of the edge of the disk согъ and the characteristic distance / is r± itself.
Thus, from (9.2.10),

vchl cor\
(9.3.51)

and the condition for nonturbulent flow is со < 2 X \05v/r^. For the r\ and v values as-
sumed, со should be less than 2 X 105 s"1. The transition to turbulent flow can occur at
much lower values of со when the surface of the disk is not perfectly polished, when there
are small bends or eccentricities in the RDE shaft, or when the cell walls are too close to the
electrode surface. Also, at very high rotation rates, there can be excessive splashing or the
formation of a vortex around the electrode. In practice, the maximum rotation rates are fre-
quently at 10,000 rpm or at со ~ 1000 s"1. Thus, the ranges of со and/are limited in most
RDE studies to 10 s"1 < со < 1000 s" 1 or 100 rpm < / < 10,000 rpm.

The theory developed for the RDE also assumes that the disk is precisely centered
on the axis of rotation. If the disk is located off the axis of rotation, either because of
the way it is constructed (Figure 9.3.12) or because the shaft connecting the disk elec-
trode to the rotator is bent, the observed currents will be larger than those for the cen-
tered disk. This result comes about because the disk continually sweeps into a wider
area of solution and gains an additional mass-transfer contribution from radial diffusion
in a manner analogous to that found with the rotating ring electrode (Section 9.4.1). The
theory for this situation has been developed (16) and yields a limiting current density,
7iim» o f

jlim=l№l(iu/A)sl/3 (9.3.52)

where //c is given by (9.3.22), and s is an eccentricity factor (s = R/r), as shown in Fig-
ure 9.3. i2.

Figure 9.3.12 A rotating disk electrode where the
electrode, with radius r, is offset from the axis of
rotation by a distance R.
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In standard RDE theory, one also assumes a negligible radial diffusion contribution
to the current at the edges of the disk. This is true if the disk radius is sufficiently large
that diffusion to it can be treated as simple linear diffusion. When the disk electrode ra-
dius falls in the ultramicroelectrode regime, this is no longer the case, so different equa-
tions will apply to the rotating microdisk, as discussed in Section 9.7.

9.4 ROTATING RING AND RING-DISK ELECTRODES

Reversal techniques are obviously not available with the RDE, since the product of the
electrode reaction is continuously swept away from the surface of the disk. At the RDE,
reversal of the direction of the potential sweep under conditions where the scan rate is suf-
ficiently slow compared to со (i.e., when no peak is seen during the forward scan) will just
retrace the i-E curve of the forward scan. Information equivalent to that available from re-
versal techniques at a stationary electrode is obtained by the addition of an independent
ring electrode surrounding the disk (Figure 9.4.1). By measuring the current at the ring
electrode, some knowledge about what is occurring at the disk electrode surface can be
obtained. For example, if the potential of the ring is held at the foot of the wave for О +
ne —> R, product R, formed at the disk, will be swept over to the ring by the radial flow,
where it will be oxidized back to О (or be collected).

The ring can also be used alone as an electrode (the rotating ring electrode), such as
when the disk is disconnected. Mass transfer to a ring electrode is larger than to a disk at a

L

Electrode material
(e.g., platinum)

Insulator
(e.g., Teflon)

Shaft and ring material
(e.g., brass)

J

Figure 9.4.1 Ring-disk electrode.
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given A and a), because flow of fresh solution occurs radially from the area inside the ring,
as well as normally from the bulk solution.

The theoretical treatment of ring electrodes is more complicated than that of the
RDE, since the radial mass-transfer term must be included in the convective-diffusion
equation. While the mathematics sometimes become difficult in these problems, the re-
sults are still easy to understand and to apply. The problem will only be outlined here; de-
tails of the mathematical treatment are given in references 7 and 15.

9.4.1 Rotating Ring Electrode

Consider a ring electrode with an inner radius r2 and outer radius r3 [AT = rr(r2 — r2)].
This could be, for example, the RRDE illustrated in Figure 9.4.1 with the disk electrode at
open circuit. When this electrode is rotated at an angular velocity, со, the solution flow ve-
locity profile is that discussed in Section 9.3.1. The steady-state convective-diffusion
equation that must be solved is

d2Co\

^ ) ( 9 A I )

This is obtained from (9.3.12). As with the RDE, symmetry considerations require that
the concentrations be independent of </>, so that the derivatives in ф vanish. In addition,
the mass transfer by diffusion in the radial direction, represented by the terms
Do[(d2Co/dr2) + (l/r)(dCo/dr)], is, at usual flow rates, small compared to convection in
the radial direction, (vrdCo/dr); hence the diffusive terms are neglected. The boundary
conditions for the limiting ring current are:

CO = C$ for y^oo

Co = Qaty = 0 for г2<г<гъ

- ^ = 0 a t y = 0 for r<r2

dy

When the values of vT and vy are introduced [see (9.3.9) and (9.3.10)], we obtain

w)=Dobf) (9A2)

(dC0\ (dC0\ / £ o \ l / < ? 2 C o \ , o . . .

where B' = 0.51 СОЪ12У~112. The current at the ring electrode is given by3

iR = nFD027r] [-£) rdr (9.4.4)
Jr2 \ °У /y=0

3The area of an infinitesimal section of ring of thickness Sr at a radius r is 7r(r + 8r)2 — тгг2 ~ 2ш(8г). The
current through this section is

nFA nF2irr8r °\ dy ) y = 0

The total ring current is the summation of (/R)S,-

lR * 2J

which yields, as 8r —>• 0, eq. (9.4.4).

7r 2 (dCo/dy)y=0r8r
r=r2 r=r2
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The solution to these equations yields the limiting ring current (17):

fRi/tC = 0.62nFir{rl -

or, in general,

«R = - C0(y = O)]/CS)

(9.4.5)

(9.4.6)

This can be written in terms of the disk current (9.3.30), which would be observed under
identical conditions for a disk of radius rl to yield

lR = ' D '
Л

or

(9.4.7)

(9.4.8)

Notice that for given reaction conditions {C% and со), a ring electrode will produce a
larger current than a disk electrode of the same area. Thus, the analytical sensitivity of a
ring electrode (i.e., the current caused by a mass-transfer-controlled reaction of an elec-
troactive species divided by the residual current) is better than that of a disk electrode, and
this is especially true of a thin ring electrode. However, it is usually more difficult to con-
struct a rotating ring electrode than an RDE.

9 A 2 The Rotating Ring-Disk Electrode

In a rotating ring-disk electrode (RRDE), the current-potential characteristics of the disk
are unaffected by the presence of the ring, and the properties of the disk are as described
in Section 9.3. (In fact, if the disk current is found to change upon variation of the ring po-
tential or current, one should suspect a defective RRDE or an undesirable coupling of the
ring and disk through solution uncompensated resistance). Since RRDE experiments in-
volve the examination of two potentials (that of the disk, £D, and that of the ring, ER) and
two currents (zrj and /R), the representation of the results involves more dimensions than
for experimental results involving a single working electrode. RRDE experiments are
usually carried out with a bipotentiostat (Section 15.4.4), which allows separate adjust-
ment of £rj> and £R (Figure 9.4.2a). However, since most RRDE measurements involve
steady-state conditions, it is possible to use an ordinary potentiostat to control the ring cir-
cuit and a simple floating power supply in the disk circuit (Figure 9A.2b).

Counter
Counter

t Disk
Disk

(a) (b)

Figure 9.4.2 Block diagram of RRDE apparatus, (a) Bipotentiostat. (b) Ordinary (three-
electrode) potentiostat and voltage divider.
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Several different types of experiments are possible at the RRDE, The most common
are collection experiments, where the disk generated species is observed at the ring, and
shielding experiments, where the flow of bulk electroactive species to the ring is per-
turbed because of the disk reaction.

(a) Collection Experiments
Consider the experiment in which the disk is held at a potential £D , where the reaction О
+ ne —> R produces a cathodic current /D, while the ring is maintained at a sufficiently pos-
itive potential, ER, that any R reaching the ring is rapidly oxidized (R —> О + ne), so that
the concentration of R at the ring surface is essentially zero. We are interested in the mag-
nitude of the ring current, /R, under these conditions; that is, we want to know how much of
the disk-generated R is collected at the ring. The approach is again to solve the steady-state
ring convective-diffusion equation, (9.4.3), this time for species R:

д2СЛ

) W 4 9 )

The boundary conditions are more complex because of the structure of the system:

1. At the disk (0 < r < rx), the flux of R is related to that of О by the usual conser-

vation equation:

(dCr
( 9 4 1

From the results in Section 9.3.2,

(9.4.1
dy Jy=0 nFADR

2. In the insulating gap region (rj ^ r < r2), no current flows, so that

(9.4.12)

3. At the ring (r2 < r < r3), under limiting current conditions,

CR(y = 0) = 0 (9.4.13)

We assume that R is initially absent from the bulk solution (lim CR = 0) and that the

bulk concentration of О is CQ. AS in (9.4.4), the ring current is given by

rdr (9.4.14)

This problem can be solved in terms of dimensionless variables using the Laplace trans-
form method and results have been given in terms of Airy functions (18, 19). It turns
out that the ring current is related to the disk current by a quantity N, the collection effi-
ciency,

N =
'D

(9.4.15)

that depends only on r b r2, and r3 and is independent of w, CQ, DO, DR, etc. The collec-
tion efficiency can be calculated from

N = 1 - F(a/I3) + /32/3[l - F(a)] - ( 1 + a + £)2/3{l - F[(a//3)(1 + a + 0)]} (9.4.16)
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where a = ir-Jr^ ~ 1, >3 is given by (9.4.8), and the F values are defined by

f d + <?I/3)31 3
( 9 A 1 7 )

The function F(6) and values of N for different ratios r2/ri and гъ1г2 are tabulated in ref-
erence 18. One can also determine N experimentally for a given electrode, by measur-
ing -/RA'D f° r a system where R is stable. Once N is determined, it is a known constant
for that RRDE. For example, for an RRDE with rx = 0.187 cm, r 2 = 0.200 cm, and
r3 = 0.332 cm, N = 0.555; that is, 55.5% of the product generated at the disk is col-
lected at the ring. Qualitatively, N becomes larger as the gap thickness (r2 - rx) de-
creases and as the ring size (r^ — r2) increases. The concentration profiles of R in the
vicinity of the RRDE surface are shown in Figure 9.4.3.

In a typical collection experiment, one plots /^ and /R as functions of ED (at a con-
stant £R) (Figure 9.4.4a). Stability of the product is assured if N is independent of i& and
a). If R decomposes at a rate sufficiently high that some is lost in its passage from disk to
ring, the collection efficiency will be smaller and will be a function of со, /r> or C o . Infor-
mation about the rate and mechanism of decay of R can thus be obtained from RRDE col-
lection experiments (see Chapter 12). Information about the reversibility of the electrode
reaction can be obtained by plotting the ring voltammogram (/R VS. £R) at a constant value
of £D, and comparing the £1/2 with that of the disk voltammogram (Figure 9.4.4/?).

(b) Shielding Experiments
The current at the ring electrode for the reduction of О to R when the disk is at open cir-
cuit is given by (9.4.5) to (9.4.8). The limiting current at the ring with /D = 0, denoted /R h

is given by (9.4.8), which is rewritten as

_ o2/3:
~ P l

(9.4.18)

where /D / is the limiting current that could be achieved at the disk electrode if it were
active.

If the disk current is changed to a finite value, /D, the flux of О to the ring will be de-
creased. The extent of this decrease will be the same as the flux of stable product R to the
ring in a collection experiment—Мр. Hence the limiting ring current /R / is given by

(9.4.19)

Disc Gap Ring

Figure 9.4.3 Concentration
profiles of species R at an RRDE.
Concentrations increase from
curve 1 to curve 6. For the disk (0
< r < п), дСк/дг = 0; in the gap
(П < r < r2), (дСк/Эу)у=0 = 0;
and at ring surface (r2 < r < r3),
CR(y = 0) = 0. [From W. J. Albery
and M. L. Hitchman, "Ring-Disc
Electrodes," Clarendon, Oxford,
1971, Chap. 3, by permission of
Oxford University Press.]
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R -> О + ne

Ni
D, lim
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• О + ne -> R
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Figure 9.4.4 (a) Disk
voltammogram. (7) /D vs. £ D and
(2) iR vs. ED with ER = El.(b)
Ring voltammograms. (3) /R vs.
ER, I'D = 0 (£D = £ 0 and
(4) iR vs. ER, iD = iDMc (ED = E2).

(This equation holds for any value of /D, including /D = 0 and /D = /D,/.) Using (9.4.18),
we have for the special case /D = /D/:

— "^Г/R~2/3^ (9.4.20)

Thus, when the disk current is at its limiting value, the ring current is decreased by
the factor (1 - Nfi~2/3). This factor, always less than unity, is called the shielding
factor. These relations are easier to understand when the complete 1-Е curves are con-
sidered (Figure 9.4.4b). One sees that the effect of switching /D from 0 to zD / is to
shift the entire ring voltammogram (/R vs. £R), which is assumed to be reversible, by
the amount MD,/.

Other dual electrode systems that operate at steady state and show similar shielding
and collection effects include microelectrode arrays and the scanning electrochemical mi-
croscope (SECM). With microelectrode arrays (Section 5.9.3), one monitors diffusion be-
tween two neighboring electrodes. In a similar way, one can use the SECM (Section 16.4)
to study diffusion between an ultramicroelectrode tip and substrate electrode. In both of
these systems, convective effects are absent and the time for interelectrode transit is gov-
erned by the distance between the electrodes.

9.5 TRANSIENTS AT THE RDE AND RRDE

Although a major advantage of rotating disk electrode techniques, compared to sta-
tionary electrode methods, is the ability to make measurements at steady state with-
out the need to consider the time of electrolysis, the observation of current
transients at the disk or ring following a potential step can sometimes be of use in
understanding an electrochemical system. For example the adsorption of a component,
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A, on the disk electrode can be studied by noticing the transient shielding of the
ring current for the electrolysis of A upon stepping the disk potential to a value
where A is adsorbed.

9.5.1 Transients at the RDE

The treatment of the non-steady-state problem at the RDE requires solution of the usual disk
convective-diffusion equation, (9.3.14), but with inclusion of the дС/dt term, that is,

(9.5.1)

where В' = 05\o?l2v 1/2. This has been accomplished by approximation methods (20,
21) and by digital simulation (22). For a potential step to the limiting current region of the
i-E curve, the instantaneous value of //, denoted //(*), is given approximately by (20)

. iff) _л _ ^ __J-m2ir2Dot)
- 1 + 2 2 exp

m=\
(9.5.2)

where ij{ss) is the value of // as t —» °°, and 8O is given in (9.3.25). An implicit approximate
equation for R(t) obtained by the "method of moments" has also been proposed (21):

1.8049 Ы 1 -

- R(t)]3H[i- 2R(t) + 1
arctan ——

V V3
(9.5.3)

Both of these results are in good agreement with the digital simulation (22); a typical
disk transient is shown in Figure 9.5.1. At short times, when the diffusion layer thickness
is much thinner than 80, the potential step transient follows that for a stationary elec-
trode [equation 5.2.11]. The time required for the current to attain its steady-state value
can be obtained from the curve in Figure 9.5.1. The current is within 1% of i[(ss) at a
time r when

<OT(D/J/) 1 / 3(0.51)2 / 3 > 1.3 (9.5.4)

or, taking (D/v)1/3 — 0.1, when cor > 20. Thus for со = 100 s (or a rotation rate of about
1000 rpm), т « 0.2 s.

0.5 1.0 1.5 2.0

a>f(ZVv)1/3(0.51)2/3

2.5

Figure 9.5.1 Disk-current
transient for potential step at the
disk: Curve is simulated; points
are from theoretical equations
given by Bruckenstein and Prager
(O) and Siver (•). [From К. В.
Prater and A. J. Bard,
/. Electrochem. Soc, 117, 207
(1970), with permission of the
publisher, The Electrochemical
Society, Inc.]
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9.5.2 Transients at the RRDE

Consider the experiment in which the ring of the RUDE is maintained at a potential where
oxidation of species R to О can occur, and the disk is at open circuit or at a potential
where no R is produced. If R is then generated at the disk by a potential step to an appro-
priate value or by a constant current step, a certain time will be required for R to transit
the gap from the outside of the disk to the inside edge of the ring (the transit time, t'). An
additional time will be required until the disk current attains its steady-state value. The
rigorous solution for the ring current transient, /R(0» involves solving the non-steady-state
form of (9.4.9):

( 9 > 5 - 5 )

This rather difficult problem is discussed by Albery and Hitchman (23), and several ap-
proaches to the solution and approximate equations are given. These may also be ob-
tained by the digital simulation method (see Appendix B.5) (22), and Figure 9.5.2 is a
display of typical simulated ring-current transients for both a current step [to ivj(ss)] and
a potential step to the limiting-current region at the disk electrode. Note that the ring cur-
rent rises more rapidly when a potential step is applied. This effect can be attributed to
the large instantaneous current that flows at the disk electrode when the potential is
stepped (Figure 9.5.1).

An approximate value for the transit time can be obtained by the method suggested
by Bruckenstein and Feldman (24). The radial velocity near the electrode surface is given
by (9.3.10), which can be written

(9.5.6)

A molecule of R generated at the edge of the disk (r = rx) must diffuse normal to
the disk to reach the ring, since vT is zero at у = 0. It is then swept in a radial direc-
tion and then moves by diffusion and convection in the у direction to reach the
inner edge of the ring. This path can be described by some average trajectory and
some time-dependent distance у from the electrode surface. Integration of (9.5.6)
yields

l n f ^ l = 0.51w3 /V 1/2 [ ydt (9.5.7)

1.0 2.0 3.0

co*p/v)1/3(0.51)2/3

4.0

Figure 9.5.2 Simulated ring-current
transients. Curve a: Potential step at
the disk. Curve b: Current step at the
disk. [From K. B. Prater and A. J.
Bard, J. Electrochem. Soc, 117, 207
(1970), with permission of the
publisher, The Electrochemical
Society, Inc.]
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If one uses the approximation у ~ (Dt)l/2, substitutes this value in (9.5.7), and carries out

the integration, the result is

cof = 3.58(*VZ))1/3| l o g f e
2/3

(9.5.8)

With (D/v)l/3> = 0.1, (o = 100 s \ and an electrode with vjr\ = 1.07 (representing a
rather narrow gap), the transit time from (9.5.8) is about 30 ms. Simulated ring transients
for electrodes of different geometries are shown in Figure 9.5.3; the points on the curves
represent the f values calculated from (9.5.8). This f more closely represents the time re-
quired for the ring current to attain about 2% of the steady value.

A study of ring-current transients can be useful in determining adsorption of a disk-
generated intermediate at the disk, since this will cause a delay in the appearance of this
species at the ring (25). The transients can also be used in a qualitative way to study elec-
trode processes. Consider a "shielding transient" experiment described by Bruckenstein
and Miller (26) concerning the reduction of oxygen at a copper-ring/platinum-disk elec-
trode (Figure 9.5.4). Oxygen is reduced more readily on Pt than on Cu. If the electrode is
immersed in an air-saturated solution containing 0.2 M H2SO4 and 2 X 10~~5 M Cu(II), no
reaction occurs at the disk with ED at 1.00 V vs. SCE. If ER is held at -0.25 V vs. SCE,
there is a cathodic ring current of about 11 дА due to the reaction Cu(II) + 2e —> Cu.
Oxygen is not reduced at the copper ring at this potential (even though the reversible po-
tential for the reaction O 2 + 4H + + 4e -> H2O is much more positive), because the kinet-
ics are very slow. If £ D is now stepped to 0.0V, a cathodic disk current of about 700 /xA
flows. This current represents reduction of oxygen at the platinum disk and also plating of
copper by reduction of the Cu(II). This plating of copper on the platinum substrate occurs
at potentials more positive than those where copper would deposit on bulk copper and is
called underpotential deposition (Section 11.2.1). The reduction of Cu(II) at the disk
shields the ring, so that a drop in /R is observed. As copper deposits on the disk, however,
the reduction of oxygen is hindered, and the disk current falls. After about a monolayer of
copper has deposited on the disk, further underpotential deposition is no longer possible,
Cu(II) reduction at the disk ceases, and the ring current returns to its unshielded value.

0.5

cot(D/t>)1/3(0.51)2/3

1.0

Figure 9.5.3 Simulated ring
transients for electrodes of different
geometries (r2/r\, гъ1г{). Curve a:
1.02, 1.04. Curve b: 1.05, 1.07.
Curve c: 1.07, 1.48. Curve d: 1.09,
1.52. Curve e: 1.13, 1.92. Points
show transit times, t', calculated
from (9.5.8). [From К. В. Prater and
A. J. Bard, /. Electrochem. Soc,
117, 207 (1970), with permission of
the publisher, The Electrochemical
Society, Inc.]

4Different choices of у [e.g., 2(Dt)l/2] or a different method of carrying out the integration will result in an

alternative value of the constant. For example, Bruckenstein and Feldman (24) considered the case in which the

species diffuses outward for t < t'/2, then back toward the surface for t'/2 < r < r'. Then the constant in (9.5.8)

is 4.51.
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Figure 9.5.4 Time dependence of the oxygen
reduction current at the disk and the Cu(II)
reduction current at the ring of a platinum ring-
disk electrode. Solution: 0.2 M H2SO4 and 2 X
10~5 M Cu(II) with air saturation. Rotation speed,
2500 rpm. Disk potential held at 0.00 V vs. SCE
for t > 0; ring potential = -0.25 V vs. SCE at all
t. Disk area, 0.458 cm2; £2 / 3 = 0.36; collection
efficiency, 0.183. [Reprinted with permission from
S. Bruckenstein, and B. Miller, Accts. Chem. Res.,
10, 54 (1977). Copyright 1977, American
Chemical Society.]

This rather simple experiment demonstrates quite clearly the "poisoning" of the oxygen
reduction process by copper. Incidentally, Cu(II) is a rather common impurity in distilled
water and mineral acids, and this experiment demonstrates that underpotential deposition
of a monolayer of copper from solutions containing as little as 1 ppm Cu can drastically
affect the behavior of a platinum electrode. Adsorption of small amounts of other impuri-
ties (i.e., organic molecules) can also have an effect on solid-electrode behavior. Thus,
electrochemical experiments often require making great efforts to establish and maintain
solution purity.

The RRDE can also be used to study electrochemical processes at electrodes modi-
fied with thin polymer films (Chapter 14). In this application, the polymer film is prepared
on the disk, and the ring monitors the flux of ions from the film during a potential sweep.
For example, the flux of the cation, 1,3-dimethylpyridinium, from a film of
polypyrrole/poly(styrenesulfonate) was monitored at the ring electrode, as the disk was
cycled in an acetonitrile solution over the potential region where reduction and oxidation
of the film occurred (27).

9.6 MODULATED RDE

9.6.1 Hydrodynamic Modulation

For all of the methods discussed so far in this chapter, we have assumed that the rotation
rate of the electrode is constant and at its steady-state value of со when measurements of
currents are carried out. However, it can also be useful to measure currents under condi-
tions when (o is changing with time.

The simplest case involves a mono tonic variation of со as a function of time (e.g.,
со ос t2) and an automatic plotting of /D vs. (ol/2. These "automated Levich plots" can be
of value compared to manual (and possibly more precise) point-by-point measurements,
especially when the electrode surface is changing with time (e.g., during an electrode-
position, or with impurity or product adsorption) and a rapid scan is needed. This tech-
nique and related methods have been reviewed (28).

Another useful technique features the sinusoidal variation of со112 [called sinusoidal
hydrodynamic modulation]. Consider an RDE whose rotation rate is varied sinusoidally
about a fixed center speed, щ, at a frequency cr, so that the instantaneous value of co1^2 is
given by

o)112 = (ol

0

/2 + A(ol/2 sin(o-r) (9.6.1)
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For example, consider the case where o)}j2 = 19.4 s~1/2 (o>0 = 376 s~\ rotation rate =
3600 rpm), Aw1/2 = 1.94 s~1/2 (i.e., Aw = 3.8 s~\ equivalent to 36 rpm), and the modu-
lation frequency is 3 Hz [a = 6ir s" 1 ] . In this situation, w varies between 380 and 372
s" 1 (between 3636 and 3564 rpm) three times per second (Figure 9.6.1). Aa> is always
smaller than co0, and is usually only about 1% of cu0. The usable modulation fre-
quency depends on the inertia and response of the motor-electrode system and is usu-
ally 3 to 6 Hz.

If the system follows the Levich equation, (9.3.22), the current is given by

/(0 - A'[o)l

0

/2 + Aco112 sin(o-f)] (9-6.2)

where A' = 0.62nFAD%3v~l/6C$ = i^/a)}/2. Thus,

(9.6.3)
~ u / J

and the amplitude of the modulated current is5

A/ = (9.6.4)

This varying component of the disk current is most conveniently recorded after filtering
and passage through a lock-in amplifier or full-wave rectifier (Figure 9.6.2).

Although the A/ value is much smaller in magnitude than /WQ, it has the very impor-
tant advantage of being free of contributions from processes that do not depend on the
mass-transfer rate. Thus, A/ is essentially independent of double-layer charging and is
unaffected by oxidation and reduction of the electrode or of adsorbed species. More-

380

376

3, 372
3

7\ Г\ /Л /V t
\J V7

2Aco

-^- t, S

~Г\ Г\ Г\ / \ I
V/ \J \J

2Д i = 10OnA

Figure 9.6.1
Representation of Aco
and A/ for a sinusoidally
hydrodynamically modulated
RDE.

5This equation was derived for limiting-current conditions. It is also valid for currents in the rising portion of a
reversible wave. It will not be valid if the rate of change in со is comparable to the rate of hydrodynamic
relaxation. Thus, Ao>/ct>o and cr are usually kept small.
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Figure 9.6.2 Schematic of
speed control and disk-current
processing circuitry. Only the
current follower of the
conventional three-electrode
potentiostat that controls the
disk electrode is shown.
[Reprinted with permission from
B. Miller, and S. Bruckenstein,
Anal Chem., 46, 2026 (1974),
Copyright 1974, American
Chemical Society.]

over, it is relatively insensitive to the anodic and cathodic background currents. Sinu-
soidal hydrodynamic modulation is a useful technique for the determination of very low
(submicromolar) concentrations with the RDE, for studies in the presence of surface
complications, and for measurements near the background limits of the solvent/support-
ing-electrolyte system. Shown in Figure 9.6.3 are results from a study in which 0.2 цМ
T1(I) was reduced at an amalgamated gold RDE (which can be used when a mercury-
like surface is desired) (29). Even though the faradaic current for the T1(I) reduction
cannot be distinguished from the residual current on the iD-E scan, a clear reduction
wave is found by measuring Д/. It is also possible to obtain kinetic information from
hydrodynamic modulation experiments, by employing a values where deviations from
Levich behavior occur (30).

9.6.2 Thermal Modulation

The RDE can also be modulated thermally by irradiating the back of the disk electrode
with a laser (Figure 9.6.4) (31). This method is the RDE analog of the temperature jump

-0.25 -0.50 -0.75
£(V vs. SEC)

-1.00

Figure 9.6.3 Controlled-potential
cathodic scans of T1(I) at an
amalgamated gold disk. All A traces are
RDE curves, all В traces are HMRDE
curves. (A, B) 0.01 M HC1O4; (Л2, ВТ)
2.0 X 10~7 M Tl + in 0.01 M HC1O4.
Current sensitivities indicated by
markers; zero current for all curves is
the dashed line. For all curves, COQ2 = 60
rpm1^2. For В curves, Act>^2 = 6 ipm^2,
(J/2TT = 3 Hz, averaging time constant =
3 s, and scan rate = 2 mV/s. [Reprinted
with permission from B. Miller, and S.
Bruckenstein, Anal. Chem., 46, 2026
(1974). Copyright 1974, American
Chemical Society.]
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Figure 9.6.4 Schematic
diagram of the apparatus
employed for temperature
modulation of the RDE.
The laser pulse irradiates
a disk electrode coated
with an absorptive layer.
[Reprinted with
permission from J. L.
Valdes, and B. Miller,
/. Phys. Chem. 92, 525
(1988). Copyright 1988,
American Chemical
Society.]

experiment discussed in Section 8.7.5. Experiments for both constant and modulated irra-
diation of the electrode have been carried out. In the constant mode, the irradiating beam
represents a heat input (on the order of 25-200 mW), while heat is carried away from the
electrode surface by thermal diffusion and convection into the solution. Eventually, a
steady-state disk temperature is attained. This temperature change is proportional to w~1/2

(since a higher rotation rate results in more heat being carried away from the electrode
surface). The temperature change at the electrode surface will cause a change in a number
of parameters, such as D (see Section 8.7.5), that affect /D; hence the disk current is mod-
ulated by the heating of the laser beam. A theoretical analysis shows that the magnitude of
the current change, Д/г> is proportional to the laser heat input, but is relatively indepen-
dent of <o (31).

In the periodically modulated version of this experiment (32), the laser heating is car-
ried out sinusoidally at a frequency of 5 to 20 Hz, and the resulting sinusoidally varying
current, A/D, is detected with a lock-in amplifier, as in hydrodynamic modulation. The
variation of A/D with E is called thermal modulation voltammetry (TMV). Near E° , A/D

shows a peak whose magnitude for a nernstian reaction is a function of the ratio of the en-
tropic energy of the electrode reaction divided by the activation energy of the mass trans-
port process. While the method is capable of extracting thermodynamic information about
a reaction, both the theory and the experimental set-up is sufficiently complex that it has
not yet found widespread use.

9.7 CONVECTION AT UMEs

One advantage of ultramicroelectrodes (Section 5.3) is that mass transport to the electrode
by radial diffusion is high, even in the absence of convection. For a microdisk electrode of
radius r, the mass-transfer coefficient is:

mo = 4D/77T (9.7.1)

However, the mass-transfer coefficient can be increased above this level by introducing
convective flow, for example, by rotating the electrode or rapidly flowing a solution to it.
This might be useful in measurements of rapid heterogeneous electron-transfer kinetics,
where the radial diffusion alone is insufficient to remove mass-transfer limitations.

As noted in Section 9.3.6, the theory developed earlier for the RDE does not hold for
UMEs where there is significant radial diffusion to the edges of the electrode. Although no
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Figure 9.7.1 The effect of
angular rotation rate, со, on the
mass-transfer coefficient, m, for an
RDE. The horizontal lines indicate
the mass-transfer coefficients for
unrotated UMEs of different radii,
r. Calculations assume D = 1.0 X
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(1995).]

theoretical treatments exist for the rotating UME, one can obtain a good concept of the behav-
ior by considering the limiting situations at low and high rotation rates (33, 34). As OJ —> 0, the
behavior approaches that of a stationary UME, while as со —> oo, the usual RDE dependency
on o)l/2 should be observed. Shown in Figure 9.7.1 is the dependency of the mass-transfer co-
efficient for an RDE on со, along with m for electrodes with radii of 5,10, and 15 jiim. Clearly,
for the larger radii, mass transport can be enhanced by rotating the electrode, but the electrode
of 5-fAm radius shows a larger mass-transfer coefficient than can be attained for an RDE at
any experimentally accessible rotation rate. Rotation of UMEs of larger radii (e.g., 15 /im)
might be useful, however, when solutions of high resistivity are used (34) or where studies of
polymer films (Section 14.4.2) are of interest (33). An additional problem that arises with ro-
tating UMEs (33, 34) is that the electrode itself is often offset from the rotation axis during
construction and the rotation may cause flexing of the shaft with additional offset, causing the
effect discussed in Section 9.3.6. Note that it is also possible to increase the effective mass-
transfer rate to a UME by using it in the positive feedback mode with a scanning electrochem-
ical microscope, as discussed in Section 16.4.2.

Convective flow to UMEs can also be attained by flowing the solution past a station-
ary electrode. For example, flow can be directed normal to the electrode from a nozzle po-
sitioned nearby (Figure 9.7.2) (35). This configuration is sometimes called a wall jet or

Solution in •
"""""OX Silicone rubber

^ \ \ connector

Reference
electrode

Capillary connected
to x, у and z axis
positioners

Solution outlet
(to waste)

Stainless steel
support

Breadboard

Figure 9.7.2 Schematic
drawing of arrangement for
wall jet or microjet
electrode. [Reprinted with
permission from J. V.
Macpherson, S. Marcar,
and P. R. Unwin, Anal.
Chem., 66, 2175 (1994).
Copyright 1994, American
Chemical Society.]
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microjet electrode. A jet of solution fed by gravity or pumped from a small nozzle (e.g.,
50-100 jum diameter) impinges on the uitramicroelectrode (e.g., 25 ^m diameter). The
mass-transfer coefficient for this configuration is proportional to the square root of the
volume flow rate and can be as large as 0.55 cm/s, equivalent to that of an uitramicroelec-
trode with a radius of 150 nm in the absence of convection (35). Another arrangement in-
volves placement of the uitramicroelectrode in a flow channel with the solution flow
parallel to the electrode surface (36). An example is a microband electrode 12 fim thick
and 0.2 cm long positioned across a channel 116 /лт high and 0.2 cm wide (36). In this
configuration, an effective mass-transfer coefficient of 0.5 cm/s can be attained with vol-
ume flow velocities near 3.7 cm3/s. Flow cells of this type are useful as detectors, for ex-
ample, in liquid chromatography (see Section 11.6.4). They have found less use in
electrochemical studies, probably because of the technical problems involved in setting
up systems with solution flow.

9.8 ELECTROHYDRODYNAMICS
AND RELATED PHENOMENA

There are many phenomena involving convection in electrochemical systems (6). While
it is beyond the scope of this monograph to treat these in any depth, we will give a brief
overview as an introduction to more detailed treatments. In general, electrohydrodynam-
ics deals with fluid motion induced by electric fields. Electro osmosis is one important
example.

Our previous examples of convective flow dealt with fluid flow induced by a pressure
gradient (Section 9.2.2). At steady state, in the absence of gravitational effects (natural
convection), the fluid velocity, v, could be obtained from the equation

TJSV
2V - VP (9.8.1)

Similarly, the force generated by the interaction of an electric field on excess charge den-
sity in a fluid can induce fluid flow, that is,

*?sV
2v = -РЕЪ (9.8.2)

where % is the electric field (V/cm) and PE is the charge per unit volume.

9.8.1 Electroosmotic Flow

Let us consider the application of an electric field along a glass capillary tube filled with
an electrolyte solution, as shown schematically in Figure 9.8.1. The walls of the capillary
tube will be charged at most pH values, because of protonation/deprotonation equilibria
involving surface Si-OH groups. At a pH above about 3, the surface charge will be nega-
tive. This charge causes the formation of a diffuse layer of counter (positive) charge in so-
lution, just as at a charged electrode surface (Chapter 13). When an electric field is
applied along the capillary axis, this excess charge (in the form of electrolyte cations) will
move toward the cathode and the net viscous drag on the solvent will induce convection
of the solution. In most cases, the radius of the tube will be large compared to the thick-
ness of the diffuse layer, so that curvature can be neglected, and the flow considered as
taking place in a planar channel. Then, (9.8.2) can be written (6) in terms of the field, %x,
along the axis of the capillary,

4 S T | = - P E « X = « O 7 T « X (9-8-3)

ду ду
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Figure 9.8.1
Representation of
electroosmotic flow of
a fluid (e.g., water) in a
glass capillary. Only ions
near the glass walls are
shown. Note that the
velocity profile here is
flatter (so-called "plug
flow") than the parabolic
profile seen with an
external pressure
drop along a tube.

where the charge density has been obtained from the Poisson equation, (13.3.5),

д2ф

A single integration of (9.8.3), with dv/ду = 0 and дф/ду = 0 far from the walls (y
yields

= еео{дф1ду)%х

(9.8.4)

> o o ) ,

(9.8.5)

A second integration from a position near the wall, where v = 0 and ф = g, to the middle
of the channel, where v = U and ф = 0, gives the Helmholtz-Smoluchowski equation:

U = - (9.8.6)

The parameter £ is called the zeta potential, which is the potential in a not-very-well-de-
fined position in the diffuse layer called the shear plane (37), and U is the electroosmotic
solution velocity past a plane charged surface. For £ = 0.1 V and %x = 100 V/cm in an
aqueous solution, C/ — 0.1 cm/s.

Electroosmosis is one of several electrokinetic effects that deal with phenomena asso-
ciated with the relative motion of a charged solid and a solution. A related effect is the
streaming potential that arises between two electrodes placed as in Figure 9.8.1 when a
solution streams down the tube (essentially the inverse of the electroosmotic effect). An-
other is electrophoresis, where charged particles in a solution move in an electric field.
These effects have been studied for a long time (37, 38). Electrophoresis is widely used
for separations of proteins and DNA (gel electrophoresis) and many other substances
(capillary electrophoresis).

9.8.2 Other Electrohydrodynamic Phenomena

Electrokinetic effects are not usually of importance in the type of electrochemical experi-
ments considered in this monograph, because the electric fields at the walls of the glass
cells are small and significant convection is not induced. Although electrohydrodynamic
flow can be induced by the interaction of an electric field with the diffuse layer near an
electrode surface, the fields in the diffuse layer near the electrode surface are not suffi-
ciently large in most electrochemical experiments to produce measurable fluid flow. How-
ever experiments in which very large fields are intentionally applied can produce
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convection (39, 40). Related experiments involve the effects of applied magnetic fields on

electrochemical processes (39, 41). Hydrodynamic instabilities can produce convective

patterns in thin-layer cells with resistive solutions. For example, a form of convection in

thin-layer cells (sometimes called the Felici instability) can produce hexagonal patterns

during ECL experiments (Section 18.1) in organic solvents with very low concentrations

of supporting electrolyte (42, 43).
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9.10 PROBLEMS

9.1 Consider an RDE with a disk radius, r\, of 0.20 cm, immersed in an aqueous solution of a substance
A (C* = 10~2 M, DA = 5 X 10~6 cm2/s) and rotated at 100 rpm. A is reduced in a \e reaction, v «
0.01 cm2/s. Calculate: vr and vy at a distance 10~3 cm normal to the disk surface at the edge of the
disk; vr and vy at the electrode surface; f/0; // c; mA; 8A; and the Levich constant.

9.2 What dimensions (r2 and r^) can a rotating ring electrode have to produce the same limiting current
as an RDE with r\ = 0.20 cm? (Note that many possible combinations of r2 and r^ are suitable.)
What is the area of the ring electrode?

9.3 From the data in Figure 9.3.8, calculate the diffusion coefficient for O 2 in 0.1 M NaOH and kf for
the reduction of oxygen at 0.75 V. Assume a totally irreversible initial electron transfer at the RDE.
Take v = 0.01 cm2/s.

9.4 Figure 9.10.1 contains current-potential curves at an RRDE for a solution of 5 mM CuCl2 in 0.5 M
KC1 showing (1) /D vs. ED and (2) iR vs. ER. For the electrode used there, TV = 0.53.

(a) Analyze these data to determine D, p, and any other possible information about the electrode
reaction at the first reduction step [Cu(II) + e —» Cu(I)].

1000

800

600

400

200

о

2

\

^^У i i i

fo = 0)

-

-

-

1

- 2000

- 1600

- 1200

- 800

- 400

+0.2 -0.60 -0.2 -0.4
EDorER(Vvs. Ag/AgCI)

Figure 9.10.1 Voltammograms at an RRDE. Curve 1: /rj vs. E^ Curve 2: /R VS. ER (at
/D = 0). Solution contained 5 mM CuCl2 and 0.5 M KC1. ы = 201 s"1; disk area = 0.0962 cm2;
v = 0.011 cm2/s.
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(b) If the ring voltammogram were obtained with ED = -0.10 V, what value of /R ? / c (at ER =
-0.10 V) would be expected?

(c) If ER is held at +0.4 V and ED = -0.10 V, what value of /R is expected?

(d) What process occurs at the second wave? Account for this wave shape.

(e) Assume the ring is held at +0.4 V. Sketch the expected plot of /R vs. ED as ED is scanned from
+0.4 to-0 .6 V.

9.5 The ring voltammograms for an RRDE in 5 mM K3Fe(CN)6 and 0.1 M KCl are shown in Figure
9.10.2. From the information in these curves, calculate N for this electrode and D for Fe(CN>6~.
What is the predicted slope of iD vs. со112! What are the predicted values of the limiting disk current
0D,/,C) a n c* ™g current (/R>/)C with /D = 0 and /D = /D,/,c) at 5000 rpm? Assume v = 0.01 cm2/s.

9.6 Experiments are performed at an RRDE with the following dimensions: rx = 0.20 cm, r2 = 0.22
cm, r3 = 0.32 cm. A disk voltammogram (/D vs. ED) is to be recorded for a rotation rate of 2000
rpm. What maximum potential sweep rate should be employed to prevent non-steady-state effects
from occurring? What is the transit time with this electrode?

9.7 The diffusion coefficient of an electroactive species can be obtained from a limiting-current mea-
surement at an RDE and a transient measurement (e.g., a potential step measurement) at the same
electrode (at со = 0) under identical conditions. It is not necessary to know the electrode area, n, or
C*. Explain how this is accomplished and discuss the possible errors in this procedure.

9.8 S. Bruckenstein and P. R. Gifford [Anal. Chem., 51, 250 (1979)] proposed that ring electrode
shielding measurements at the RRDE could be employed for the analysis of micromolar solutions
by using the equation

A/R/ = 0.62rcF7rr2D2/V l/6(ol/2NC*

where A/R / represents the change in the limiting ring current for /D = 0 and /D = /D,/- (a) Derive this
equation, (b) A plot of /Rj/ vs. ED is given in Figure 9.10.3 for the reduction of Bi(III) to Bi(0) in 0.1 M
HNO3. Mass-transfer limited reduction of Bi(III) occurs at -0.25 V. From the data on the curve during
the forward scan (ED varied from +1.0 to —0.2 V), calculate N for this RRDE. Explain the large ring
current transient observed during the reverse scan (ED from —0.2 to +1.0 V).

9.9 The effective time scale for kinetic measurements at a rotating disk electrode is ~ l/co. What range
of effective times is available for the usual range of rotation rates of an RDE? UMEs provide an al-
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Figure 9.10.2 Ring
voltammograms (/R vs. ER) with
(l)iD = 0 and (2) iD at its
limiting value, 302 jxA, for an
RRDE with r2 = 0.188 cm and
r3 = 0.325 cm, rotated at 48.6
rps in a solution of 5.0 mM
K3Fe(CN)6 and 0.10 M KCl.
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Figure 9.10.3 / R / c vs. £D for reduction
of Bi(III) to Bi(0) for a solution
containing 4.86 X 10"7 M Bi(III) and 0.1
M HN03. The ring electrode was held at
-0.25 V, and the disk potential was
scanned from +1.0 V at 200 mV/s. For
this electrode, the slope of /D,/,c vs. Св 1 ( Ш )

is 0.934 fiA/fjuM. [Reprinted with
permission from S. Bruckenstein, and P.
R. Gifford, Anal. Chem., 51, 250 (1979).
Copyright 1979, American Chemical
Society.]

ternative steady-state electrode system for electrochemical studies. What range of UME radii yields
the same effective time range as that calculated for the RDE? Can stationary UMEs be extended to
even shorter times than an RDE at its maximum useful rotation rate? Explain.

9.10 Show how eq. (9.3.40) leads to (9.3.39).



CHAPTER

10
TECHNIQUES BASED

ON CONCEPTS OF
IMPEDANCE

10.1 INTRODUCTION

In previous chapters we have discussed ways of studying electrode reactions through
large perturbations on the system. By imposing potential sweeps, potential steps, or cur-
rent steps, we typically drive the electrode to a condition far from equilibrium, and we ob-
serve the response, which is usually a transient signal. Another approach is to perturb the
cell with an alternating signal of small magnitude and to observe the way in which the
system follows the perturbation at steady state. Many advantages accrue to these tech-
niques. Among the most important are (a) an experimental ability to make high-precision
measurements because the response may be indefinitely steady and can therefore be aver-
aged over a long term, (b) an ability to treat the response theoretically by linearized (or
otherwise simplified) current-potential characteristics, and (c) measurement over a wide
time (or frequency) range (104 to 10~6 s or 10~4 to 106 Hz). Since one usually works
close to equilibrium, one often does not require detailed knowledge about the behavior of
the i-E response curve over great ranges of overpotential. This advantage leads to impor-
tant simplifications in treating kinetics and diffusion.

In deriving the theory below, we will rely frequently on analogies between the elec-
trochemical cell and networks of resistors and capacitors that are thought to behave like
the cell. This feature may seem at times to disembody the interpretation from the chemi-
cal system, so let us emphasize beforehand that the ideas and the mathematics used in the
interpretation are basically simple. We will do our best to tie them to the chemistry at
every possible point, and we hope readers will avoid letting the details of interpretation
obscure their view of the great power and beauty of these methods.

10.1.1 Types of Techniques (1-12)

The prototypical experiment is the faradaic impedance measurement, in which the cell
contains a solution with both forms of a redox couple, so that the potential of the work-
ing electrode is fixed. For example, one might use 1 mM Eu 2 + and 1 mM Eu 3 + in 1 M
NaClO4. A mercury drop of fixed area might be employed as the working electrode,
and it might be paired with a nonpolarizable reference such as an SCE, which would act
also as the counter electrode. It is probably easiest to understand the measurement of
impedance by considering the classical approach with an impedance bridge. The cell is
inserted as the unknown impedance into one arm of an impedance bridge, and the
bridge is balanced by adjusting R and С in the opposite arm of the bridge, as shown in
Figure 10.1.1.

368
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Potentiometer
to null dc cell
voltage

Figure 10.1.1 A bridge circuit
for measurements of
electrochemical impedance.

This operation determines the values of R and С that, in series, behave as the cell
does at the measurement frequency. The impedance is measured as a function of the fre-
quency of the ac source. The technique where the cell or electrode impedance is plotted
vs. frequency is called electrochemical impedance spectroscopy (EIS). In modern prac-
tice, the impedance is usually measured with lock-in amplifiers or frequency-response an-
alyzers, which are faster and more convenient than impedance bridges. Such approaches
are introduced in Section 10.8. The job of theory is to interpret the equivalent resistance
and capacitance values in terms of interfacial phenomena. The mean potential of the
working electrode (the "dc potential") is simply the equilibrium potential determined by
the ratio of oxidized and reduced forms of the couple. Measurements can be made at other
potentials by preparing additional solutions with different concentration ratios. The
faradaic impedance method, including EIS, is capable of high precision and is frequently
used for the evaluation of heterogeneous charge-transfer parameters and for studies of
double-layer structure.

A variation on the faradaic impedance method is ac voltammetry (or, with a DME, ac
polarography). In these experiments, a three-electrode cell is used in the conventional
manner, and the potential program imposed on the working electrode is a dc mean value,
Edc, which is scanned slowly with time, plus a sinusoidal component, Eac, of perhaps 5-
mV peak-to-peak amplitude. The measured responses are the magnitude of the ac compo-
nent of the current at the frequency of Eac and its phase angle with respect to Еас.

г А
typical experimental arrangement is shown schematically in Figure 10.1.2. As we will see
presently, this measurement is equivalent to determining the faradaic impedance. The role
of the dc potential is to set the mean surface concentrations of О and R. In general, this
potential differs from the true equilibrium value; hence CQ(0, t) and CR(0, 0 differ from
CQ and CR, and a diffusion layer exists. Note, however, that since E^c is effectively
steady, this layer soon becomes so thick that its dimensions greatly exceed those of the
diffusion zone affected by the rapid perturbations from £ac. Thus, the mean surface con-

1 Alternatively, one could measure the current components in phase with Eac and 90° out of phase with E.dC. They
provide equivalent information.
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Figure 10.1.2 Schematic diagram of apparatus for an ac voltammetric experiment.

centrations Co(0, t) and CR(0, t) look like bulk concentrations to the ac part of the experi-
ment. This same effect is exploited in DPP (see Section 7.3.4). One usually starts with a
solution containing only one redox form, for example Eu 3 + , and obtains continuous plots
of the ac current amplitude and the phase angle vs. Edc. In effect, these plots represent the
faradaic impedance at continuous ratios of Co(0, t) and CR(0, t), all recorded without
changing the solution. The amplitude plot is also useful for analytical measurements of
concentration.

EIS and ac voltammetry normally involve excitation signals, £ac, of very low
amplitude, and they depend essentially on the fact that current-overpotential rela-
tions are virtually linear at low overpotentials. In a linear system, excitation at fre-
quency (o provides a current also of frequency со (and only of frequency со). On the
other hand, a nonlinear i-E relation gives a distorted response that is not purely sinu-
soidal; but it is still periodic and can be represented as a superposition (Fourier syn-
thesis) of signals at frequencies <o, 2u>, Ъоо, . . . The current-overpotential function
for an electrode reaction is nonlinear over moderate ranges of overpotential, and the
effects of this nonlinearity can be observed and put to use. For example, consider
second (and higher) harmonic ac voltammetry, which is nearly the same as the first
harmonic ac experiment described above. It differs in that one detects an ac compo-
nent current at 2o>, 3o>, . . . , etc., instead of the component at the excitation fre-
quency со. Faradaic rectification features excitation with a purely sinusoidal source
and measurement of the dc component of current flow. Intermodulation voltammetry
depends on the mixing properties of a nonlinear characteristic. One excites with two
superimposed signals at frequencies (x)\ and o)2 and observes the current at the com-
bination frequencies (sidebands or beat frequencies) a)\ + o)2 and o)\ — a)2. A big
advantage common to all techniques based on nonlinearity is comparative freedom
from charging currents. The double-layer capacitance is generally much more linear
than the faradaic impedance; hence charging currents are largely restricted to the ex-
citation frequencies.

10.1.2 Review of ac Circuits

A purely sinusoidal voltage can be expressed as

e = E sin cot (10.1.1)
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Figure 10.1.3 Phasor
diagram for an alternating
voltage, e = E sin Ш.
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where со is the angular frequency, which is 2тг times the conventional frequency in Hz. It
is convenient to think of this voltage as a rotating vector (or phasor) quantity like that pic-
tured in Figure 10.1.3. Its length is the amplitude E and its frequency of rotation is со. The
observed voltage at any time, e, is the component of the phasor projected on some particu-
lar axis (normally that at 0°).

One frequently wishes to consider the relationship between two related sinusoidal
signals, such as the current, /, and the voltage, e. Each is then represented as a separate
phasor, / or Ё, rotating at the same frequency. As shown in Figure 10.1.4, they generally
will not be in phase; thus their phasors will be separated by a phase angle, ф. One of the
phasors, usually E, is taken as a reference signal, and ф is measured with respect to it. In
the figure, the current lags the voltage. It can be expressed generally as

i = I sm((ot + ф) (10.1.2)

where ф is a signed quantity, which is negative in this case.
The relationship between two phasors at the same frequency remains constant as they

rotate; hence the phase angle is constant. Consequently, we can usually drop the refer-
ences to rotation in the phasor diagrams and study the relationships between phasors sim-
ply by plotting them as vectors having a common origin and separated by the appropriate
angles.

Let us apply these concepts to the analysis of some simple circuits. Consider first a
pure resistance, R, across which a sinusoidal voltage, e = E sin cot, is applied. Since
Ohm's law always holds, the current is (E/R)sin со t or, in phasor notation,

E= IR

The phase angle is zero, and the vector diagram is that of Figure 10.1.5.

(10.1.3)

(10.1.4)

еОП
2л/со (2тг + ф)/со

0 /

Figure 10.1.4 Phasor diagram showing the relationship between alternating current and voltage
signals at frequency со.
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e or i

Figure 10.1.5
Relationship between the
voltage across a resistor
and current through the
resistor.

Suppose we now substitute a pure capacitance, C, for the resistor. The fundamental
relation of interest is then q = Ce, or / = C{deldt)\ thus

/ = (oCE cos cot

i = — sinf Ш + ~
xc \ z

(10.1.5)

(10.1.6)

where Xc is the capacitive reactance, l/o)C.
The phase angle is тг/2, and the current leads the voltage, as shown in Figure 10.1.6.

Since the vector diagram has now expanded to a plane, it is convenient to represent pha-
sors in terms of complex notation. Components along the ordinate are assigned as imagi-
nary and are multiplied by j = V—1. Components along the abscissa are real. Introducing
complex notation here is only a bookkeeping measure to help keep the vector components
straight. We handle them mathematically as "real" or "imaginary," but both types are real
in the sense of being measurable by phase angle. In circuit analysis, it turns out to be ad-
vantageous to plot the current phasor along the abscissa as shown in Figure 10.1.6, even
though the current's phase angle is measured experimentally with respect to the voltage.
If that is done, it is clear that

E = -jXcI (10.1.7)

Of course, this relation must hold regardless of where / is plotted with respect to the ab-
scissa, since only the relationship between E and / is significant. A comparison of equa-
tions 10.1.4 and 10.1.7 shows that Xc must carry dimensions of resistance, but, unlike R,
its magnitude falls with increasing frequency.

Now consider a resistance, R, and a capacitance, C, in series. A voltage, E, is applied
across them, and at all times it must equal the sum of the individual voltage drops across
the resistor and the capacitor; thus

E = ER+ Ec

E= i(R-jxc)
E= /Z

(10.1.8)

(10.1.9)

(10.1.10)

Figure 10.1.6
Relationship between an
alternating voltage across
a capacitor and the
alternating current through
the capacitor.
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In this way we find that the voltage is linked to the current through a vector Z =
R - jXc called the impedance. Figure 10.1.7 is a display of the relationships between
these various quantities. In general the impedance can be represented as2

(10.1.11)

where ZRC and Z\m are the real and imaginary parts of the impedance. For the example
here, ZRC = R and Z\m = XQ = l/o)C. The magnitude of Z, written \Z\ or Z, is given by

|Z|2 = R2 = (ZR e)
2 + (Z I m) 2

and the phase angle, ф, is given by

tan ф = Zim/ZRe = XCIR = llojRC

(10.1.12)

(10.1.13)

The impedance is a kind of generalized resistance, and equation 10.1.10 is a general-
ized version of Ohm's law. It embodies both (10.1.4) and (10.1.7) as special cases. The
phase angle expresses the balance between capacitive and resistive components in the se-
ries circuit. For a pure resistance, ф = 0; for a pure capacitance, ф = тг/2; and for mix-
tures, intermediate phase angles are observed.

The variation of the impedance with frequency is often of interest and can be dis-
played in different ways. In a Bode plot, log \Z\ and ф are both plotted against log со. An
alternative representation, a Nyquist plot, displays Z I m vs. Z R e for different values of со.
Plots for the series RC circuit are shown in Figures 10.1.8 and 10.1.9. Similar plots for a
parallel RC circuit are shown in Figures 10.1.10 and 10.1.11.

More complex circuits can be analyzed by combining impedances according to rules
analogous to those applicable to resistors. For impedances in series, the overall imped-
ance is the sum of the individual values (expressed as complex vectors). For impedances
in parallel, the inverse of the overall impedance is the sum of the reciprocals of the indi-
vidual vectors. Figure 10.1.12 shows a simple application.

= -jXcI

(a) (b)

Figure 10.1.7 (a) Phasor diagram showing the relationship between the current and the voltages
in a series RC network. The voltage across the whole network is E, and ER and EQ are its
components across the resistance and the capacitance, (b) An impedance vector diagram derived
from the phasor diagram in (a).

2In many treatments, the definition of impedance is taken as Z = Z R e + jZim, but we can simplify matters with
the definition in (10.1.11). In electrochemistry, the imaginary impedance is almost always capacitive and
therefore negative. With our definition of Z, we can generally work with positive values and expressions for
Z\m, and impedance plots appear naturally in the first quadrant. Our choice is in accord with the general,
although sometimes implicit, practice in the field. In reviewing other literature, it is wise to take note of the
definition of Z.
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Sometimes it is advantageous to analyze ac circuits in terms of the admittance, Y,
which is the inverse impedance, 1/Z, and therefore represents a kind of conductance. The
generalized form of Ohm's law, (10.1.10), can then be rewritten as / = EY. These con-
cepts are especially useful in the analysis of parallel circuits, because the overall admit-
tance of parallel elements is simply the sum of the individual admittances.

Later we will be interested in the vector relationship between Z and Y. If Z is written
in its polar form (Section A.5):

Z = Zej<i> (10.1.14)

then the admittance is

Y = ±e->+ (10.1.15)

Here we see that Y is a vector with magnitude 1/Z and a phase angle equal to that of Z, but
opposite in sign. Figure 10.1.13 is a picture of the arrangement.
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Figure 10.1.13 Relationship between the impedance, Z, and
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10.13 Equivalent Circuit of a Cell (1 ,4 ,13 ,14)

In a general sense, an electrochemical cell can be considered simply an impedance to a
small sinusoidal excitation; hence we ought to be able to represent its performance by an
equivalent circuit of resistors and capacitors that pass current with the same amplitude
and phase angle that the real cell does under a given excitation. A frequently used circuit,
called the Randies equivalent circuit, is shown in Figure 10.1.14a. The parallel elements
are introduced because the total current through the working interface is the sum of dis-
tinct contributions from the faradaic process, /f, and double-layer charging, ic. The dou-
ble-layer capacitance is nearly a pure capacitance; hence it is represented in the equivalent
circuit by the element Q . The faradaic process cannot be represented by simple linear cir-
cuit elements like, R and C, whose values are independent of frequency. It must be con-
sidered as a general impedance, Zf. Of course, all of the current must pass through the
solution resistance; therefore R^ is inserted as a series element to represent this effect in
the equivalent circuit.3

The faradaic impedance has been considered in the literature in various ways. Figure
10.1.14& shows two equivalences that have been made. The simplest representation is to
take the faradaic impedance as a series combination comprising the series resistance, Rs,
and the pseudocapacity, Cs.

4 An alternative is to separate a pure resistance, Rcb the
charge-transfer resistance (Sections 1.3 and 3.4.3), from another general impedance, Zw,
the Warburg impedance, which represents a kind of resistance to mass transfer. In con-
trast to RQ and Qi, which are nearly ideal circuit elements, the components of the faradaic
impedance are not ideal, because they change with frequency, w. A given equivalent cir-
cuit represents cell performance at a given frequency, but not at other frequencies. In fact,
a chief objective of a faradaic impedance experiment is to discover the frequency depen-
dencies of Rs and Cs. Theory is then applied to transform these functions into chemical in-
formation.

The circuits considered here are based on the simplest electrode processes. Many oth-
ers have been devised in order to account for more complex situations, for example, those
involving adsorption of electroreactants, multistep charge transfer, or homogeneous

Figure 10.1.14
(a) Equivalent circuit of
an electrochemical cell.
(b) Subdivision of Zf into Rs

and Cs, or into Rci and Zw.

3In the faradaic impedance measurements described above (Section 10.1.1), the impedance determined by the
bridge is a whole-cell impedance and includes contributions from the counter electrode's interface. Processes at
the counter electrode are not usually of interest; hence the impedance at that interface is intentionally reduced to
insignificance by employing a counter electrode of large area.
4In some treatments, # s is called the polarization resistance. However, that name is applied to other variables in
electrochemistry, so we avoid it here.
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chemistry. It is important to understand that equivalent circuits drawn for electrochemical
cells are not unique. Moreover, only in the simplest cases can one identify individual cir-
cuit elements with processes that occur in the electrochemical cell. This is especially true
for equivalent circuits that represent more complicated processes, such as, coupled homo-
geneous reactions or the behavior of adsorbed intermediates. In fact even the simple RaCd

circuit in the absence of a faradaic process at low electrolyte concentration shows fre-
quency dispersion (i.e., variation of R^ and Q with frequency) (15). For specific informa-
tion, the original or review literature should be consulted (1, 4, 8-14, 16).

10.2 INTERPRETATION OF THE FARADAIC IMPEDANCE

10.2.1 Characteristics of the Equivalent Circuit

The measurement of the cell characteristics in a bridge yields values of RB and CB that in
series are equivalent to the whole cell impedance, including the contributions from RQ
and C<j, which are often not of interest in studies focused on the faradaic process. In gen-
eral, one desires to separate the faradaic impedance from RQ and C&. It is possible to do so
by considering the frequency dependencies of R# and Св, or by evaluating RQ and Q
from separate experiments in the absence of the electroactive couple.5 Techniques for
making such determinations are considered in Section 10.4. For the moment, let us as-
sume that the faradaic impedance, expressed as the series combination Rs and Cs, is evalu-
able from the total impedance (see Figure 10.1.14).

Now consider the behavior of this impedance as a sinusoidal current is forced
through it. The total voltage drop is

E=iRs + ^- (10.2.1)

hence

§ = *sf + ^ (10.2.2)

If the current is

i = Ism cot (10.2.3)

then

at
Щ- = (RsIa)) COS cot + (-pA sin cot (10.2.4)
at ^

This equation is the link we will use to identify Rs and Cs in electrochemical terms. We
will find that the response of the electrode process to the current stimulus, (10.2.3), will
also give dE/dt having the form of (10.2.4). That is, sine and cosine terms will appear;
thus Rs and Cs can be identified by equating the coefficients of those terms in the electrical
and chemical equations.

10.2.2 Properties of the Chemical System (1,4,13,14)

For our standard system, О + ne <=̂  R, with both О and R soluble, we can write

E = E[U Co(0, t\ CR(0, 0] (Ю.2.5)

5However, О and R must not affect R^ and Q appreciably if separate experiments are used.
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hence,

dE=(dE\di+ Г dE 1 dCo(0, t) +

di ) dt [б>Со(0, Ojdt

, t)

or

where

dE
dt Jt

dt

dCo(0, t)
1 dt

Co(0,0,CR(0,0

dCR(0, t)
L dt

dt

dCo(0, t)

dE
/?CR(0, t)

i,CR(0,f)

i,Co(0,t)

(10.2.6)

(10.2.7)

(10.2.8)

(10.2.9)

(10.2.10)

Obtaining an expression for dEldt depends on our ability to evaluate the six factors on the
right of (10.2.7). The three parameters Rcb /3Q, and /3R depend specifically on the kinetic
properties of the electrode reaction. Special cases will be considered later. The remaining
three factors [the derivatives of /, CQ and CR] can be evaluated generally for current flow
according to (10.2.3). One of them is trivial:

di
dt

= I(x) COS (t)t (10.2.11)

The others are evaluated by considering mass transfer.6

Assuming semi-infinite linear diffusion with initial conditions CQ{X, 0) = CQ and
CR(x, 0) = CR, we can write from our experience in Section 8.2.1 that

Co(0, s) = -p-

nFAD^s1'2

Inversion by convolution gives

Co(0, 0 =

CR(0, 0 =

in 1/9 7n~du

4(t-u)
du

(10.2.12)

(10.2.13)

(10.2.14)

(10.2.15)

Note that the equivalent impedance was analyzed just above in terms of current as it is usually defined for circuit

analysis. That is, a positive change in E causes a positive change in /. On the other hand, the electrochemical

current convention followed elsewhere in this book denotes cathodic currents as positive; hence a negative change

in E causes a positive change in i. If we adhere to this convention now, confusion will reign when we try to make

comparisons between the electrical equivalents and the chemical systems. We must have a common basis for the

current. Since the interpretations of the measurements are closely linked to electronic circuit analysis, it is

advantageous to adopt the electronic convention. For this chapter, then, we take an anodic current as positive.

This expedient will turn out not to cause much trouble, because we never really follow the instantaneous

sign of the current in ac experiments. Instead, we measure the amplitude of the sinusoidal component and its

phase angle with respect to the sinusoidal potential. Of course the phase angle would depend on our choice of

current convention, but it is advantageous even here to take the electronic custom, because the electronic

devices used to measure phase angle are based on it.
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From (10.2.3), we can substitute for i(t - u)\ hence the problem becomes one of evaluat-
ing the integral common to both of these relations.

We begin with the trigonometric identity:

sin co(t — u) = sin cot cos сои - cos cot sin сои (10.2.16)

which implies that

sin ( ) d u = 7 § . п ш

l/I Jo ul
_ j c o s ш Vm^idu (10.2.17)

Now let us consider the range of times in which we are interested. Before the current is
turned on, the surface concentrations are CQ and CR, and after a few cycles we can expect
them to reach a steady state in which they cycle repeatedly through constant patterns. We
can be sure of this point because no net electrolysis takes place in any full cycle of current
flow. Our interest is not in the transition from initial conditions to steady state, but in the
steady state itself. The two integrals on the right side of (10.2.17) embody the transition pe-
riod. Because um appears in their denominators, the integrands are appreciable only at short
times. After a few cycles, each integral must reach a constant value characteristic of the
steady state. We can obtain it by letting the integration limits go to infinity:

Г / sin co(t - и) f °° cos сои , T f °° sin сои ,
т^ du = I sin cot —— du — I cos cot —ТТГ- du

J Steady иШ h U112 •>0 UV2

state

(10.2.18)
It is easy to show that both integrals on the right side of (10.2.18) are equal to (тг/2со)т;
hence we have by substitution into (10.2.14) and (10.2.15)

Co(0, f) = CQ+ -rjz (sin cot - cos cot) (10.2.19)
nFA(2Doco) '

CR(0, t) = CR — (sin cot - cos cot) (10.2.20)
nFA(2DRco)m

Now we can evaluate the derivatives of the surface concentrations as required above:7

It) T / \i/2

(sin cot + cos cot) (10.2.21)

dCR(0,i) I f со \ m

10.2.3 Identification of Rs and Cs

By substitution of (10.2.11), (10.2.21), and (10.2.22) into (10.2.7), we obtain

\
"ZL = ( Rct + - ^ - Ico cos cot + Iacom sin cot (10.2.23)

со I

7In general, we ought to consider the current as i = i^c + I sin cot, where i^ is steady or varies only slowly with
time. However, we are interested now in derivatives of surface concentrations, and they will be dominated by
the higher-frequency ac signal. Relations (10.2.21) and (10.2.22) will still apply to a very high approximation.
This is a mathematical manifestation of the way in which the ac part of the experiment can usually be
uncoupled from the dc part.
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where

1 ( Po _

It is easy to identify Rs and Cs by comparison with (10.2.4):

Rc = Rnt + a/co1/2

Q =

(10.2.24)

(10.2.25)

(10.2.26)

The complete evaluation of Rs and Cs depends on finding relations for Rcb /3Q, and /3R.
We will see below that Rct is primarily determined by the heterogeneous charge-

transfer kinetics, and we have already observed above that the terms cr/a)l/2 and llaoo>m

come from mass-transfer effects. Recognition of this situation has led to a division of the
faradaic impedance into the charge-transfer resistance, Rcb and the Warburg impedance,
Z w , as shown in Figure 10.1.14b. Equations 10.2.25 and 10.2.26 demonstrate that this lat-
ter impedance can be regarded as a frequency-dependent resistance, /?w = a/o)1/2, in se-
ries with the pseudocapacitance, Cw = Cs = l/acom. Thus the total faradaic impedance,
Z f, can be written

= Rct + [cr(o~m - j(aa)~l/2)] (10.2.27)

with the term in brackets representing the Warburg impedance.

10.3 KINETIC PARAMETERS FROM IMPEDANCE
MEASUREMENTS (1, 4, 6, 8-14, 16)

From the description of the faradaic impedance experiment given in Section 10.1, it is

clear that measurements are made with the working electrode's mean potential at equilib-

rium. Since the amplitude of the sinusoidal perturbation is small, we can use the lin-

earized i-rj characteristic to describe the electrical response to the departure from

equilibrium. For a one-step, one-electron process, О + e <=^ R, the linearized relation-

ship is (3.4.30), which can be rewritten in terms of the electronic current convention as

= RT77 4
CO(Q, 0 cR(0,

C* C* t]
hence

RT
Fi0

RT

Now we see that

RT
Fi0

(10.3.1)

(10.3.2)

(10.3.3)

(10.3.4)

(10.3.5)
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so that the exchange current, and therefore k°, can be evaluated easily when Rs and Cs are
known. The bridge method allows a precise definition of these electrical equivalents; thus
it can yield kinetic data of very high quality.

Equation 10.3.5 shows that one can, in principle, evaluate /0 from data taken at a sin-
gle frequency. However, doing so is not really wise, because one has no experimental as-
surance that the equivalent circuit actually mirrors the performance of the system. The
best way to check for agreement is to examine the frequency dependence of the imped-
ance. For example, (10.2.25) and (10.2.26) predict that Rs and l/coCs should both be linear
with a)~m and should have a common slope, <7, which is quantitatively predictable from
the constants of the experiment; that is,

о- = RT (- (10.3.6)

Figure 10.3.1 is a display of these relationships.
The plot of Rs should have an intercept, Rct, from which /0 can be evaluated. Ex-

trapolation to the intercept is equivalent to estimating the system's performance at
infinite frequency. The Warburg impedance drops out at high frequencies, because
the time scale is so short that diffusion cannot manifest itself as a factor influencing
the current. Since the surface concentrations never change significantly from the
mean values [see (10.2.19) and (10.2.20)], charge-transfer kinetics alone dictate the
current.

If the linear behavior typified in Figure 10.3.1 is not observed, then the electrode
process is not as simple as we assume here, and a more complex situation must be
considered. The availability of this kind of check for internal consistency is an ex-
tremely important asset of the impedance technique. See Section 10.4 for more details.

The conclusions of the foregoing discussion are also applicable to a quasireversible
multistep mechanism, for which Rct is defined as

See Section 3.5.4(d) for more about the interpretation of /0 in such a system.
Let us now consider the general impedance properties of a reversible system, which is

an important limiting case. When charge-transfer kinetics are very facile, IQ —> °°; hence
Rct —> 0. Thus Rs —» a/col/2. The corresponding impedance plot is shown in Figure 10.3.2a.

•8 Slope = о

Figure 10.3.1 Dependence of Rs and l/o)Cs on
frequency.
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Figure 10.3.2 (a) Vector diagram
showing the components of the
faradaic impedance for a reversible
system, (b) Phase relationship
between the ac current and the
ac component of potential.

Since the resistance and the capacitive reactance are exactly equal, the magnitude of the
faradaic impedance is

m

which is the magnitude of the Warburg impedance alone.
Since this is a mass-transfer impedance that applies to any electrode reaction, it is a

minimum impedance. If kinetics are observable, another factor, Rcb contributes, and Zf
must be greater, as Figure 10.3.3a depicts. Thus the amplitude of the sinusoidal current
flowing in response to a given excitation signal, Ёа с, is maximal for a reversible system
and decreases correspondingly for more sluggish kinetics. If the heterogeneous redox
process is very immobile, Rct and Z f are so large that there is only a very small ac compo-
nent to the current, and the limit of detection sets the lower bound on rate constants that
can be measured by this approach. See Section 10.4.2 for more details about quantitative
working ranges.

It is interesting also to examine the effect of concentration, which is manifested
through a. In general, higher concentrations reduce the mass-transfer impedance, as we
would expect intuitively. Of greater interest, however, is the effect of the concentration
ratio CQ/CR. One can change it experimentally in order to vary the equilibrium potential
for a series of impedance measurements. Both large and small ratios imply that one of the
concentrations is small; hence a and Zf must be large. The current response to Eac is not
very great, because the supply of one reagent is insufficient to permit a high reaction rate
for the cyclic, reversible electrode process that causes the ac current. Large rates can be
achieved only when both electroreactants are present at comparable concentrations; hence
we expect Zf to be minimal near E°'. Impedance measurements are most easily made in
that potential region, and they gradually become more difficult as one departs from it ei-

о/ш1'2

X t '
X ф < 45°X

X
(a)

\z/>\zw\

(b)

Figure 10.3.3 (a) Vector
diagram showing the effect
of Rct on the impedance,
(b) Phase relationship between
/ and E for a system with
significant Rci.
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ther positively or negatively. This effect presages the shape of the ac voltammetric re-
sponse, which will be derived in Section 10.5.

A final point of interest is the phase angle between the current phasor, /ac, and the po-
tential, Eac. Since /ac lies along Rs and Eac lies along Zf, the phase angle is
readily calculated as

ф = tan" 1 —±— = tan" 1 — — — — (10.3.9)
w / 4 c s Rct + a/couz

For the reversible case, Rct — 0; hence ф — тг/4 or 45°. A quasireversible system shows
Rct > 0; hence ф < тг/4. However, ф must always be greater than zero, unless Rct —> °°;
but then the reaction would be so sluggish that little alternating current would flow any-
way in a conventional impedance measurement. This sensitivity of ф to kinetics suggests
that Rct might be extracted from the phase angle. It can be, and often it is, by ac voltam-
metric experiments. Before we proceed to a discussion of them, let us note that since
0 < ф < 45°, there is always a component of /ac that is in-phase (0°) with £ac, and it can
be measured with a phase-sensitive detector (e.g., a lock-in amplifier) referenced to £ac.
This feature is extremely useful as a basis for discriminating against charging current in
ac voltammetry.

Even though this section has been developed with the assumption that the electrode
reaction is a one-step, one-electron process, many of the conclusions apply generally for
chemically reversible multi-electron mechanisms. The nernstian limit is still described by
(10.3.8) and Figure 10.3.2, but with a given by

RT ( 1
2V\H2

И2 г2 4 лА I n l/2 r * r)l/2r*П Г A\ 1 \JJn Co M? CR

(10.3.10)

When charge-transfer kinetics manifest themselves in a chemically reversible n-electron
system, they do so in the manner discussed in relation to Figure 10.3.3. The kinetic effects
can be expressed in terms of a charge-transfer resistance Rct defined operationally as in
(10.2.8). Further analysis of Rcb such as to obtain the rate constant of the RDS, requires
knowledge of the i-E characteristic for the mechanism, which can, however, be difficult to
develop (see Section 3.5.4).

10.4 ELECTROCHEMICAL IMPEDANCE SPECTROSCOPY

In Section 10.3, we concentrated on the components of the faradaic impedance, Rs and Cs.
We assumed that they can be extracted readily from direct measurements of the total im-
pedance, which also includes the solution resistance, /fo, and the double-layer capaci-
tance, Cd. In this section we will consider measurements of the total cell or electrode
impedance as a function of oo and methods of extracting the faradaic impedance, /fo, and
Q from the results.

At a given frequency, the equivalent circuit of the cell can be taken as in Figure
10.1.14, but we measure its impedance as a resistance value J?B and the capacitance value
CB in series [or equivalently as ZRC = R% and Z\m = l/(oC%]. One approach to obtaining
the faradaic impedance from these values is to measure the cell impedance in a separate
experiment under identical conditions, but in the absence of the electroactive couple. This
measurement should yield the values of ifo and Qj (assuming they are not changed by the
presence of the electroactive species), since the faradaic path is inactive. One can then
subtract these graphically or analytically from the R% and CB values. This approach is
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often used when impedance bridge measurements are made and was discussed in some
detail in the first edition.8 A more direct approach involves a study of the way in which
the total impedance Z = RB — j/(coCB) = Z R e - jZim varies with frequency. From this
variation, one can extract /fo, Cd, Rs, and Cs directly. This method circumvents the need
for separate measurements without the electroactive species, and it eliminates the need to
assume that the electroactive species has no effect on the nonfaradaic impedance.

10.4.1 Variation of Total Impedance (4,16)

The electrochemical impedance spectroscopic approach, which is largely based on similar
methods used to analyze circuits in electrical engineering practice, was developed by
Sluyters and coworkers (4) and later extended by others (8-12). It deals with the variation
of total impedance in the complex plane [as represented in Nyquist plots (Section
10.1.2)]. Let us consider this approach for our standard system.

The measured total impedance of the cell, Z, is expressed as the series combination
of /?B and CB. These two elements provide the real and imaginary components of Z, that
is, Z R e = RB and Z I m = VcoCB The electrochemical system is described theoretically in
terms of an equivalent circuit such as that in Figure 10.1.14. Its impedance is readily writ-
ten down according to the methods of Section 10.1.2. The real part, which must equal the
measured ZR e, is

where A = (Cd/Cs) + 1 and 5 = a>RsCd. Similarly,

B2/a)Cd + A/coC
,

< 1 0 A 2 )

Substitution for Rs and Cs by (10.2.25) and (10.2.26) provides

Rct

1)2 +

_ (oCd(Rci + ао)~У2)2 + a(o~1/2(col/2Cda

m (Cdaa)m + I ) 2 + ^2C;j(#c t + crco~1/2r

Chemical information can be extracted by plotting Z ^ vs. Z R e for different со. For sim-
plicity let us first consider the limiting behavior at high and low со.

(a) Low-Frequency Limit
As со —> 0, the functions (10.4.3) and (10.4.4) approach the limiting forms:

Z R e - Ru + Rct + ao)~l/2 (10.4.5)

Z ^ - aco~m + 2(?Cd (10.4.6)

Elimination of со between these two gives

(10.4.7)ZIm - ZRe " Ru ^ct + 2 a " Q

Thus, the plot of Z I m vs. Z R e should be linear and have unit slope, as shown in Figure
10.4.1. The extrapolated line intersects the real axis at Ru + Rct - 2a2Cd. One can see

8First edition, pp. 347-349.



10.4 Electrochemical Impedance Spectroscopy <i 385

Figure 10.4.1 Impedance plane plot for low
zRe frequencies.

from (10.4.5) and (10.4.6) that the frequency dependence in this regime comes only from
Warburg impedance terms; thus the linear correlation of Z R e and Z I m is characteristic of a
diffusion-controlled electrode process. As the frequency rises, the charge-transfer resis-
tance, Rcb and the double-layer capacitance become more important elements, and we can
expect a departure from (10.4.7).

(b) High-Frequency Limit
At very high frequencies, the Warburg impedance becomes unimportant in relation to Rcb

and the equivalent circuit converges to that of Figure 10.4.2. The impedance is

= *а-л
which has the components

Z R e "~

Z I m =

2 2

1 + со C%coCdR
2

ct

a) CdRct

Elimination of со from this pair of equations yields

(10.4.8)

(10.4.9)

(10.4.10)

(10.4.11)

Hence Z I m vs. Z R e should give a circular plot centered at Z R e = /fo + Rct/2 and Z I m = 0
and having a radius of Rct/2. Figure 10.4.3 depicts the result.

The general features of the plot are readily grasped intuitively. The imaginary com-
ponent to the impedance in the circuit of Figure 10.4.2 comes solely from Cd. Its contribu-
tion falls to zero at high frequencies, because it offers no impedance. All of the current is
charging current, and the only impedance it sees is the ohmic resistance. As the frequency
drops, the finite impedance of Cd manifests itself as a significant Z I m. At very low fre-
quencies, the capacitance Cd offers a high impedance; hence current flow passes mostly

Rct Figure 10.4.2 Equivalent circuit for a system in
which the Warburg impedance is unimportant.
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со

/У
-1

n=VRctCd

1
+ Rct

Figure 10.4.3 Impedance plane plot for
the equivalent circuit of Figure 10.4.2.

through Rct and RQ. Thus the imaginary impedance component falls off again. In gen-
eral, we can expect to see a departure from this plot in this lower-frequency regime, be-
cause the Warburg impedance will become important.

(c) Application to Real Systems
An actual plot of impedance in the complex plane will combine the features of our two
limiting cases as in Figure 10.4.4. However, both regions may not be well defined for any
given system. The determining feature is the charge-transfer resistance, Rcb and its rela-
tion to the Warburg impedance, which is controlled by a. If the chemical system is ki-
netically sluggish, it will show a large Rcb and may display only a very limited-
frequency region where mass transfer is a significant factor. This case is shown in Figure
10.4.5a. At the other extreme, Rct might be inconsequentially small by comparison to the
ohmic resistance and the Warburg impedance over nearly the whole available range of a.
Then the system is so kinetically facile that mass transfer always plays a role, and the
semicircular region is not well defined. An example is shown in Figure 10.4.5b.

10.4.2 Limits to Measurable k° by the Faradaic
Impedance Method (1-6,9-12)

The foregoing paragraphs highlight the limitations in interpreting impedance data, and
they lead naturally to the idea that A:0 must fall in some fairly well-defined range in

Kinetic
control

RCl + Rct

Figure 10.4.4 Impedance plot
for an electrochemical system.
Regions of mass-transfer and
kinetic control are found at low
and high frequencies, respectively.
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Figure 10.4.5 Impedance plane plots for actual chemical systems. Numbers by points are

frequencies in kHz. (a) For the electrode reaction Zn 2 + + 2e ^± Zn(Hg). C*n2+ = Czn(Hg) =

8 X 1СГ3 M. Electrolyte was 1 M NaClO4 plus 1(Г3 М HC1O4. (b) For the electrode reaction

Ugl+ + 2e ±± Hg in 1 M HC1O4. C H g 2+ = 2 X 10~3 M. [From J. H. Sluyters and J. J. С Oomen,

Rec. Trav. Chim. Pays-Bas, 79, 1101 (1960), with permission.]

order to be reliably measured by an impedance method. We can define the range semi-

quantitatively.

a/col/2. Substi-

(a) Upper Limit

The parameter Rct must make a significant contribution to Rs hence Rct

tuting from (10.3.2), (10.3.6), and (3.4.7) and assuming Do = DR and C$ = C | , we ob-

tain the condition that k° ^ (ZW2)1/2. The highest practical value of со is determined by

the cell time constant, /?UQ, which must remain much smaller than the cycle period of

the applied ac stimulus. With a UME, one can do useful work at several MHz, so that

со < 107 s~\ and with D ~ 10~5 cm2/s, we have k° ^ 7 cm/s.9 In addition, there are re-

quirements that Cs ^ Cd and Rs > R^.

(b) Lower Limit

For very large Rcb the Warburg impedance is negligible, and the equivalent circuit of Fig-

ure 10.4.2 can be applied. One problem here is that Rct cannot be so large that all the cur-

rent takes the path through Cd. That is, Rct < l/(oCd or k° > RTCdco/F2C*A. If we choose

the most favorable conditions of C* = 10~2 M and со = 2тт X 1 Hz,1 0 then at T = 298 К

and with Cd/A = 20 /^F/crn2, we obtain ^ ° > 3 X 10" 6 cm/s.

9 The reductions and oxidations of aromatic species to anion and cation radicals in aprotic solvents are generally
among the fastest known heterogeneous charge-transfer reactions. The values of k° can exceed 1 cm/s. See
references 17 and 18 for measurements of such systems by impedance methods.
10It is also essential that the period of the ac stimulus not be so long that convection becomes a factor within a
few cycles. The lower frequency limit was set here at 1 Hz because convection would become a problem in the
range of several seconds in most liquid systems with water-like viscosity. Current equipment for EIS can operate
at much lower frequencies (as low as 10 ^Hz) and can be usefully applied in the low-frequency (long-time)
regime when the processes being examined are not controlled by convection. Examples include transport or
reaction at a solid-solid interfaces or diffusion and reaction in extremely viscous media, such as glasses or
polymers.
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10.4.3 Other Applications of Electrochemical
Impedance Spectroscopy

The approach discussed above for EIS of a simple heterogeneous electron-transfer reac-
tion of solution components can be applied to more complicated electrochemical systems,
like those with coupled homogeneous reactions or with adsorbed intermediates. In such
cases Nyquist plots can be obtained and compared to theoretical models based on the ap-
propriate equations representing the rates of the various processes and their contributions
to the current. It may be useful in these cases to represent the system by an equivalent cir-
cuit involving different components (resistors, capacitors, inductors). However, such
equivalent circuits are not unique and one cannot easily guess the form or structure of the
equivalent circuit from the processes involved in the reaction scheme (19). Electrode sur-
face roughness and heterogeneity can also be significant factors in the ac response in EIS.
Indeed, even for simple electron-transfer reactions, measurements that can be made use-
fully with a smooth and homogeneous mercury electrode are often not possible with solid
electrodes.

EIS has been applied to a variety of electrochemical systems, including those in-
volved in corrosion, electrodeposition, polymer films, and semiconductor electrodes. Rep-
resentative studies can be found in EIS symposia proceedings (20-22).

10.5 AC VOLTAMMETRY

We noted in Section 10.1 that ac voltammetry is basically a faradaic impedance tech-
nique in which the mean potential, £dc, is imposed potentiostatically at arbitrary values
that usually differ from the equilibrium value. Ordinarily, Edc is varied systematically
(e.g., linearly) on a long time scale compared to that of the superimposed ac variation,
£ac (10 Hz to 100 kHz). The output is a plot of the magnitude of the ac component of
the current vs. Edc. The phase angle between the alternating current and Eac is also of
interest.

Treatments of this problem are greatly simplified by uncoupling the long-term diffu-
sion due to £dc from the rapid diffusional fluctuations due to Eac. We do that by recogniz-
ing that Edc sets up mean surface concentrations that look like bulk values to the ac
perturbation because of the difference in time scale. In Section 10.3, we defined the
faradaic impedance in terms of bulk concentrations; thus the current response in ac
voltammetry as a function of Edc is readily obtained by substituting the surface concentra-
tions imposed by Edc directly into these impedance relations. Since this strategy is simple
and intuitive, we will pursue it. More rigorous treatments are available in the literature for
the interested reader (2, 3, 5). The results are the same by either approach.

The mean surface concentrations enforced by £dc depend on many factors: (a) the
way in which Edc is varied; (b) whether or not there is periodic renewal of the diffusion
layer; (c) the applicable current-potential characteristic; and (d) homogeneous or hetero-
geneous chemical complications associated with the overall electrode reaction. For exam-
ple, one could vary £dc in a sequential potentiostatic manner with periodic renewal of the
diffusion layer, as in sampled-current voltammetry. This is the technique that is actually
used in ac polarography, which features a DME and effectively constant 2sdc during the
lifetime of each drop. Alternatively one could use a stationary electrode and a fairly fast
sweep without renewal of the diffusion layer. Both techniques have been developed and
are considered below. The effects of different kinds of charge-transfer kinetics will also
be examined here, but the effects of homogeneous complications are deferred to Chapter
12. Throughout the discussion, one should keep in mind that the chief strength of ac
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voltammetry is the access it gives to exceptionally precise quantitative information about
electrode processes. Diagnostic aspects certainly exist, but they are more subtle than with
other methods.

10.5.1 ac Polarography in a Reversible System

Let us consider the ac response at a renewable stationary mercury drop electrode
immersed in a solution containing initially only species О in the nernstian process
О + ne <=̂  R. The dc potential starts at a value considerably more positive than E0' and is
scanned slowly in a negative direction. During the lifetime of a single drop, Edc is effec-
tively constant; hence the dc part of the experiment is conventional polarography and is
treated as a series of individual step experiments (see Sections 7.1 and 7.2).

Since the charge-transfer resistance is completely negligible, (10.3.10) always ap-
plies where

-JB-Г '
n2F2A\/2 |_£>o/2Co(0, t)m

i 1
Z>k/2CR(0, 0 m J

and the mean concentrations Co(0, t)m and CR(0, 0m
 a r e determined by the nernstian rela-

tion:

[ —1

nF A'

— ( £ d c - E u ) (10.5.2)
The arguments that led to (5.4.29) and (5.4.30) apply equally to the dc part of this experi-
ment; hence we write

Co(0, 0m = CZ{ j i ^ r ) (Ю.5.3)

CR(0, t)m = С

where £ is DQ2/DJ[2, as usual. Thus the faradaic impedance is obtained by substitution
into (10.5.1) and then into (10.3.8):

W ( A ) (Ю.5.5,
Let us note now that £0m can be written

# m = ea (10.5.6)

where

g (10-5.7)

and Ец2 is the reversible half-wave potential defined in (5.4.21):

*i/2 = £°'+gln|p (Ю.5.8)

By substitution from (10.5.6), we find that the term in parentheses in (10.5.5) is e~a +
2 + ea, which is also 4 cosh2(a/2). Thus we have

Zf = . , 4 f j w . cosh2ff) (10.5.9)
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In Section 10.3 we saw that the faradaic current for a reversible system leads Eac by
exactly 45°. If £ac = AE sin cot, then

if S i n

and the amplitude of this current, which is the chief observable, is simply

Д£ _ n F Aco Do C O lit
zf ART cosh2(a/2)

(10.5.10)

(10.5.11)

Figure 10.5.1 is a display of the ac polarogram defined by this equation. The bell
shape derives from the factor cosh~2(a/2), and it reflects the potential dependence of the
impedance, Zf. The maximum in the current occurs at all = 0 or at Edc = Ey2, which is
near E° . As one moves away from that potential, either positively or negatively, the im-
pedance rises sharply and the current falls off. The physical basis for this behavior was
outlined in Section 10.3. In effect, the current is controlled by the limiting reagent, that is,
the smaller of the two surface concentrations. At potentials far from E°\ where only small
amounts of one reagent can exist at the surface, only small currents can flow.

The peak current at Edc = Ey2 comes easily from (10.5.11). Since cosh(0) = 1,

ART
(10.5.12)

From this relation and (10.5.11) one can show straightforwardly that the shape of the ac
polarogram adheres to

(10.5.13)

(See Problem 10.1.)
The same results hold for the DME, where one must account for the effect of drop

growth on the polarogram. The use of linear diffusion relations for the dc part of the

150 100 50 -50 -100 -150 Figure 10.5.1 Shape of a reversible ac
voltammetric peak for n - 1.
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experiment has already been justified (see Section 7.1.2), and that justification is even
more valid for the ac part because of its shorter time scale. Thus the peculiarities of the
expanding sphere are felt only in the changing area A with time, and that factor is di-
rectly accountable by substitution of (7.1.3) into (10.5.11). Since A grows as t2/3> as the
drop ages, the current also shows the same dependence. Thus we can expect the cur-
rent to oscillate as successive drops grow and fall. Maxima should be observed at the
end of each drop's life. Experimental results in Figure 10.5.2 bear out these expecta-
tions. Measurements carried out on the envelope of the ac polarogram can be treated
by all relations derived above, provided that A is defined as the area just before drop
fall.

A number of important properties of the reversible ac voltammogram can be deduced
from (10.5.11)—(10.5.13). Among them are the direct proportionalities between /p and n2,
(om, and CQ. There is also a proportionality to A£; however, this relation is a limited one,
because the linearized i-E characteristic underlying the derivation of Zf becomes invalid if
A£ is too large. For linearity within a few percent, A£ must be less than about 10/n mV.
Not surprisingly, the width of the peak at half height also depends on AE if large values
are used. If it is kept below 10/n mV, there is a constant width of 90A/n mV at 25°C. At
larger AE the peaks are broader.

10.5.2 Voltammetric ac Response to Quasireversible
and Irreversible Systems

When heterogeneous kinetics become sluggish enough to be visible, one requires a more
elaborate theory to predict the voltammetric ac response. Even for a one-step, one-elec-
tron process, the general case in which k° can adopt any value is very complex. The
reader is referred to the literature for complete discussions (2, 3, 5). Here we examine

-0.650 -0.550
£(V vs. SCE)

Figure 10.5.2 An ac polarogram
for3 X l ( T 3 M C d 2 + i n l . 0 M
Na2SO4. A£ = 5 mV, W/2TT = 320
Hz. [Reprinted with permission from
D. E. Smith, Anal Chem., 35, 1811
(1963). Copyright 1963, American
Chemical Society.]



392 Chapter 10. Techniques Based on Concepts of Impedance

an important special case in detail, and it will provide us with a good intuitive understand-
ing of the kinetic effects of interest.

That special case is the situation in which the dc response from a one-step, one-elec-
tron system is effectively nernstian, whereas the ac response is not. This situation is fre-
quently seen in real systems because the time scales of the two aspects can differ so
greatly. That is, k° can be sufficiently large that the mean surface concentrations are kept
in the ratio dictated in Edc through the nernstian balance, (10.5.2), even though that rate
constant is not large enough to assure a negligible charge-transfer resistance to the much
faster ac perturbation.

The faradaic impedance in this situation involves both Rct and a, and the magnitude
can be written from (10.2.27):

( ^ ) 2 Ы Т <ш5л4)

The parameters Rct and a can both be defined through the assumption of dc reversibility,
which allows us to use the same mean surface concentrations as in the previous section.
They are defined by (10.5.3) and (10.5.4); thus we can develop a by substitution into
(10.5.1). Rearrangements equivalent to those used in obtaining (10.5.9) then yield

f Г C°Sh2ff
where we have recognized that n = 1.

The charge-transfer resistance, Rcb is given by (10.3.2) in terms of the exchange cur-
rent, /0- Normally we speak of /0 as an equilibrium property defined by bulk concentra-
tions of О and R according to (3.4.6). However, since the mean surface concentrations act
like bulk values for the ac process, we can recognize an effective exchange current for ac
perturbation that would be given by

(io)eff = FAk°[Co(0, 0m](1~a)[CR(0, t)m]a (10.5.16)

By determining the mean surface concentrations, Edc controls (z'o)eff a n d, therefore, Rct. A
more explicit expression of this dependence is obtained by substitution from (10.5.3),
(10.5.4), and (10.5.6), as above:

(/0)eff = FAk^e^j^j (Ю.5.17)

where j3 = (1 - a). Since Rct = RT/F(io)eff, we have

Now that Rct and a are available, we can write Z f as a function of Edc by substitution
into (10.5.14). That operation is straightforward, but it yields a rather messy expression.
Perhaps more instructive is to examine limiting behavior for high and low frequencies,
which can be discerned from (10.5.14).

At very low frequencies, Rct is small compared to a/(om; hence the system looks re-
versible. This is not surprising; after all we are bringing the time domain of the ac process
toward that of the dc perturbation, which evokes a reversible response. Everything we
found in the previous section about the reversible ac response should also apply to the
quasireversible system at the low-frequency limit.

As the frequency is elevated, Rct becomes appreciable in comparison to a/ojl/2\ hence
reversibility is vitiated. The ac time domain has become shortened enough to strain the
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heterogeneous kinetics. Finally, at the high-frequency limit, Rct greatly exceeds o7co1/2,
and Z f approaches Rct itself. The amplitude of the alternating current is then

(10.5.19)

This equation describes the shape of the ac polarogram. In general, the response as a
function of dc potential is bell-shaped, much as in the reversible situation. This point is
seen by noting the behavior of the factor in parentheses as a becomes large either posi-
tively or negatively. However, positive deviations from Ey2 do not evoke the same re-
sponse as negative deviations; that is, the response is not symmetric and the bell shape is
skewed.

The peak is easily found by differentiating (10.5.19) with respect to a. The maximum
is reached when ea — /3/a, or

= E

m
RT P
-yln a

The peak current amplitude is therefore

(10.5.20)

(10.5.21)

These equations, together with those describing the reversible, low-frequency limit,
give a good picture of the behavior of the system as со changes. The peak current is at first
linear with com, but with increasing frequency that dependence is reduced until, at the
high-frequency limit, /p becomes independent of со. It is easy to see from preceding devel-
opments that the frequency dependence reflects the mass transport effects manifested in
the Warburg impedance. The lack of a frequency dependence in (10.5.19) and (10.5.21)
comes about because the current is totally controlled at high со by heterogeneous kinetics.
Mass transfer plays no role. Not surprisingly, then, /p is proportional to A:0 at high со, and it
is totally insensitive to A:0 at low со. The proportionalities between /p and AE and CQ hold
at all frequencies.

Note also that since kinetic control of / at high frequencies implies a faradaic imped-
ance that greatly exceeds the Warburg impedance at those frequencies, the current must
be much smaller than that for a truly reversible system, which shows only the Warburg
impedance at any frequency. The general reduction in ac response in quasireversible sys-
tems is illustrated in Figure 10.5.3. The k° values for all curves shown there are suffi-
ciently great that the assumption of dc reversibility holds. It is easy to see the trend in
responses with decreasing k°; hence one recognizes that there will be a rather small ac re-
sponse if k° falls below 10~4 to 10~5 cm/s. Systems showing totally irreversible dc po-
larograms can be almost invisible to the ac experiment. This fact is useful for analytical
work (see Section 10.7).n

1 'The totally irreversible case does yield an ac current, contrary to the impression one might gain from this
line of argument. The current arises from the simple modulation of the dc wave (23, 24). Since the shape of
that wave is independent of k° (Section 5.5), the ac peak height is also independent of k°. The peak lies near
the half-wave potential of the dc wave; hence it is shifted substantially from E0' by an amount related to the
size of *°.
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16.0

8.0

0.16 0.08 0.00
Edc ~ EV2

-0.08 -0.16

Figure 10.5.3 Calculated ac
polarograms for quasireversible
one-step, one-electron systems.
Curves (from the top) are for k° —>
ооД°= 1Д° = 0.1, and k° = 0.01
cra/s. Other parameters are as
follows: o) = 2500 s"1, a = 0.500,
D = 9X 10" 6 cm2/s, A = 0.035
cm2, Cg = 1.00 X 10~3 M,T =
298 K, AE = 5.00 mV. The curves
show the faradaic current at fmax.
[Reprinted from D. E. Smith,
Electroanal Chem., 1, 1 (1966),
by courtesy of Marcel Dekker,
Inc.]

The position of the peak is also of interest. Relations derived above show that there is
a slight shift with increasing frequency. At low a), the peak comes at E& = 1̂/2» J u s t a s

for a reversible system at any frequency. As 00 becomes greater, the peak potential devi-
ates from this value until it reaches the limiting position defined by (10.5.20). Since a and
/3 are generally comparable, we can expect the extent of this shift, (RTIF) In ф/а), to be
quite small. In other words, the peak potential for an ac polarogram is always near the for-
mal potential for the couple, provided dc reversibility applies.

The phase angle of / a c with respect to Eac is of great interest as a source of kinetic in-
formation. This point was suggested in Section 10.3, and it is rooted in equation 10.3.9.
We can rewrite that relation as

Д/2

cot ф = 1 + - ^ —

Substitution from (10.5.15) and (10.5.18) and rearrangement gives

(10.5.22)

(10.5.23)

The bracketed factor shows that cot ф depends on the dc potential. Large positive and
negative values of a force cot ф to unity, and hence there must be a maximum in this
quantity near the peak of the polarogram. The precise position is easily found by differen-
tiation, and one ascertains that e~a = fi/a at that point. Thus,

^dc - ^1/2 + ~E^ J (10.5.24)
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This maximum point is independent of nearly all experimental variables, for example,
A£, CQ, and, most notably, A and со. The difference between £1/2 and the potential of
maximum cot ф provides access to the transfer coefficient a.

Actual cot ф data are shown in Figure 10.5.4 for TiCl4 in oxalic acid solution (25).
The electrode reaction is the one-electron reduction of Ti(IV) to Ti(III). Note that the po-
tential of maximum cot ф is independent of frequency, as predicted above.

Plots of cot ф vs. com yield k°, once a is known from the position of [cot ф ] т а х and
the diffusion coefficients are known from other measurements. This point is easily seen
from (10.5.23), which holds for any value of Edc. In practice, these plots are usually made
for special values of Edc that give simplified forms of the linear relation.

A convenient procedure is to choose Edc = Ey2, for then a = 0, and we have

[cot ф]Е = 1 + (10.5.25)

If one can take DQ = DR = D, then D^D^ = D, and the slope of this particular plot be-
comes independent of a. Figure 10.5.5 is an example in which the data from Figure 10.5.4
at Edc = Em = -0.290 V vs. SCE have been plotted vs. com.

Another simplified version of (10.5.23) can be obtained for the potential of maximum
cot ф. By substituting e~a = /3/a, we obtain

[cot ф]тях = 1 +

1)1
CO

1/2 (10.5.26)

The product of the diffusion coefficients can usually be simplified as above, but a still
must be known for an evaluation of к0, because of the bracketed factor.

Quantitative information about heterogeneous charge-transfer kinetics obtained
from ac polarographic data nearly always comes from the behavior of cot ф with po-

1020

626

Figure 10.5.4 Dependence of
the phase angle on Edc. The
system is 3.36 mM TiCl4 in
0.2WMH2C2O4.A£ = 5.00
mV, T = 25°C. Points are
experimental; curves are
predicted from experimental
parameters by (10.5.23).
[Reprinted with permission
from D. E. Smith, Anal. Chem.,
35, 610 (1963). Copyright
1963, American Chemical
Society.]
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Figure 10.5.5 Plot of cot ф vs.
o)m for 3.36 mM TiCl4 in 0.200

-0.290 V vs. SCE. A£ - 5.00
mV, T = 25°C. [Reprinted with
permission from D. E. Smith,
Anal. Chem., 35, 610 (1963).
Copyright 1963, American
Chemical Society.]

tential and frequency, rather than from the heights, shapes, or positions of the polaro-
grams. One reason for this favor toward cot ф is that many experimental variables do
not have to be controlled closely or even be known. Among them are CQ, AE, and A.
Freedom from knowing A can be a significant advantage. However, the most important
reason for evaluating kinetics through cot ф is that relations (10.5.23) to (10.5.26) hold
for any quasireversible or irreversible system. We have derived them for the situation
in which dc reversibility applies; however, they hold regardless of that condition.
Demonstrations of this point are available in the literature (3, 5). Their unconditional
validity is a big asset, for it frees the experimenter from having to achieve special lim-
iting conditions.

As in the previous section, we have assumed semi-infinite linear diffusion to a planar
electrode throughout the mathematical discussion here. With a reversible dc process, the
effects of sphericity and drop growth at the DME are exactly as discussed in Section
10.5.1. In general, the sphericity has a negligible impact and drop growth can be accom-
modated by using an explicit expression for A as a function of time. If dc reversibility
does not apply, these factors influence the ac response in more complex ways (3, 5, 23).
The reader is referred to the literature for details.

10.5.3 Linear Sweep ac Voltammetry at Stationary Electrodes (26,27)

The previous two sections have dealt generally with ac voltammetry as recorded by the
application of Edc in successive steps and with a renewal of the diffusion layer between
each step. The DME permits the most straightforward application of that technique, but
other electrodes can be used if there is a means for stirring the solution between steps so
that the diffusion layer is renewed. On the other hand, this requirement for periodic re-
newal is inconvenient when one wishes to use stationary electrodes, such as metal or car-
bon disks, or a hanging mercury drop. Then one prefers to apply Edc as a ramp and to
renew the diffusion layer only between scans. In this section, we will examine the ex-
pected ac voltammograms for reversible and quasireversible systems when Edc is imposed
as a linear sweep and we will compare them with the results obtained above for effec-
tively constant Edc.
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The strategy is exactly that used before. The time domains associated with variations
in Edc and Eac are assumed to differ greatly, so that the diffusional aspects of the two parts
of the experiment can be uncoupled. This assumption will hold as long as the scan rate,
u, is not too large compared to the ac frequency (28). More precisely, dE&Jdt = v should
be much smaller than the amplitude of dE/dt, which is &Ea>. Then, we can take the mean
surface concentrations enforced by Е$с as effective bulk values for the ac perturbation,
just as we did earlier. The current amplitude and phase angle then follow easily from the
impedance properties.

(a) Reversible Systems
Let us consider a completely nernstian system О + ne ^ R in which R is initially absent.
The starting potential for the linear sweep is rather positive with respect to E°\ and the
scan direction is negative. Semi-infinite linear diffusion is assumed. The mean surface
concentrations, Co(0, t)m and CR(0, t)m, are exactly those obtained in the analogous linear
sweep experiment without superposed ac excitation, and they adhere always to the nernst-
ian relation (10.5.2).

The arguments leading to equation 5.4.26 show that it applies without reference to
the kinetic properties of the electrode reaction or the nature of the excitation waveform.
For the present purpose, we can rewrite it as

Яо2О)(0, 0 m + ^ / 2 C R ( 0 , t)m = C%D}I2 (10.5.27)

Substitution from (10.5.2) then reveals that the mean surface concentrations are exactly as
given in (10.5.3) and (10.5.4). In other words, those relations, which were derived earlier
expressly for step excitation, have been shown here to apply regardless of the manner by
which Edc is attained.12

This conclusion is very important because it implies that all relations and all qualita-
tive conclusions presented in Section 10.5.1 also hold for linear sweep ac voltammetry of
reversible systems at a stationary electrode.

(b) Quasireversible Systems
An important special case of quasireversibility is the situation in which a one-step, one-
electron process is sufficiently facile to maintain a reversible dc response, but not facile
enough to show a negligible charge-transfer resistance, Rcb to the ac perturbation.

If the dc response is nernstian, (10.5.2) and (10.5.27) hold, and the mean surface con-
centrations are given by (10.5.3) and (10.5.4), which are the same relations used in the
treatment of Section 10.5.2. Thus, all of the equations and qualitative conclusions reached
there for quasireversible ac polarograms also apply to the corresponding linear sweep ac
voltammograms.

These precise parallels between linear sweep voltammetry and ac polarography no
longer persist when there is a lack of dc reversibility. Treating such a case is more com-
plex than the situations we have examined above because the mean surface concentrations
are affected by the concentration profiles throughout the diffusion layer, and the surface
values applicable at any potential generally depend on the waveform used to attain that
potential (26, 27).

Linear sweep ac voltammetry allows precise, rapid kinetic measurements at solid
electrodes. It can therefore be used to characterize these electrodes themselves, which

12Equation 10.5.27 is based on semi-infinite linear diffusion; hence this conclusion applies strictly only to
planar electrodes. Work at an SMDE can be affected by sphericity (27).
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may be of considerable interest, or to study electrode processes operating outside the
working range of mercury or taking place in controlled environments where the DME or
SMDE may be inconvenient.

10,5*4 Cyclic ac Voltammetry (26,27)

Cyclic ac voltammetry is a simple extension of the linear sweep technique; one simply
adds the reversal scan in E$c. This technique retains the best features of two powerful,
complementary methodologies. Conventional cyclic voltammetry is especially informa-
tive about the qualitative aspects of an electrode process. However, the response wave-
forms lend themselves poorly to quantitative evaluations of parameters. Cyclic ac
voltammetry retains the diagnostic utility of conventional cyclic measurements, but it
does so with an improved response function that permits quantitative evaluations as pre-
cise as those obtainable with the usual ac approaches. Although this technique is not
widely employed, it can be a useful adjunct to dc cyclic voltammetry.

Treatments of cyclic ac voltammetry follow the familiar pattern. The ac and dc time
scales are independently variable, but are assumed to differ markedly. Then a treatment of
the dc aspect yields mean surface concentrations, which are used to calculate faradaic im-
pedances that define the ac response by amplitude and phase angle. The electrode is as-
sumed to be stationary and the solution is regarded as quiescent for the duration of the dc
cycle.

(a) Reversible Systems
Cyclic ac voltammograms for completely nernstian systems are easy to predict on the
basis of results from the previous section. The mean surface concentrations, Q)(0, t)m and
CR(0, t)m, adhere to (10.5.3) and (10.5.4) unconditionally; hence at any potential they are
the same for both the forward and reverse scans. The cyclic ac voltammogram should
therefore show superimposed forward and reverse traces of ac current amplitude vs. Edc.
We expect a peak-shaped voltammogram that adheres in every way to the conclusions
reached in Section 10.5.1 about the general ac voltammetric response to a reversible sys-
tem at a planar electrode.

Figure 10.5.6 contrasts the responses from the ac and dc versions of cyclic voltamme-
try for the purely nernstian case. Kinetic reversibility is shown in the dc experiment by a

Faradaic
baseline
for reverse
scan

Reverse
scan

Superimposed
forward and
reverse scans

dc voltammetry ac voltammetry

Figure 10.5.6 Comparison of response wave forms for cyclic dc and cyclic ac voltammetry for a
reversible system.
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peak separation near 60/'n mV (25°C), regardless of scan rate. In the ac experiment, it is
shown by identical forward and reverse peak potentials and by peak widths of 90/n mV
(25°C), again regardless of scan rate. Chemical stability of the reduced form is demon-
strated in the dc experiment by a peak current ratio, |/p?r//P;f|, of unity. Given charge-
transfer reversibility, the same thing is shown by the ratio of peak ac current amplitudes,
|/p r//p f |. The advantage in the ac experiment is that the reversal response has an obvious
baseline for quantitative measurements, whereas the baseline for reversal currents in the
dc response is more difficult to fix.

(b) Quasireversible Systems
It continues to be helpful to consider two separate cases of quasireversibility in a one-
step, one-electron reaction. In both, a significant polarization resistance is manifested in
the ac response, but in one instance the dc aspect appears reversible, whereas more gener-
ally it is not.

When dc reversibility obtains, a theoretical description is straightforward, because
the mean surface concentrations still adhere to (10.5.3) and (10.5.4), regardless of the
manner in which the dc potential determining them was established. Thus the forward
and the reverse traces again overlap precisely. The shape of the peak and its position ad-
here to the relations derived in Section 10.5.2, where this kinetic case was considered in
detail.

If dc reversibility does not hold, then the situation becomes quite complex. The
mean surface concentrations at a given dc potential tend to depend on the way in
which that potential is reached. In general, the surface concentrations at any Edc will
differ for forward and reverse scans; therefore we can expect the corresponding traces
to differ in the voltammogram. In the dc cyclic voltammogram, increasingly sluggish
electron transfer causes greater splitting of the forward and reverse peaks, because
larger activation overpotentials are needed to motivate charge transfer. This splitting
also manifests the fact that the surface concentrations undergo the transition from
nearly pure О to virtually pure R in different potential regions for the two scan direc-
tions. Since the ac voltammogram shows a response only in the potential regions
where such transition takes place, we can expect the cyclic ac voltammogram to show
split peaks that are largely aligned with the forward and reverse dc voltammetric
peaks. The standard potential E will lie between them. Some traces are shown in Fig-
ure 10.5.7.

Evidently there is a crossover potential, Eco, where both scans yield the same re-
sponse. This potential can be rigorously shown to lie at

1 - а
а (10.5.28)

regardless of the details of dc polarization (26). It serves as a convenient source for the
evaluation of a. The amplitude and the phase angle of the ac response at Eco are totally
independent of the dc process. In this respect Eco is a unique potential, and it may be the
most convenient point for evaluating k° by a plot of cot ф vs. col/2. One can also derive
k° from the separation of forward and reverse peaks in the ac voltammogram (26, 27).

Figure 10.5.8 is a display of an actual cyclic ac voltammogram for ferric acetylaceto-
nate, Fe(acac)3, in acetone containing 0.1 M tetraethylammonium perchlorate. Since this
system is very nearly reversible to the dc process, the peak splitting is quite small, but
easily detectable. The convenience of the waveform for quantitative work is also readily
apparent.
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Figure 10.5.7 Predicted cyclic ac
voltammograms for systems with
non-nernstian dc behavior, (a) k° =
4.4 X 10~3 cm/s. (b) 4.4 X 10~4 cm/s,
(c) 4.4 X 10~5 cm/s. For W/2TT = 400

Hz, л = 1, Г = 298 К, Л = 0.30 cm2,
CQ = 1.00 mM, Z)o = £>R = LOO X
10"5 cm2/s, v = 50 mV/s, A£ = 5.00
mV, and a = 0.5. Ac amplitude
given as the normalized function
IRT/n2F2A(2a)D0)

mC$kE.
[Reprinted with permission from
A. M. Bond et al, Anal Chem., 48,
872 (1976). Copyright 1976,
American Chemical Society.]

(c) Homogeneous Chemical Complications
Conventional cyclic voltammetry's greatest utility is in the diagnosis of electrode reac-
tions involving chemical complications, and the ac variant is also useful in meeting this
kind of problem. The ratio /p,r//p,f is a sensitive indicator of product stability, just as the
dc voltammetric ratio |/p,r/*'p,f I is. However, the ac ratio is easier to measure precisely, and
it lends itself well to quantitative evaluation of homogeneous rate constants.
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0.40
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Figure 10.5.8 Cyclic ac voltammogram for 1.0 mM
tris(acetylacetonate)Fe(III) in acetone containing 0.1 M
tetraethylammonium perchlorate. Working electrode was
a platinum disk. T = 25°C, A£ = 5 mV, v = 100 mV/s,
(о/2тг = 400 Hz. (Reprinted with permission from A. M.
Bond et al., Anal. Chem., 48, 872 (1976). Copyright
1976, American Chemical Society.]

Actual results (29) for a complicated case involving two interrelated couples are
shown in Figure 10.5.9. The species of interest are the complexes Mo(CO)2(DPE)2, where
DPE is diphenylphosphinoethane. These complexes exist in cis and trans forms which are
oxidized at different potentials. Moreover, the oxidized cis form (cis+) homogeneously
converts to the oxidized trans form (trans+). That is,

(10.5.29)

(10.5.30)

(10.5.31)

The voltammograms of Figure 10.5.9 were obtained with a solution initially containing
only cw-Mo(CO)2(DPE)2. Close study of these curves shows that the diagnostic utility of
the dc voltammogram is preserved in the ac traces. In fact, it may be a bit more obvious
from the ac curves that cis+ does not decay completely during the experiment.

trans —
cis -

cis+

e
e

к

^ trans
<=̂  cis+

• trans+

10.6 HIGHER HARMONICS (3, 5, 7)

To this point, we have found that excitation of an electrochemical system by a signal,
Ёас = AE sin со t produces a sinusoidal current response at the same frequency. That result
rests on the fact that only the linearized current-potential relation has been used. The re-
maining terms in the Taylor expansion of current vs. potential were dropped (Section
3.4.6). If we include them, we find that the current response is not purely sinusoidal, but
instead comprises a whole series of sinusoidal signals at со, 2co, 3co, . . ., which are
summed together. The current component at 2co is the second harmonic response, while
that at 3co is the third harmonic, etc.13 These higher harmonics arise from curvature in the
i-E relation.

Each harmonic is individually detectable by circuits employing tuned amplifiers or
lock-in amplifiers. The most common arrangement is a variant of ac voltammetry, as
might be implemented according to Figure 10.6.1. The cell is excited exactly as in ac
voltammetry, but the lock-in amplifier is tuned to 2co and detects only that current contri-
bution. The result is a trace of I(2co) vs. Edc.

13This nomenclature differs from that used in electrical engineering, where the signal at со is the fundamental
and that at 2co is theyzr^ harmonic. We will adhere to the usual electrochemical usage.
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Figure 10.5.9 (a) Cyclic
dc voltammograms of
cw-Mo(CO)2(DPE)2 in
acetone containing 0.1M
tetraethylammonium perchlorate.
Solution was saturated with the
molybdenum species, v = 100
mV/s. Anodic currents are
plotted downward, (b, c) Cyclic
ac voltammograms at the same
platinum wire electrode, и = 100
mV/s, ДЕ = 5 mV. Notation: nf,
scan number n in forward
direction; nr, scan number n in
reverse direction. [From A. M.
Bond, /. Electroanal. Chem., 50,
285 (1974), with permission.]

An exact treatment of higher harmonic response is straightforward, but it is rather
lengthy, so we will leave it to the specialized literature. Instead we will follow an intuitive
approach that will reveal most of the distinctive features of second-harmonic ac voltamme-
try. For simplicity, we consider only a reversible system in which R is initially absent.

The mean surface concentrations, Co(0, t)m and CR(0, t)m, are set by the value of Edc

and are given by (10.5.3) and (10.5.4). Figure 10.6.2 is a graphical display of CR(0, t)m.
The ac response is determined by the way in which Eac causes small perturbations in the
surface concentrations about those mean values. The fundamental (or first-harmonic)
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Output

™ HE Converter

Figure 10.6.1 Block diagram of apparatus for recording a second-harmonic ac voltammogram.

component is controlled essentially by the linear elements of variation, which are the
slopes dCo(0, t)m/dE and dCR(0, t)mldE. The higher harmonics reflect curvature; hence
they are sensitive to the second and higher derivatives. Comprehension of this point al-
lows us to predict the general shape of the second harmonic response.

Consider potentials Еъ £3, and £5 in Figure 10.6.2. Since they have the common
feature that the curvature in Co(0, 0m anc* CR(0, t)m is zero, there is no second har-
monic current. Of course, E\ and £5 lie at extreme values where there is also no funda-
mental response; but £3 lies at the inflection point E = Eyi, where the fundamental
response is greatest. The potentials E2 and £4 are at points of maximum curvature,
hence they should be the potentials of peak second-harmonic current. If we detect only
the magnitude /(2o>), then we can expect a double-peaked voltammogram like that of
Figure 10.6.3a.

Let us note, though, that the curvature at £2 is opposite to that at £4. This difference
implies that the second harmonic component undergoes a 180° phase shift when £dc

passes through the null point at £1/2. Phase-sensitive detection of I(2co) at a fixed phase
angle will therefore produce a sign inversion at Ец2. Figure 10.6.3/? is an example. In gen-
eral, a nernstian reaction detected at any phase angle will show positive and negative
lobes that are symmetrical around the point of intersection with the potential axis. The dc
potential corresponding to this intersection is £1/2 at all phase angles (Figure 10.6.4) (30).
The responses at a given phase angle compared to the same phase angle plus 90° are sym-
metrical around the potential axis only at 0° and 180°.

Figure 10.6.2
Dependence of the surface
concentration of species R
on the electrode potential.
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Figure 10.63 Second-harmonic ac polarograms for 3 wM Cd2+ in 1.0 M Na2SO4. OJ/2TT = 80 Hz,
AE = 5 mV. (a) Total ac amplitude vs. E& (vs. SCE). (b) Phase-selective polarogram showing the ac
amplitude at 0° with respect to £ac. [Reprinted with permission from D. E. Smith, Anal. Chem., 35,
1811 (1963). Copyright 1963, American Chemical Society.]

The exact solution of this problem is

n3F3ACQ(2a)D0)
mAE2 sinh(a/2) / 7T

i(2co) = — sin 2cot - —
16R2T2 cosh\a/2) \

(10.6.1)

where a is defined in (10.5.7). This equation embodies the proportionalities of CQ, OO ,
and DQ2 that we have come to expect of diffusion-controlled processes. The phase angle
of 45° has the same origin. Note, however, that i(2(o) is proportional to AE2. This depen-
dence manifests the greater importance of nonlinear effects for perturbations of larger
magnitude. The two peak potentials are located at Edc = Em ± 34/n mV at 25°C.

Second-harmonic techniques are useful for analytical purposes and for the quantita-
tive evaluation of heterogeneous kinetic parameters (3, 5, 7, 31). Applications in both
areas are attractive, because the double-layer capacitance is a rather linear element and
contributes very small second-harmonic currents. Second-harmonic voltammetry has also
been used to investigate electrode reactions with coupled homogeneous reactions. In par-
ticular, it has been proposed as a method of obtaining the standard potential for a reaction
even in the presence of a fast following reaction that consumes the product. However, the
fact that a second harmonic response is obtained does not imply that the effects of the fol-
lowing reaction have been eliminated, because one will obtain such a response from sim-
ple modulation of the (nonlinear) dc wave. To extract a valid standard potential, one must
insure that the observed response shows all of the characteristics of a nernstian process
(see Figure 10.6.4) (30). Harmonics above the second have been examined briefly, but
have not been applied to any great extent.
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Figure 10.6.4 Theoretical second-
harmonic responses for a nernstian
reaction as a function of phase angle
(solid line) and at that same angle plus
90° (dashed line). The horizontal axis is
-(RT/F)(E - E°) and the vertical axis
is the second harmonic current
normalized to the maximum response.
The calculation assumes DQ = Z)R and
AE = 25 mV. [Reprinted with
permission from C. P. Andrieux, P.
Hapiot, J. Pinson, and J.-M. Saveant, /.
Am. Chem. Soc, 115, 7783 (1993).
Copyright 1993, American Chemical
Society.]

10.7 CHEMICAL ANALYSIS BY AC VOLTAMMETRY

Both fundamental and second-harmonic ac voltammetry are attractive as analytical tech-
niques because they offer good sensitivities. Detection limits for the polarographic vari-
ants can reach the order of 10~7 M. Such performance is possible because both methods
have ready means for discrimination against capacitive currents (5,7).

In the fundamental mode, one employs phase-sensitive detection to measure the cur-
rent component in phase with the excitation signal Eac. We noted in Section 10.3 that
there is generally a faradaic contribution to this current, and Figure 10.7.1 reinforces the
idea pictorially. In contrast, the charging current is ideally 90° out of phase with £ac, since
it passes through a purely capacitive element. It therefore has no projection in phase with
£ac. Thus we expect the current in phase to be purely faradaic, whereas the current at 90°
(the quadrature current) contains a second faradaic component plus the nonfaradaic con-
tribution. By taking the current in phase as the analytical signal, we discriminate effec-
tively against the capacitive interference.

The limitation to this scheme is imposed partially by the uncompensated resistance,
RQ. Since the charging current passes through ifo and Q in series, this current does not
lead £ac by exactly 90°, but instead by some smaller angle. Thus the current in phase with
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/ (total current)

Figure 10.7.1 Phasor diagram showing the relationships
between the faradaic (If) and capacitive (7C) components
to the total current (/) . Note that /f has a component
along £ac, whereas / c does not.

Eac must contain a nonfaradaic element, which becomes significant to the measurement as
the analyte concentration drops.

Second-harmonic ac voltammetry gains its freedom from nonfaradaic interference
from the relative linearity of the double-layer capacitance as a circuit element. There is
consequently only a very small second-harmonic capacitive current, although it too can
become important at low analyte concentrations.

The shapes of the voltammograms generated in ac measurements are convenient for
analysis. Detection of the fundamental current produces a peak whose height is readily
measured and is linear with concentration. Phase-selective second-harmonic voltammetry
gives the second-derivative waveform of Figure 10.6.3b. The peak-to-peak amplitude is
linear with concentration and can be read with high precision. It is also relatively unaf-
fected by the background signal (31).

Analytical measurements are usually carried out at excitation frequencies ranging
from 10 Hz to 1 kHz, although Bond has noted that frequencies in the upper part of this
range allow fuller exploitation of certain aspects of selectivity that are unique to ac meth-
ods (32). Their basis is the discrimination against the much smaller response from irre-
versible systems.

For example, one can effect a significant saving in analysis time by working directly
with aerated solutions. Since the reduction of oxygen in most aqueous solutions is irre-
versible, it does not interfere with determinations made by ac voltammetry. Also, one can
often control the medium in order to introduce selectivity toward certain analytes. Transition
metals are especially susceptible to such manipulation because their electrode kinetics are
often strongly affected by coordination. Thus, one can enhance their ac responses or mask
them from the voltammogram by intelligent choice of electrolyte composition. Since many
supporting electrolytes show irreversible reductions, there is considerable freedom to ma-
nipulate composition without introducing serious interferences.

10.8 INSTRUMENTATION FOR ELECTROCHEMICAL
IMPEDANCE SPECTROSCOPY

Impedance measurements can be made in either the frequency domain with a frequency
response analyzer (FRA) or in the time domain using Fourier transformation with a spec-
trum analyzer. Commercial instrumentation and software is available for these measure-
ments and the analysis of the data.

10.8.1 Frequency Domain Measurements (8,9911)

The basic principles of a FRA in measuring the impedance of an electrochemical cell
are shown in the block diagram in Figure 10.8.1. The FRA generates a signal e(t) =
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Figure 10.8.1 System for measuring
the impedance of an electrochemical
cell based on a frequency response
analyzer (FRA).

AE sin(a>0 which is fed to the potentiostat. This is added to Edc and fed to the cell. In
practice, care must be taken to avoid phase and amplitude errors that can be introduced by
the potentiostat, particularly at higher frequencies. The resulting current, /(0, or more pre-
cisely a voltage signal proportional to the current, is fed to the analyzer, mixed with the
input signal, and integrated over several signal periods to yield signals that are propor-
tional to the real and imaginary parts of the impedance (or equivalently the magnitude and
phase angle of the impedance). Commercial frequency response analyzers are available
with a frequency range of 10 fxHz to 20 MHz. Means are provided for sweeping the fre-
quency over a given range and storing the resulting impedance data.

10.8,2 Time Domain Measurements and Fourier Transform Analysis

In time domain measurements, the electrochemical system is subjected to a potential vari-
ation that is the resultant of many frequencies, like a pulse or white noise signal, and the
time-dependent current from the cell is recorded. The stimulus and the response can be
converted via Fourier transform methods to spectral representations of amplitude and
phase angle vs. frequency, from which the desired impedance can be computed as a func-
tion of frequency.

Applications of the Fourier transformation to spectroscopy have become wide-
spread and are familiar to most chemists. They are attractive because they allow one to
interpret experiments in which several different excitation signals are applied to a
chemical system at the same time. The responses to those signals are superimposed on
each other, but the Fourier transformation provides a means for resolving them. This ca-
pacity for simultaneous measurement is sometimes called the multiplex advantage of
transform methods, and it is of great importance to applications in electrochemistry (see
also Section A.6).

By now it should be clear that fully characterizing an electrochemical process by im-
pedance methods can be a tedious operation, because one requires information at a set of
frequencies ranging over 2 to 3 decades and at a set of potentials ranging over E° ±100
mV. For example, the data in Figure 10.5.4 alone required eight ac polarograms, each
scanned with the tuned circuitry set to a different frequency and each having the in-phase
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and quadrature currents separately recorded. Not only does the operation require time and
patience, but also there is the danger that the surface properties of the system will change
during the procedure.

One can employ an alternative in which excitation signals of all desired frequencies
are brought to bear at once (33-37). The idea is outlined in Figure 10.8.2, which shows
that the excitation signal, £ac, is actually a noise waveform, rather than a pure sinusoid.
As before, Eac is superimposed on a virtually constant level, Edc. Of course Eac will stimu-
late a current flow showing related "noisy" variations. During a brief period, lasting per-
haps 100 ms, the output of the follower and the output of the HE converter are digitized
simultaneously and stored in a computer's memory.

Fourier transformation of these two transients gives the distribution of harmonics that
comprise the signals. One therefore knows the amplitude of excitation and the corre-
sponding amplitude and phase angle for current flow at each frequency in the Fourier dis-
tributions. In other words, one has the faradaic impedance as a function of со for the
potential Edc. All of this can be obtained with a 100-ms period of data acquisition even on
a single drop at a DME; hence it is feasible to repeat the whole procedure, perhaps on sub-
sequent drops, so that more precise ensemble-averaged results are obtained. Changing Edc

for each complete set of measurements then provides the potential distribution, that is,
E(Edci (o).

In practice, it is desirable to have a special kind of excitation noise. Smith and his
coworkers (34, 36) demonstrated that the best choice is an odd-harmonic, phase-varying
pseudorandom white noise of the type displayed in Figure 10.8.3. This noise is the su-
perposition of signals at several frequencies (15 in the example), all of which are odd
harmonics of the lowest frequency. The choice of odd harmonics ensures that second-

Potentiostat

Eac (noise)

HE converter

Sample/Hold +
A/D converter

Timer Sample/Hold +
A/D converter

Stored potential
waveform

Frequency domain
representation of *

E(t)

Data processing t
Stored current

waveform

{ | F F T

Frequency domain
• representation of

^ i(t)

/(co2), ф(со2), £(co2)-> Z(co2)

Figure 10.8.2 Schematic
diagram showing apparatus
and data-processing steps used
in on-line Fourier analysis of
ac voltammetric data. The
steps in the large dashed box
are carried out in a computer,
usually by the fast Fourier
transform (FFT) algorithm (see
Section A.6).
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Figure 10.8.3 Procedure for generating a complex excitation waveform, (b) Shows the chosen
amplitudes for the various frequencies and (a) shows randomized phase angles. In (c) there is a
complex plane representation of the arrays in (a) and (b). (d) The time domain representation,
which is subjected to digital/analog conversion to produce (e); and in turn, low-pass filtering yields
(/). Only a small part of the waveform period is shown in (e) and (/). [From S. С Creason et al., J.
Electroanal Chem., 47, 9 (1973), with permission.]

harmonic components will not appear in the currents measured for the 15 fundamental
frequencies. The amplitudes of the 15 excitation frequencies are equal ("white" noise) so
that each carries equal weight; and their phase angles are randomized, so that the total
excitation signal does not show large swings in amplitude.

Despite these demands, it is easy to generate such special noise by inverting the
scheme for signal analysis. The method is sketched in Figure 10.8.3. One starts with the
amplitude and phase-angle arrays, which have been tailored in the computer according to
specifications. These are transformed into the complex plane; then the fast inverse Fourier
transform is invoked, so that one obtains a digital representation of the time-domain noise
signal. Feeding these numbers sequentially to a digital-to-analog (D/A) converter at the
desired rate yields an analog signal, which is filtered and sent to the potentiostat's input.
Repeated passage through the D/A conversion and filtering steps yields a repetitive exci-
tation waveform, which is applied continuously until a single measurement pass is com-
pleted. A new waveform with different randomized phase angles is generated for the next
pass, and so on.

The quality of the results from these experiments is illustrated in Figure 10.8.4 by
data for the Cr(CN)^~7Cr(CN)6~ couple. The run represents an average of 64 measure-
ment passes, each taken on one DME drop and each requiring ~2 s for acquisition and re-
duction of the data. Compare the range of cot ф and its precision in this figure with that of
the good manual data in Figure 10.5.5.
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for the chromicyanide system.
Data were obtained with a
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odd-harmonic complex
waveform. [From S. C.
Creason et al., J. Electroanal
Chem., 47, 9 (1973), with
permission.]

The ability of the Fourier transformation to dissect a complex waveform into its com-

ponents can also be used to obtain higher harmonics (35, 36). In this case, one might ex-

cite with a pure sinusoid at frequency со and examine the transformed current waveform.

It will provide the dc current, the current and phase angle at the fundamental frequency со,

as well as amplitudes and phase angles of the higher harmonics. Repeating measurement

passes at various values of E$c allows one to trace out all of the corresponding voltammo-

grams from data obtained on a single run.

In addition to its applications as an integral component of the measurement process,

the Fourier transformation can be extremely useful for various signal-conditioning opera-

tions, such as smoothing, convolution, and correlation. Smith et al. have discussed the

possibilities in this area at some length, and the interested reader is urged to pursue their

discussions (36, 38).

10.9 ANALYSIS OF DATA IN THE LAPLACE PLANE

There are many instances in electrochemistry when we find it very difficult to obtain an

explicit relationship between current, potential, and time. Either the system itself is in-

trinsically complex (e.g., a quasireversible charge transfer involving adsorbed and dif-

fusing reactant species) or the experimental conditions are less than ideal (e.g., step

experiments carried out on a time domain so short that the rise time of the potentiostat

is not negligible). It is usually true in these and other cases that much simpler relation-

ships exist in the Laplace domain between the perturbations and the observables. Thus

it can be useful to transform the data and carry out the analysis in transform space

(39-42).

As an example, consider the case of potential steps applied to a one-step, one-

electron system containing only electroactive species O, which is reduced quasireversibly.

In Section 5.5.1, we treated this case conventionally and found that the current-time func-

tion was

1 / 2)i = FAkf Cg ехр(Я 2 0 erfc(№1 / 2) (10.9.1)

where Я = kf/DQ2 + к^юЦ2. The complex time dependence embodied in (10.9.1) is dif-

ficult to handle in the analysis of real data; hence various attacks based on linearization or



10.9 Analysis of Data in the Laplace Plane 411

extrapolation were devised. On the other hand, we could use all of the data without intro-
ducing such approximations by considering the transformed current:

We might plot, for example, the function l/i(s)sm vs. sm. The slope and intercept of the
resulting linear function would provide kf and H. In doing this, we have elected to analyze
the system in the s domain, rather than the time domain.

To implement such a plan, we must be able to obtain the function i(s) from the mea-
sured curve i(f). That can be done by considering the definition of the Laplace transforma-
tion (Section A.I):

i(s) = i(t)e~stdt (10.9.3)

In a practical situation, i(t) is usually a collection of data points. Thus, i(s) is calculated
for a given value of s by multiplying each point by e~st and then performing a numeric in-
tegration of the resulting curve. Algorithms for carrying out this task on a computer have
been published (42). The whole process is repeatedfor each desired s value, and the final
result is a new collection of data points describing i(s), just as the original data described
i(f). Since s has dimensions of frequency, i(s) is sometimes called a representation of the
current in the frequency domain.

Many applications of this strategy are based on extensions of the concepts of imped-
ance developed earlier in this chapter (41-43). However, the excitation waveform is usu-
ally an impulse in potential (rather than a periodic perturbation), and a transient current is
measured. One records both E(t) and i(t) as observed functions. Then both are subjected
to transformations, and comparisons are made in the frequency domain between E(s) and
i(s). Ratios of the form i(s)/E(s) are transient impedances, which can be interpreted in
terms of equivalent circuits in exactly the fashion we have come to understand. The ad-
vantages of this approach are (a) that the analysis of data is often simpler in the frequency
domain, (b) that the multiplex advantage applies, and (c) the waveform E(t) does not have
to be ideal or even precisely predictable. The last point is especially useful in high-fre-
quency regions, where potentiostat response is far from perfect. Laplace domain analyses
have been carried out for frequency components above 10 MHz.

In general, it is useful to regard s as a complex number s = a + j(o in these analyses
(41, 42). Then one can calculate real-axis and imaginary-axis frequency domain represen-
tations of a function. For example, the real-axis transform of E(t) is

(10.9.4)
•'O

and the imaginary-axis transform is

Г 00 Г OO Г 00

E(ja))= E(t) e~j(Ot dt = E{t) cos Ш dt - j E(t) sin cot dt
Jo JQ J O

(10.9.5)

Note that the real-axis transform of any function is strictly real, but the imaginary-axis
transform is complex. It has both real and imaginary components. Since one can transform
experimental potential and current transients in this way, one can calculate a real-axis tran-
sient impedance, Z{cr) = i(cr)/E(cr), and an imaginary-axis transient impedance, Z(j(o) =
i(j(o)/E(j(o). Since Z(JOJ) is complex, we can break it into real and imaginary components
Z(j(o)Re and Z(jco)im. One can easily show that Z(ja)) is the same as the conventional
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impedance (comprising resistances and reactances) that we have already discussed. These
various functions are useful for the analysis of electrical response in terms of equivalent
circuits. In general, all of the various transform functions contain the same chemical infor-
mation; however, one of them may be more readily applied to data analysis. Since this
treatment involves a complex s domain, it is often called Laplace plane analysis.

Consider as an example, a double-layer capacitance Q in series with an uncompen-
sated solution resistance Ru. The overall system obeys

E(t) = i(t) Ru + - Ы /(0 dt (10.9.6)

or, in the frequency domain,

- / i \

E(s) = i(s)lRu + -^\ (10.9.7)

Thus the various impedances are1 4

Да) = RU + -J- (10.9.8)
Cdcr

Z(JO))RQ — ^ u ^(7w)im = ~pr (10.9.9)
o)Cd

and the phase angle ф, defined by the real and imaginary components of Z(j(o), is given
by

(10.9.10)tan<£
(oRuCd

Thus we have four simple frequency domain relationships that allow the evaluation of Ru

and Q . It is probably most convenient to use Z(a) for that purpose, but the availability of
the other functions is useful for cross-checking the validity of one's equivalent circuit as a
model for any given chemical system.

An interesting application of Laplace plane analysis comes from the work by Pilla
and Margules on ionic transport through biological membranes (43). Their experimental
arrangement involved the use of the membrane as a separator between two solutions con-
taining separate electrodes. A small voltage pulse was applied across the membrane and
the transient current was measured. Transformation of the voltage and current functions
allowed the calculation of the impedances described above.

The equivalent circuits used in the analysis are shown in Figure 10.9.1. The elements
correspond to solution resistance, interfacial capacitances, and impedances associated
with the transport of ions through the membrane and across the boundary between the so-
lution and the membrane.

Figure 10.9.2 is an illustration of the behavior of Z{&) at high frequencies in an actual
system (43). At these frequencies, both of the circuits in Figure 10.9.1 look essentially
like a series combination of Cd and i?e, because the impedance of Cd would be much
lower than the impedances of the parallel arms involving resistances. Thus Z{o) should
adhere to (10.9.8), where Ru is the same as Re for this example. The intercept and the
slope of Figure 10.9.2 therefore allow a determination of Rt and Q .

Data at lower frequencies contain information about the arms parallel to Q , but ex-
tracting it requires correction for the effects of Re and Q . This is accomplished in Figure
10.9.3. The basis for that analysis is left as an exercise in Problem 10.10.

14See the footnote concerning the definition of impedance in (10.1.11).
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Figure 10.9.1 Equivalent circuits used to analyze the transient behavior of the toad urinary bladder
membrane. RQ represents electrolyte resistance and Q is the dielectric capacitance of the membrane.
The branches involving Rp, Cm, and Rm are used to account for the transfer of charge across the
membrane boundaries. They are analogous to /?ct and Zw in electrode reactions. In circuit A, Rf

a and
Cf

a model the effects of adsorption. [From A. A. Pilla and G. S. Margules, J. Electrochem. Soc, 124,
1697 (1977), reprinted by permission of the publisher, The Electrochemical Society, Inc.]
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Figure 10.9.2 High-frequency plot of Z(a) vs. I/a for the toad urinary bladder membrane. [From
A. A. Pilla and G. S. Margules, /. Electrochem. Soc, 124, 1697 (1977), reprinted by permission of
the publisher, The Electrochemical Society, Inc.]
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Figure 10.9.3 Intermediate-
frequency plot of real-axis
impedance data for the toad
urinary bladder membrane. [From
A. A. Pilla and G. S. Margules, J.
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(1977), reprinted by permission of
the publisher, The Electrochemical
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10.11 PROBLEMS

10.1 Derive equation 10.5.13, describing the shape of a reversible polarographic wave, from equation
10.5.11.

10.2 Derive formulas for converting a parallel resistance-capacitance network (Rp and Cp in parallel) to a
series equivalent (Rs and Cs in series).

10.3 The faradaic impedance is sometimes represented as a resistance and a capacitance in parallel rather
than in series. Find the expressions for the components of the parallel representation of this imped-
ance in terms of Rct, /30, /3R, and со. [Hint. Use known expressions for series elements and equations
for series-to-parallel circuit conversion (Problem 10.2).]

10.4 The faradaic impedance method is employed to study the reaction О + e ^ R by imposing a small

sinusoidal signal (5 mV) to the cell, and measuring the equivalent series resistance R# and capaci-

tance CB of the cell. The following data are obtained for CQ = CR = 1.00 mM, T = 25°C, and

A = 1 cm2:

Frequency (OJ/ZTT)
(Hz)

49
100
400

900

RB

(П)

146.1
121.6
63.3

30.2

C B

0*F)

290.8
158.6
41.4

25.6

In a separate experiment under exactly the same conditions, but in the absence of the electroactive
species, the cell resistance RQ is found to be 10 П, and the double-layer capacity of the electrode C&
is found to be 20.0 (JLF. (a) From these data calculate at each frequency Rs and Cs and the phase
angle ф between the components of the faradaic impedance, (b) Calculate /0

 a n d k° for the reaction,
and estimate D (assuming Do = DR).
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10.5 Derive (10.4.5) and (10.4.6) from (10.4.3) and (10.4.4).

10.6 Derive (10.4.11) from (10.4.9) and (10.4.10).

10.7 From the data in Figures 10.5.4 and 10.5.5, evaluate a and k° for the reduction of Ti(IV) to Ti(III) at
a DME in oxalic acid solution. From other experiments, we know that n = 1 and DQ = 6.6 X 10
cm /s. Assume DQ = DR.

10.8 The reduction of nitrobenzene to its radical anion in Л^Л^-dimethylformamide is reported to occur
with k° = 2.2 ± 0.3 cm/s (see reference 18). The value of D o is given as 1.02 X 10" 5 cm2/s at 22 ±
2°C, where k° was evaluated. The transfer coefficient, a, is 0.70. Calculate the phase angles ex-
pected for a)/2ir = 10, 100, 1000, and 10,000 Hz. Draw the corresponding plot of cot ф vs. (om for
E = Em. Describe a means for obtaining cot ф from the in-phase and quadrature phase-selective
polarograms, and comment on the frequency range where it might be experimentally feasible to obtain
cot ф values sufficiently precise to allow a determination of k° for the system at hand.

10.9 Devise and justify an equivalent circuit for a system in which О and R are bound to the surface of
the electrode as the result of a chemical modification. Follow the steps in Sections 10.2 and 10.3 to
evaluate the expected frequency dependence of the faradaic impedance for the case in which the
electrode reaction is nernstian. What phase angle is expected?

10.10 Derive the equation underlying Figure 10.9.3. First show how the quantity plotted on the ordinate
can be regarded as Z{&) corrected for the effects of Re and Q . Then derive the expression for Z(a)
for the remaining elements of circuit (b) in Figure 10.9.1. Consider the behavior at low and interme-
diate frequencies with respect to Figure 10.9.3.

10.11 Plot the amplitude and phase arrays [analogous to segments (a) and (b) of Figure 10.8.3] for gener-
ating a complex waveform having components at 100, 200, 300, . . . Hz, all with phase angles equal
to тг/2. Let these arrays have 128 elements, with the zeroth element representing the dc level and the
127th element representing OJIITT = 1270 Hz. What disadvantages would the waveform resulting
from your arrays have with respect to that generated in Figure 10.8.3? Would your waveform have
any advantages?



CHAPTER

11
BULK ELECTROLYSIS

METHODS

The methods described in Chapters 5 to 10 generally employ conditions featuring a small
ratio of electrode area, A, to solution volume, V. These allow the experiments to be carried
out over fairly long time periods without appreciable changes of the concentrations of the
reactant and the products in the bulk solution, and they allow the semi-infinite boundary
condition (e.g., C0(x, t) = CQ as x —> oo) to be maintained over repeated trials. For exam-
ple, consider a 5 X 10~3 M solution of О with V = 100 cm3 and A = 0.1 cm2. Assume
that during 1 hour of experimentation an average current of about 100 fiA flows (i.e., cur-
rent density, 7, of 1 mA cm" 2 ). During this time period only 0.36 С of electricity will be
passed, and the bulk concentration of electroactive species will have decreased by less
than 1%.

There are circumstances, however, where one desires to alter the composition of the
bulk solution appreciably by electrolysis; these include analytical measurements (e.g.,
electrogravimetric or coulometric methods), techniques for removal or separation of solu-
tion components, and electrosynthetic methods. These bulk (or exhaustive) electrolysis
methods are characterized by large A/V conditions and as effective mass-transfer condi-
tions as possible. Thus, if all of the conditions of the previous example hold, except that
the electrode area is 100 cm2 (so that the total current is 0.1 A, assuming the same j = I
mA cm~2), the electroactive species can be completely electrolyzed in less than 10 min-
utes (assuming n = 1 and the occurrence of only a single electrode process, that is, 100%
current efficiency; see Section 11.2.2). Although bulk electrolytic methods are generally
characterized by large currents and experimental time scales on the order of minutes and
hours, the basic principles governing electrode reactions described in the previous chap-
ters still apply.

11.1 CLASSIFICATION OF TECHNIQUES

The methods can be classified by the controlled parameter (E or /) and by the quantities
actually measured or the process carried out. Thus in controlled-potential techniques the
potential of the working electrode is maintained constant with respect to a reference elec-
trode. Since the potential of the working electrode controls the degree of completion of an
electrolytic process in most cases, controlled-potential techniques are usually the most de-
sirable for bulk electrolysis. However, these methods require potentiostats with large out-
put current and voltage capabilities and they need stable reference electrodes, carefully
placed to minimize uncompensated resistance effects. Placement of the auxiliary elec-
trode to provide a fairly uniform current distribution across the surface of the working
electrode is usually desirable, and the auxiliary electrode is often placed in a separate

417
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compartment isolated from the working-electrode compartment by a sintered-glass disk,
ion-exchange membrane, or other separator.

In controlled-current techniques, the current passing through the cell is held
constant (or is sometimes programmed to change with time or in response to some in-
dicator electrode signal). Although these techniques frequently involve simpler instru-
mentation than controlled-potential methods, they require either a special set of chemical
conditions in the cell or specific detection methods to signal completion of the electrolysis
and to ensure 100% current efficiency. For preparative electrolysis (or electrosynthesis),
constant-current methods can sometimes be used, as long as measures are taken to ensure
that the electrode potential does not move into a region where undesirable side reactions
occur.

The general considerations and models employed in electroanalytical bulk electroly-
sis methods are also often applicable to large-scale and flow electrosynthesis, to galvanic
cells, batteries, and fuel cells, and to electroplating.

Bulk electrolysis methods are also classified according to purpose. For example, one
form of analysis involves determination of the weight of a deposit on the electrode (elec-
tro gravimetry). In this case 100% current efficiency is not required, but the substance of
interest must be deposited in a pure, known form. In coulometry, the total quantity of
electricity required to carry out an exhaustive electrolysis is determined. The quantity
of material or number of electrons involved in the electrode reaction can then be deter-
mined by Faraday's laws, if the reaction occurred with 100% current efficiency. For elec-
troseparations, electrolysis is used to remove, selectively, constituents from the solution.

Several related bulk electrolysis techniques should be mentioned. In thin-layer elec-
trochemical methods (Section 11.7) large A/V ratios are attained by trapping only a very
small volume of solution in a thin (20-100 /nm) layer against the working electrode. The
current level and time scale in these techniques are similar to those in voltammetric meth-
ods. Flow electrolysis (Section 11.6), in which a solution is exhaustively electrolyzed as it
flows through a cell, can also be classified as a bulk electrolysis method. Finally there is
stripping analysis (Section 11.8), where bulk electrolysis is used to preconcentrate a ma-
terial in a small volume or on the surface of an electrode, before a voltammetric analysis.
We also deal in this chapter with detector cells for liquid chromatography and other flow
techniques. While these cells do not usually operate in a bulk electrolysis mode, they are
often thin-layer flow cells that are related to the other cells described.

General treatments of bulk electrolysis techniques, as well as numerous examples of
their application to analysis and separations, are contained in references 1-4.

11.2 GENERAL CONSIDERATIONS IN BULK ELECTROLYSIS

11.2.1 Extent or Completeness of an Electrode Process

The extent or degree of completion of a bulk electrolytic process can be predicted for
nernstian reactions from the applied electrode potential and a suitable form of the Nernst
equation.

(a) Both Forms Soluble in Solution
Consider the overall reduction reaction

(11.2.1)
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where both О and R are soluble and R is initially absent. Let Q be the initial concentra-
tion of O, Vs be the volume of the solution, and x be the fraction of О reduced to R at the
electrode potential, E. Then

moles О at equilibrium = VsCi(l - x)

moles R at equilibrium = VsC{x

and (11.2.2) to (11.2.4) yield

or

fraction of О reduced = x = {1 + ( a t 2 5 ° Q

(11.2.3)

(11.2.4)

(11.2.5)

(11.2.6)

For example, for 99% completeness of reduction of О to R (i.e., x = 0.99) the potential of
the working electrode should be

( 1 L 2 . 7 )

or 118/я mV more negative than E0' at 25°C.

(b) Deposition as an Amalgam
Consider the reaction

Hg

О + ne <± R(Hg) (11.2.8)

where R(Hg) represents an amalgam of R, that is, R dissolved in a mercury electrode of vol-
ume, VHg> the situation is similar to that where both forms are soluble in solution, except that
E%, the formal potential for the reaction in (11.2.8), replaces E°\ and CR represents the con-
centration of R in the mercury electrode (assumed to be below the saturation value). This re-
sults in the equation:

(11.2.9)

(11.2.10)

(c) Deposition of a Solid
For the reaction

О + ne ^± R (solid) (11.2.11)

when more than a monolayer of R is deposited on an inert electrode (e.g., copper on a
platinum electrode) or the deposition is carried out on an electrode made of R (e.g., cop-
per on a copper electrode), the activity of R, aR, is constant and equal to unity. Thus the
Nernst equation yields

E = E° + g - x)] (11.2.12)
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where y0 is the activity coefficient of species O. When less than a monolayer of R is
deposited on an inert substrate, aR Ф 1, and an expression for aR as a function of cov-
erage by R must be used in the Nernst equation. It is sometimes assumed (5) that aR is
proportional to the fraction, 0, of the electrode surface covered with R. Thus, for
example,

aR « yR6 - (11.2.13)

where A is the electrode area, AR is the area occupied by R, Aa is the cross-sectional area
of a molecule of R, and NR is the number of molecules of R deposited on the electrode. At
equilibrium, NR is given by

JV R = VsC{xNA (11.2.14)

where NA is Avogadro's number. This then yields, when combined with (11.2.13) and the
Nernst equation,

7oA \ , RTjl -xE = E° (11.2.15)

Thus, within this very simplified model, the shape of the deposition curve follows that of
the case of soluble components or an amalgam [(11.2.5) or (11.2.10)], even though a solid
is deposited (Figure 11.2.1).

The deposition begins at potentials more positive than values where deposition of R
occurs on bulk R. Consider, for example, the deposition of Ag on a 1-cm2 Pt electrode
from a 0.01-L solution containing 10~7 M Ag+. Let Aa = 1.6 X 10~1 6 cm2 and y 0

 = 7R-
The potential for deposition of one-half of the silver (which forms about 0.05 monolayer)
is E = 0.35 V, compared to E = 0.43 V required for the same amount of deposition on a
silver electrode. Deposition at potentials before that predicted by the Nernst equation with
aR = 1 is called underpotential deposition. The situation is much more complicated than
the above treatment suggests, since the deposition potential depends on the nature of the
substrate (material and pretreatment) and on adsorption of O. Also, the treatment assumes
that formation of a second layer does not start until the first is complete. However, this is
frequently not the case; atoms of metal will often aggregate, rather than deposit on a for-
eign surface, and dendrites will form. Reviews on the nature of underpotential deposition
and the deposition of solids in general are available (6-10).

o1-
-0.1 -0.2 -0.3

E-E°',V
-0.4 -0.5

Figure 11.2.1
a: 1 M Ag
to (11.2.15).

Fraction of a metal M+ (e.g., Ag+) deposited (x) as a function of potential. Curve
on Ag. Curve b: 10 7 M Ag+ on Ag. Curve c: 10- 7 M Ag on Pt, according
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For slow electron-transfer (irreversible) processes, the eventual extent of the elec-
trode process will be governed by equilibrium considerations and the Nernst equation, but
the rate of electrolysis will be small at the potentials predicted in the previous sections and
long-duration electrolyses would result. For these processes, reduction must be carried out
at somewhat more negative potentials; the actual potential is usually selected on the basis
of experimental current-potential curves taken under conditions near those for the in-
tended bulk electrolysis. Processes that are controlled by the rate of a homogeneous reac-
tion, such as

A->0 O + ne^±R (11.2.16)

may be slow and independent of the potential chosen. In that case, the potential is selected
for complete conversion of О to R, and other steps are taken, for example, an increase in
temperature or addition of a catalyst, to increase the rate of the preceding reaction. Cata-
lysts (or mediators) are sometimes added to carry out electrolyses of substances that
themselves undergo very slow electron-transfer rates at the electrode but react rapidly
with the mediator. For example, many enzymes, (e.g., cytochromes) are reduced very
slowly at an electrode. The addition of a mediator, such as methyl viologen, which is re-
duced reversibly at an electrode and whose reduced form reacts rapidly with the enzyme,
can enable the reduction (11, 12). This strategy, which is related to the coulometric titra-
tion technique (see Section 11.4.2), can also be used with other irreversible electrode
reactions.

11.2.2 Current Efficiency

When two or more faradaic reactions can occur simultaneously at an electrode, the frac-
tion of the total current (itotai) g°mg t 0 t n e г ш process is called the instantaneous current
efficiency:

Instantaneous current efficiency for rth process = zrA'totai (11.2.17)

A current efficiency of unity (or 100%) implies that only one process is occurring at an
electrode. When one considers the result of an electrolysis over some period of time, the
overall current efficiency represents the fraction of the total charge involved in the rth
process:

Overall current efficiency for rth process = Qr/6totai (11.2.18)

It is generally desirable for bulk electrolytic processes to be carried out with high
current efficiency. This requires that the working electrode potential and other condi-
tions be chosen so that no side reactions occur (e.g., reduction or oxidation of solvent,
supporting electrolyte, electrode material, or impurities). In electrogravimetric methods,
100% current efficiency is usually not necessary, as long as the side reactions do not
produce insoluble products. In coulometric titrations at constant current, 100% titration
efficiency (rather than current efficiency) is required; the distinction is discussed in Sec-
tion 11.4.2.

11.2.3 Electrolysis Cells

Bulk electrolysis techniques, because of the longer duration of the experiments and the
larger currents involved, usually present more problems in cell design than transient ex-
periments. Typical bulk electrolysis cells are shown in Figure 11.2.2.
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(a) (b) (c)

Figure 11.2.2 Typical cells for bulk electrolysis, (a) Undivided cell for controlled-potential
separations and electrogravimetric analysis at a solid cathode. [From J. J. Lingane, Anal Chim.
Ada, 2, 584 (1948), with permission.] (b) Undivided cell for coulometric analysis at mercury
cathode with a silver anode. [Reprinted with permission from J. J. Lingane, J. Am. Chem. Soc,
67, 1916 (1945). Copyright 1945, American Chemical Society.] (c) Three-compartment cell,
with ground-glass joints, for coulometric and voltammetric studies on a vacuum line.
(a) Platinum wire auxiliary electrode; (b) silver wire reference electrode in separate compartment;
(c) gold voltammetric working microelectrode; (d) platinum foil coulometric working electrode;
(e) silicone rubber septum for sample injection; (/) rotatable side arm for solid sample addition.
Arm and joint for attachment of cell to the vacuum line are not shown. [Reprinted with permission
from W. H. Smith and A. J. Bard, /. Am. Chem. Soc9 97, 5203 (1975). Copyright 1975, American
Chemical Society.]

(a) Electrodes and Geometry
Solid electrodes usually are wire gauzes or foil cylinders, although packed beds of pow-
ders, slurries, or fluidized beds are sometimes used. The aim is to have as large a working
electrode area as possible. Mercury electrodes generally take the form of pools.

Auxiliary electrode placement is not usually a problem with small electrodes and
low currents, as in voltammetric experiments, but it is of critical importance in bulk
electrolysis cells. With large electrodes and an asymmetrically placed auxiliary elec-
trode, the solution resistance is different between the auxiliary and different parts of the
working electrode. The varying iR drops along the different current paths produce a
nonuniform potential across the working electrode surface, as shown in Figure 11.2.3,
and as a consequence there is a nonuniform current density on the working electrode
surface. These effects can cause undesired side reactions or ineffective use of the total
electrode area.

The proper placement of the tip of the reference electrode salt bridge is also impor-
tant. In general, it should be located at the position of highest current density directly
under the auxiliary electrode compartment. Good potential control is often difficult in
bulk electrolysis cells because the fluctuations in the large currents result in large changes
in the uncompensated resistive drop. The long term stability of the reference electrode po-
tential is also important (see also Section 15.6).
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Mercury
pool

Auxiliary
electrode

Figure 11.2.3 Potential distribution in mV at
surface of ring-shaped mercury pool electrode
using an unsymmetrical auxiliary electrode.
Solution: 0.5 M H2SO4; total cell current: 40
mA; pool: 1.5 in. o.d., 1.0 in. i.d. Small circle
shows position of the auxiliary electrode's
fritted-glass separator, situated 4 mm above the
pool surface. [Reprinted with permission from
G. L. Booman and W. B. Holbrook, Anal
Chem., 35, 1793 (1963). Copyright 1963,
American Chemical Society.]

(b) Separators
Because soluble products of the electrode reaction at the auxiliary electrode may be reac-
tive at the working electrode, the two electrodes are usually placed in separate compart-
ments. These compartments can be separated by sintered (or fritted) glass disks or
ion-exchange membranes (or, less frequently, filter paper, asbestos mats, or porous ce-
ramics). Choosing a separator that does not allow intermixing of anolyte and catholyte
and also does not contribute appreciably to the cell resistance is often of major impor-
tance. Separator design is often critical in the fabrication of galvanic cells and batteries.
Sometimes the judicious choice of the auxiliary electrode reaction, for example, when
solid products or innocuous gaseous products are formed, allows cells without separa-
tors to be used. Examples of these are the use of silver anodes in halide media (e.g.,
Ag + Cl~ «^ AgCl + e) or hydrazine as an "anodic depolarizer" at platinum anodes
(N2H4 -^ N2 + 2H+ + 2e).

(c) Cell Resistance
High cell resistances are very deleterious in experiments involving high currents, because
large values of i2R mean wasted power, a need for high voltage output of potentiostat or
power supply, and undesirable heat evolution. Moreover, in cells with high resistance, it
may not be possible to place the reference electrode tip close enough to the working elec-
trode to avoid large uncompensated iR-drops. Cell design for the minimization of cell
resistance is especially important when nonaqueous solvents are employed (e.g.,
acetonitrile, N,N-dimethylformamide, tetrahydrofuran, and ammonia), because they have
lower dielectric constants than aqueous media, and hence inherently lower solution
conductivities.

11.3 CONTROLLED-POTENTIAL METHODS

113.1 Current-Time Behavior

The current-potential characteristics described for stirred solutions (Section 1.4.2 and
Chapter 9) generally apply to these electrolysis conditions as well, except that CQ, the
bulk concentration, is a function of time, decreasing during the electrolysis. Thus i-E
curves taken repeatedly during an electrolysis (assumed to be taken at such a rapid rate
that no appreciable change of CQ occurs during the potential scan) will show a continu-
ously decreasing // as CQ decreases (Figure 11.3.1).
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Background
j current

Figure 11.3.1 Current-potential
curves at different times during a
controlled-potential bulk
electrolysis at E = Ec.

Consider the electrolysis of O, initially present in bulk solution at a concentration
CQ(0), by the reaction О + ne —> R, at an electrode of area A held at a potential EC in the
limiting current region. The current at any time is given by (1.4.9):

i/(0 = nFAmoC%(t) (11.3.1)

The current also indicates the total rate of consumption of O, dNo/dt (mol/s), due to elec-
trolysis (assuming 100% current efficiency):

(11.3.2)

where No is the total number of moles of О in the system. If one assumes that the solution
is completely homogeneous (i.e., one neglects the small volume of the diffusion layer,
80A, in the vicinity of the electrode surface, where CQ is smaller than CQ), then

. No(t)

V

where Vis the total solution volume. Equations 11.3.2 and 11.3.3 yield

щ = -npv

Equating the two relations for //(0, we obtain

dC%(t)

dt j

(11.3.3)

(11.3.4)

(11.3.5)

with the initial condition, C Q ( 0 = CQ(0) at t = 0. Equation 11.3.5 is characteristic of а
first-order, homogeneous chemical reaction, where p = moA/V is analogous to the first-
order rate constant. The solution to this ordinary differential equation is

and using (11.3.1), we obtain the i-t behavior:

(11.3.6)

(11.3.7)

where /(0) is the initial current (13). Thus a controlled-potential bulk electrolysis is like a
first-order reaction, with the concentration and the current decaying exponentially with
time during the electrolysis (Figure 11.3.2) and eventually attaining the background
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Figure 11.3.2 (a) Current-time curve during controlled-potential electrolysis (in dimensionless
form), (b) log i(t) vs. t. (c) Q vs. t.

(residual) current level. Equation 11.3.7 can be used to determine the duration of the elec-
trolysis for a given conversion:

(11.3.8)

For 99% completion of electrolysis, CQ(0/CO(0) = 10 2, and t = 4.6/p; for 99.9%
completion, t = 6.9lp. With effective stirring, MQ « 10~2 cm/s, so that for A(cm2) ~
V(cm3), p ~ 10~2 s~\ and a 99.9% electrolysis would require ~690 s or ~12 minutes.
Typically bulk electrolyses are slower than this, requiring 30 to 60 minutes, although cell
designs with very large AIV and very effective stirring (e.g., using ultrasonics) with a p of
— 10"1 s"1 have been described (14). For effective rates of electrolysis, A should be as large
as possible and, in many practical devices (e.g., preparative cells or fuel cells and other
power sources), porous electrodes and flow systems are employed (see Section 11.6).

The total quantity of electricity Q(t) consumed in the electrolysis is given by the area
under the i-t curve (Figure 11.3.2c):

(11.3.9)

Electrolysis at controlled potential is the most efficient method of carrying out a bulk
electrolysis, because the current is always maintained at the maximum value (for given cell
conditions) consistent with 100% current efficiency. Note that the rate of electrolysis is in-
dependent of CQ(0), SO that electrolysis of a 0.1 M solution of О and a 10~6 M solution of
О should require the same amount of time, given the same values of E, A, V, and m0.

11.3.2 Electrogravimetric Methods

The determination of a metal by selective deposition on an electrode, followed by weigh-
ing, is among the oldest of electroanalytical methods [Cruikshank (1801); W. Gibbs
(1864)]. In controlled-potential methods, the potential of the solid electrode is adjusted to
a value where the desired plating reaction occurs and no interfering reaction leading to the
deposition of another insoluble substance takes place.

The sensitivity of an electrogravimetric method is limited by the difficulty in deter-
mining the small difference in weight between the electrode itself and the electrode plus
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deposit. The technique also requires the washing and drying of the electrode and is, of
course, limited to electrode reactions involving the formation of insoluble substances. For
these reasons, many electrogravimetric determinations have been supplanted by coulo-
metric ones (see Section 11.3.4), except for situations where 100% current efficiency can-
not be attained.

Electrogravimetric determinations also require smooth and adherent metal platings
and deposits. The physical characteristics of a deposit depend on the form of the metal
ion in the solution, the presence of adsorbable surface-active agents in the solution,
and other factors, some not completely understood. The reader is referred to references
15-17 and books on electroplating (18) for a detailed discussion of these factors. De-
positions from solutions of complex ions frequently are smoother than those obtained
from solutions containing only the aquo-form. For example, brighter deposits are ob-
tained from solutions of Ag+ in a CN~ medium [containing Ag(CN)^] than from a ni-
trate medium. The addition of surface-active agents ("brighteners"), such as gelatin,
often leads to improved deposits. It has been reported that organic additives are some-
times occluded with the metal deposit, leading to positive errors in electrogravimetric
analysis. This error is apparently smaller when depositions are carried out under con-
trolled-potential conditions. Hydrogen evolution during deposition also leads to a
rougher deposit. Deposits at very large current densities tend to be less adherent and
rougher than those obtained at lower ones.

Some metals determined by electrogravimetric methods and their deposition poten-
tials are given in Table 11.3.1. Detailed discussions of the methods and applications of
electrogravimetric methods are available (1, 3, 19, 20). Electrogravimetry can also be car-
ried out with the quartz crystal microbalance as described in Section 17.5.

TABLE 11.3.1 Deposition Potentials (V vs. SCE) for Various Metals in
Different Media at a Platinum Electrode**

Metal

Аи

Hg
Ag
Си
Bi
Sb
Snc

Pb
Cd
Zn
Ni
Co

0.2 M

H2SO4

+0.70
+0.40
+0.40
-0.05
-0.08
-0.33

—
—

-0.80
—
—

—

Supporting Electrolyte

0.4MNaTart

O.lMNaHTart

(+0.50)J

(+0.25/
(+0.30)*
-0.30
-0.35
-0.75

—

-0.50
-0.90
-1.10
—

—

I.2MNH3

O.2MNH4CI

-0.05
-0.05
-0.45

—
—
—
—

-0.90
-1.40
-0.90
-0.85

0.4MKCN

0.2MKOH

-1.00
-0.80
-0.80
-1.55

(-1.70/
-1.25

—
—

-1.20
-1.50

—

—

EDTA

NH4OAC*

+0.40
+0.30
+0.30
-0.60
-0.60
-0.70

—

-0.65
-0.65

—
—

—
aAdapted from table given in reference 3.

^5 g NH4OAc + 200 mL H2O (pH « 5); [EDTA]:[metal] = 3:1.
cTin can be deposited from solutions of Sn(II) in HC1 or HBr media.

^Metal deposits obtained are not suitable for electrogravimetric analysis.
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11.3.3 Electroseparations

In an electrochemical separation, the quantitative deposition of one metal (M^ on a solid
or mercury electrode is desired without appreciable deposition of a second metal (M2).
The considerations of Section 11.2.1, concerning the degree of completion of electrolysis
as a function of potential, apply. If E%\ is the formal potential for the ^-electron reduction
and if VHg = ŝ> ш е п complete (i.e., > 99.9%) deposition of Mi as an amalgam requires
E < £°j - 0.18/wi V at 25°C. For <0.1% deposition of Af2, E>E& + 0.18/л2 V. There-
fore, the separation between the formal potentials must be at least 0.18 (щ1 + n^1) (Fig-
ure 11.3.3). If \E%2 — £"ai I is smaller than this, a separation at the 99.9% level cannot be
accomplished. In that case changing the supporting electrolyte to one that complexes one
or both of the metals will often give an improved separation. The potential range for a
successful separation can best be found by determining the 1-Е curve on a voltammetric
electrode under the same conditions (concentrations, supporting electrolyte, temperature)
considered for the separation.

Although electrogravimetric analyses are rarely carried out with a mercury electrode,
this electrode is often used for electroseparations. Metals that can be deposited at a mer-
cury electrode are shown in Figure 11.3.4.

11.3.4 Coulometric Measurements

In controlled-potential coulometry the total number of coulombs consumed in an electrol-
ysis is used to determine the amount of substance electrolyzed. To enable a coulometric
method, the electrode reaction must satisfy the following requirements: (a) it must be of
known stoichiometry; (b) it must be a single reaction or at least have no side reactions of
different stoichiometry; (c) it must occur with close to 100% current efficiency.

A block diagram of the apparatus used in controlled-potential coulometry is shown in
Figure 11.3.5. The potentiostat generally needs an output power capability of 100 W (e.g.,
1 A at 100 V or 5 A at 20 V). The current is monitored during the electrolysis, so that the
background current can be determined and the completion of electrolysis observed. The
shape of the i-t curve can be diagnostic of the mechanism of the electrode reaction or ex-
perimental problems. For example, if the final current following electrolysis is constant,
but appreciably higher than the preelectrolysis background current of the supporting elec-
trolyte solution alone, a reaction of the electrolysis product may be regenerating starting
material or another electroactive substance (see Section 12.7). This symptom can also in-
dicate leakage of material from the auxiliary electrode compartment. If the current at the
start of the electrolysis remains constant for some time before showing the usual exponen-
tial decay (Figure 11.3.2a), the output current or voltage of the potentiostat is probably in-

Figure 11.3.3 Conditions for
complete separation of metals
Mi and M 2 at a mercury
electrode (щ = n2 = 1).
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Note: Heavy solid lines enclose elements that can be quantitatively deposited in the mercury
cathode. Broken lines enclose elements that are quantitatively separated from the electrolyte,
but are not quantitatively deposited in the mercury. Light lines enclose elements that are
incompletely separated.
aAlso elements 58 to 71 (partial deposition of lanthanum and neodymium has been reported).
bAlso elements 90 to 103.

Figure 11.3.4 Metals deposited at a mercury electrode. [Reprinted with permission from J. A.
Maxwell and R. P. Graham, Chem. Rev., 46, 471 (1950). Copyright 1950, American Chemical
Society.]

sufficient to maintain the working electrode at the chosen potential, given the electrolysis
conditions (electrode area, CQ, cell resistance, stirring rate).

Several different types of coulometers are available. Formerly chemical types (gravi-
metric, titrimetric, and gas) were used. These can be related directly to a chemical pri-
mary standard (e.g., the silver coulometer) and are capable of high accuracy and
precision. However, they are inconvenient and time-consuming to use and are now rarely
employed. Operational amplifier integrator circuits or digital circuits are usually used to
determine total charge. These give a direct readout in coulombs (or if desired, in equiva-
lents) and can be employed to record Q-t curves during electrolysis; see, for example, Fig-

CURRENT COULOMBS

POTENTIOSTAT

Auxiliary
electrode

Working
electrode

Reference
electrode

Magnetic stirrer
Figure 11.3.5 Block diagram of typical controlled-
potential coulometry apparatus.
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ure 11.3.2c. The shape of this curve for an uncomplicated electrolysis is immediately ob-
tained from (11.3.7) and (11.3.9):

where Q° is the value of Q at the completion of the electrolysis (t -

° =Q° = nFN0 =

(11.3.10)

), and is given by

(11.3.11)

where NQ represents the total number of moles of О initially present. Equation 11.3.11 is
just a statement of Faraday's law and is the basis for any coulometric method of analysis.

There have been numerous applications of controlled-potential coulometry to analy-
sis. Many electrodeposition reactions that are the basis of electrogravimetric determina-
tions can be employed in coulometry as well. However, some electrogravimetric
determinations can be used when the electrode reactions occur with less than 100% cur-
rent efficiency, for example, the plating of tin on a solid electrode. Coulometric determi-
nations can, of course, also be based on electrode reactions in which soluble products or
gases are formed (e.g., reduction of Fe(III) to Fe(II), oxidation of I~ to I2, oxidation of
N2H4 to N2, reduction of aromatic nitro compounds). Many reviews concerned with con-
trolled-potential coulometric analysis have appeared (1, 20-22); some typical applications
are given in Table 11.3.2.

Controlled-potential coulometry is also a useful method for studying the mecha-
nisms of electrode reactions and for determining the n-value for an electrode reaction

TABLE 11.3.2 Typical Controlled-Potential Coulometric Determinations

Substance

Li
Cr
Fe
Zn

Te 2-
Br~
Г
U
Pu
Ascorbic acid

DDT
Aromatic hydrocarbons

(e.g., diphenyl-
anthracene)

Aromatic
nitro-compounds

Working
Electrode

Hg
Pt
Pt
Hg

Hg
Ag on Pt
Pt

Hg
Pt
Pt

Hg
HgorPt

Hg

Supporting
Electrolyte"

0.1MTBAP(CH3CN)
IMH2SO4
1MH 2 SO 4

2MNH3
1 M (NH4)3 Citrate
lMNaOH
0.2MKNO3(MeOH)
1MH 2 SO 4

0.5MH 2 SO 4

IMH2SO4
0.2 Mphthalate buffer,

pH6

O.IMTBAP(DMF)

0.5MLiCl(DMSO)

Control
Potential
(V vs. SCE)

-2.16
+0.50
+0.20
-1.45

-0.60
0.0

+0.70
-0.325
+0.70
+ 1.09

-1.60

Overall
Reaction

Li(I) -> Li(Hg)
Cr(VI) -> Cr(III)
Fe(III) -» Fe(II)
Zn(II) -» Zn(Hg)

Те 2 " -> Те
Ag + Br~ -» AgBr
2 I " - > I 2

U(VI) -> U(IV)
Pu(III) -> Pu(IV)
Oxdn. n = 2

Redn. n = 2
Redn. Ar —> Ar7

Redn. ArNO2 -> ArNO2

T

aWith water as solvent, unless indicated otherwise.
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without prior knowledge of electrode area or diffusion coefficient. (Note that in
voltammetric methods if n is to be determined from the limiting current, D and A usu-
ally must be known.1 To determine n from potential measurements, knowledge about
the reversibility of the reaction is required.) However, because the time scale of coulo-
metric measurements (~ 10-60 min) is at least one or two orders of magnitude longer
than that of voltammetric methods, perturbing homogeneous chemical reactions fol-
lowing the electron transfer, which might not affect the voltammetric measurement,
may be important in coulometry (see Section 12.7). For example, consider the reaction
sequence:

O + e ^ R (11.3.12)

R -> A (slow, t m ~ 2-5 min) (11.3.13)

A + e —> В (A reduced at less negative potentials than O) (11.3.14)

This sequence occurs, for example, in the reduction of o-iodonitrobenzene (O = IPI1NO2)
in liquid ammonia (with 0.1 M KI as supporting electrolyte). A voltammetric experiment
(e.g., cyclic voltammetry at scan rates of 50 to 500 mV/s) shows a one-electron reaction
with formation of the radical anion (R = IPhNO2T), which is stable on this time scale.
However, controlled-potential coulometric reduction shows и-values approaching 2 for
reductions requiring 1-hour durations. In this time, the radical anion loses an I~ to form
the radical (A = 'PhNC^) which is reduced at these potentials (to В = ~:PhNO2); this
then protonates to form nitrobenzene.

11.4 CONTROLLED-CURRENT METHODS

11.4.1 Characteristics of Controlled-Current Electrolysis

The course of a bulk electrolysis under controlled-current conditions can be ascertained
from consideration of 1-Е curves like those in Figure 11.4.1. As long as the applied cur-
rent zapp is less than the limiting current at a given bulk concentration it(t), the electrode
reaction proceeds with 100% current efficiency. As the electrolysis proceeds, the bulk
concentration of O, CQ(0> decreases and Ц{Г) decreases (linearly with time). When

/app = ii(t). At longer times, /app > //(0, and the potential shifts to a new, more negative value,
where an additional electrode reaction can occur; this reaction contributes the additional cur-
rent /app - ii(t). The current efficiency thus drops below 100%. Since the potential is now suf-
ficiently negative to be on the mass-transfer-controlled plateau of the О -> R reduction, the
electrolysis of О occurs as if it were being carried out under controlled-potential conditions.
Thus the current contribution for this reaction decays exponentially, as in (11.3.7) (Figure
11.4.2). If /app is larger than the initial limiting current, the rate of electrolysis of О will be es-
sentially the same as if the reduction were carried out under controlled-potential conditions,
but with much lower current efficiency.2

]An exception is highlighted in Problem 5.19.
2Sometimes a constant-current electrolysis will be somewhat faster than a controlled potential one under
apparently identical conditions, because gas evolution (e.g., hydrogen or oxygen), occurring during the
electrolysis, leads to effective stirring at the electrode surface and produces larger mass-transfer rates
(i.e., a larger mo).
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Background
current

Figure 11.4.1 Current-potential
curves at different times (increasing
from tx to t6) during bulk electrolysis
with an applied constant current, /app.
The electrode potential shifts from
E\ to E6 during the course of the
electrolysis, with the largest shift
occurring (between curves 3 and
4) when i a p p = //.

The selectivity of a constant-current separation is obviously intrinsically poorer than
the corresponding controlled-potential method, since at some time during the electrolysis
the potential must shift into a more negative region where a new electrode reaction occurs
and, for example, a second metal could be deposited. One method of avoiding the inter-
fering reaction would be to use an /app less than 1% of the initial ih so that 99% of the О
would be reduced before the potential shift occurred. This method would lead to a very
prolonged electrolysis. Another method that is sometimes employed involves the use of a
"cathodic depolarizer," a substance that is introduced into the solution to be reduced more
easily (i.e., at less negative potentials) than any interfering substance. For example, con-
sider the reduction of Cu(II) in the presence of Pb(II) (Figure 11.4.3). If NO3" is added to
the solution, it will be reduced preferentially before the Pb(II) reduction occurs, and will
prevent the deposition of lead along with the copper. In this case NO ~̂ is said to play the
role of a cathodic depolarizer. (The term depolarizer implies that the substance fixes the
potential, by its own reduction, at a certain desired value.) Hydrogen ion often also plays
the role of a depolarizer.

Generally, except for the simpler apparatus involved, controlled-current electrolysis
offers no advantages over controlled-potential methods. With the commercial availability
of suitable potentiostats, controlled-current methods are being used less frequently in
analysis and lab-scale preparative electrolysis. For large-scale electrosynthesis or separa-
tions involving very high currents, especially in flow systems where the reactants are

Current to
second process

Figure 11.4.2 Potential and current
efficiency for the electrolysis

Time illustrated in Figure 11.4.1.
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Cu(II)

/

-> Cu(Hg)

/

/ у

/ /pb(II) -> Pb(Hg)

"™7

/ Cathodic depolarizer
/ (e.g., NO3- -* NH4

+ or H+ -* H2)

Figure 11.4.3 Schematic i-E curves
illustrating action of a cathodic
depolarizer in limiting the negative
potential excursion of the working
electrode and preventing codeposition
of lead in the separation of copper.

continually added to the cell and products removed, the simplicity of constant-current
methods is a great advantage. Here some degree of control of the working electrode po-
tential can be obtained by regulation of the rate of solution flow or addition of reactant.
Most industrial electrolytic apparatus (e.g., for the chloralkali process and aluminum pro-
duction) operate under controlled-current conditions (see Problem 11.14).

11.4.2 Coulometric Methods

A constant-current coulometric method is attractive because a stable constant-current
source is easy to construct and the total number of coulombs consumed in an electrolysis
can be calculated readily from the duration of the electrolysis, r, by

г арр т (11.4.2)

However, to use a coulometric method for a determination, the reaction of interest
must proceed with nearly 100% efficiency. To illustrate how this is accomplished in a
constant-current format, consider the coulometric determination of F e 2 + by oxidation
at a platinum electrode to F e 3 + in an H 2SO 4 medium (Figure 11.4.4). If a constant cur-
rent is applied to the Pt anode, then as described in Section 11.4.1, when the ц for F e 2 +

oxidation falls below /a p p, the current efficiency would fall below 100% and part of the
applied current would go to a secondary process (e.g., oxygen evolution). However, if
C e 3 + is added to the solution, when the current efficiency for the direct oxidation of
F e 2 + falls below 100%, the next process to occur is C e 3 + -> C e 4 + + e. The C e 4 + so
produced is capable of oxidizing any F e 2 + remaining in the bulk solution by the fast
reaction

Ce
4 +

Fe2+ Ce
3 +

Ye (11.4.3)

/

/
H2O -^ 1С

+ 2H+ + 2

b/
f
/

)2 /ce3+-

/
F e 2 + ^ F e 3 + + *

^ Ce4 + + ^
Figure 11.4.4 Schematic i-E curves for F e 2 +

in 1 M H2SO4 in the absence (curve a) and in the
presence (curve b) of excess Ce 3 + .
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Thus some F e 2 + is indirectly oxidized to Fe 3 + , and the titration efficiency for the oxi-
dation of Fe 2 +is maintained. This then resembles an ordinary titration of F e 2 + with
Ce 4 + , in that a true equivalence point is reached. For this reason this technique is usu-
ally called a coulometric titration (of F e 2 + with the electrogenerated titrant, Ce 4 + ).
Note that some end-point detection technique (as is also required in an ordinary titra-
tion) must be used to indicate when the oxidation of F e 2 + is complete, since neither the
current nor the potential of the working electrode is a good indicator of the course of
the reaction.

The requirements for the coulometric intermediate or titrant (e.g., Ce 4 +) are that it be
generated with a high current efficiency and that it react rapidly and completely with the
substance being determined (Fe 2 +). In some cases, such as the F e 2 + - C e 4 + titration, the
generation of the intermediate accounts for only part of the total electricity consumed. In
others, such as the coulometric titration of olefins with electrogenerated Br2 (generated by
oxidation of Br~), all of the current goes to the generation of the intermediate, which then
reacts with the substance being titrated, that is,

2Br

Br Br

(11.4.4)

(11.4.5)

A block diagram of the apparatus used in coulometric titrations is shown in Figure
11.4.5. The cell is composed of a working electrode and an auxiliary electrode in separate
compartments. End-point detection is often made by an electrometric method (Section
11.5); hence indicator electrodes suited to the particular end-point detection technique are
also located within the cell. The constant-current source can be simply a high-voltage
(e.g., 400 V) power supply and a resistor. This will produce essentially a constant current
as long as the reversible cell potential and cell resistance are small compared to the ap-
plied voltage and circuit resistance. Electronic constant-current sources (amperostats or
galvanostats) based on operational amplifier circuitry are also frequently used (see Sec-
tion 15.5). Whenever current is switched to the cell, a timer is actuated, so that the total
electrolysis time can be recorded. Typically the applied current is in the range of 10 /JLA to
200 mA and titration times are 10 to 100 s.

The solution conditions and the end-point detection system are usually chosen
based on the same criteria used for an ordinary titration (e.g., fast, definite, single, com-
plete titration reaction and sensitive end-point detection). The current density range for

Constant
current
source

( %

Jo

о
Clock

Counter
electrode

' Separator

ч Detector
electrodes

Generating
electrode

Figure 11.4.5 Apparatus for
coulometric titrations.
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generation of the titrant can be determined by taking i-E curves of the supporting elec-
trolyte system with and without the titrant precursor species (A) present (23, 24) (Fig-
ure 11.4.6). The current efficiency for the generation of titrant (B) can be estimated by
the equation

Current efficiency = 100Г
T+ S

(11.4.6)

(assuming the process A ± ne —» В does not affect the background electrolysis process).
A plot of current efficiency as a function of current density can be prepared and, from
this, the optimum region for titrant generation can be established. The current to be used
is selected by consideration of the amount of substance to be determined and a convenient
electrolysis time. Then an electrode area is calculated to give the needed current density.
For example, the determination of 0.1 ^equiv of a substance requires ~10 4 ^tC, or a cur-
rent of 100 fiA for 100 s. Thus, if the optimum generation current density is 1 mA cm~2,
a generating electrode area of 0.1 cm2 would be used.

Coulometric titrations can be applied to a number of different types of determina-
tions, including acid-base, precipitation, complexation, and redox titrations. Some typical
examples are given in Table 11.4.1; detailed descriptions of the scope and nature of
coulometric titrations are given in references 20 and 25-27.

Coulometric titrations offer a number of advantages over conventional titrations with
standard solutions: (a) Very small amounts of substances can be determined without the
use of ultramicrovolumetric techniques. For example, a titration with /app = 10 fiA and
t = 100 s is quite easy and corresponds to about 10~8 mol (n = 1), or only a few micro-
grams, of titratable material. Indeed, with growing interest in nanometer scale chemistry,
there should be greater interest in delivery of chemical reagents electrochemically (28).
Note that a current of 1 pA represents, for an n = 1 reaction, a flux of 10~17 mol/s. (b)
Standard solutions need not be prepared or stored. Standardizations using primary stan-
dards are not necessary, (c) Substances that are unstable or inconvenient to use because of
volatility or reactivity can be employed as titrants, for example, Br2, Cl2, Ti 3 + , Sn2 +,
Cr 2 + , Ag2+, and Karl Fischer reagent, (d) The titrations are easily automated, since it is
easier to control an electric current and monitor time than it is to control a buret valve and
record volume, (e) They can be performed remotely (e.g., in the analysis of radioactive
materials) and under an inert atmosphere more easily, (f) Dilution effects do not occur
during the titration, making end-point location simpler.

Supporting
electrolyte + A

Supporting
electrolyte

Current density (mA cm 2)

(«) (b)

Figure 11.4.6 (a) Use of i-E curves for estimating current efficiency at given potential and
current density, (b) Typical plot of current efficiency as a function of current density for an
electrogenerated titrant.
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TABLE 11.4.1 Typical Electrogenerated Titrants
and Substances Determined by Coulometric Titration

Electrogenerated
Titrant

Bromine

Iodine

Chlorine

Cerium(IV)

Manganese(III)

Silver(II)

Iron(II)

Titanium(III)

Tin(II)

Copper(I)

Uranium(V),(IV)

Chromium(II)

Silver(I)

Mercury (I)

EDTA

Cyanide

Hydroxide ion

Hydrogen ion

Generating Electrode
and Solution

Pt/NaBr

Pt/KI

Pt/NaCl

Pt/Ce2(SO4)3

Pt/MnSO4

Pt/AgNO3

Pt/Fe2(SO4)3

Pt/TiCl4

Au/SnBr4(NaBr)

Pt/Cu(II)(HCl)

Pt/UO2SO4

Hg/CrCl3(CaCl2)

Typical Substances
Determined

Oxidants

As(III), U(IV), NH3, olefins, phenols, SO2, H2S,
Fe(II)

H2S, SO2, As(III), water (Karl Fischer), Sb(III)

As (III), Fe(II), various organics

U(IV), Fe(II), Ti(III), Г

Fe(II), H2O2, Sb(III)

Ce(III), V(IV), H 2C 2O 4

Reductants

Mn(III), Cr(VI), V(V), Ce(IV), U(VI), Mo(VI)

Fe(III), V(V,VI), U(VI), Re(VIII), Ru(IV), Mo(VI)

I2, Br2, Pt(IV), Se(IV)

Fe(III), Ir(IV), Au(III), Cr(VI), IO3~

Cr(VI), Fe(III)

O2,Cu(II)

Precipitation and Complexation Agents

Ag/HC104

Hg/NaC104

Hg/HgNH3Y
2-fl

Pt/Ag(CN)2~

Pt(-)Na 2 SO 4

Pt(+)/Na2SO4

Halide ions, S , mercaptans

Halide ions, xanthate

Metal ions

Ni(II), Au(inj), Ag(I)

Acids and Bases

Acids, CO2

Bases, CO^",NH 3

aY4 is ethylenediamine-tetra-acetate anion.

Another broad field of applications involves continuous coulometric titrators which

are employed in process stream analyzers. In these the generating current is continuously

adjusted to maintain a small excess of electrogenerated titrant to react with material in the

incoming liquid or gaseous sample stream. The level of generating current is a measure of

the instantaneous concentration of the titrated substance (29, 30). Coulometric titration

methods have also been used in chromatographic detectors and for determination of ho-

mogeneous reaction rates (31).

• 11.5 ELECTROMETRIC END-POINT DETECTION (32-37)

11.5.1 Classification

Electrometric methods are employed to detect the end points of conventional titrations, as

well as those of the coulometric titrations described in Section 11.4. These detection

methods typically involve two small electrodes in an indicator circuit that is electrically

separate from the generating circuit that would be present for a coulometric titration. All

electrometric methods are based on measurements of either the potential difference be-

tween the two electrodes in the indicator circuit (potentiometric methods) or the current

passing in that circuit (amperometric methods). Further classification is based on the
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nature of the two electrodes. One of them may be nonpolarizable (i.e., a reference elec-
trode), or both electrodes may be polarizable. Thus for potentiometric methods one has:
(a) / = 0, one nonpolarizable electrode (ordinary potentiometry); (b) constant applied
current, one polarizable electrode ("one-electrode potentiometry"); (c) constant applied
current, two polarizable electrodes ("two-electrode potentiometry"). Similarly for am-
perometric methods we can define (a) constant applied voltage, one polarizable elec-
trode ("one-electrode amperometry"); (b) constant applied voltage, two polarizable
electrodes ("two-electrode amperometry"). The polarizable, or indicator, electrode can
be any steady-state voltammetric electrode, for example, a DME, a platinum microelec-
trode in stirred solution, an RDE, and so on. The reference electrode is usually a facile
one, such as an SCE with a low-resistance junction, so that with the usual small currents
employed, iR drops are small and two-electrode systems can be employed. (Three-elec-
trode potentiometric and amperometric systems are possible, but they are rarely used).
The shapes and characteristics of the titration curves (E or / vs. fraction titrated, /) de-
pend on the i-E curves for the indicator electrode(s) at different points during the titra-
tion. These depend on the composition of the solution at a given value of/and on the
reversibility of the different couples in the solution.

11.5.2 Current-Potential Curves During Titration

Consider the titration of F e 2 + with Ce 4 + by the reaction

F e 2 + + Ce 4 + -» F e 3 + + Ce 3 + (11.5.1)

Assume that this is the typical manual titration of a solution initially containing F e 2 +

with added titrant C e 4 + . For simplicity, we will neglect dilution effects and assume
both the F e 3 + / F e 2 + and Ce 4 + /Ce 3 + couples behave nearly reversibly at a platinum
microelectrode. Schematic i-E curves obtained at different values of / (where / = moles
C e 4 + added/moles F e 2 + initially present) are shown in Figure 11.5.1. Initially ( / = 0),
the cell contains only F e 2 + , and only the anodic wave for F e 2 + oxidation is ob-
served. During the titration (0 < / < 1) the solution contains F e 2 + , F e 3 + , and C e 3 + ,
while after the equivalence point (/ > 1) the solution contains F e 3 + , C e 3 + , and
C e 4 + . The titration curves for the different potentiometric and amperometric meth-
ods can be derived from these i-E curves. These are discussed in more detail in the
first edition.3 We describe here representative examples of the more widely used
end-point methods.

11.5.3 Potentiometric Methods

One-electrode potentiometry involves the measurement of the potential of an indicator
electrode with respect to a reference (nonpolarizable) electrode either at open circuit or
with a small anodic or cathodic current applied to the indicator electrode. These three pos-
sibilities are shown in Figure 11.5.2 for the F e 2 + - C e 4 + titration, and the resulting titration
curves are shown in Figure 11.5.3. The / = 0 curve, (a), is the usual potentiometric titra-
tion curve, showing the equilibrium potential of the solution (Ещ) as a function off. When
a small anodic current is impressed on the indicator electrode, the measured potential at a
given /will be somewhat more positive than Eeq [curve (c)]. When a small cathodic cur-

3First edition, Section 10.5.
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Figure 11.5.1 Idealized current-potential curves at a platinum electrode during titration of Fe 2 +

with Ce 4 + at different fractions,/, of Fe 2 + titrated. (a)f= 0; only an anodic wave for Fe 2 + —» Fe 3 + is
observed, (b), (с) О < / < 1; the solution contains Fe 2 + , Fe 3 + , and Ce 3 + . A composite wave for Fe 3 + ,
Fe 2 + couple, as well as an anodic wave for Ce 3 + —» Ce 4 + + e, are observed. (d)f= 1; the solution
contains Fe 3 + and Ce 3 + . There is a cathodic wave for Fe 3 + + e —» Fe 2 + and an anodic wave for
oxidation of cerous. (e)f> 1; the solution contains Fe 3 + , Ce 3 +, and Ce 4 + . A composite wave for
the Ce 4 + , Ce 3 + couple and a cathodic wave for ferric ion are observed. The curves drawn are
representative of those obtained for a steady-state voltammetric technique, for example, an RDE or a
microelectrode in stirred solution. [Adapted from J. J. Lingane, "Electroanalytical Chemistry," 2nd
ed., Wiley-Interscience, New York, 1958.]

rent is applied, the potential will be more negative than Eeq [curve (/?)]. If the applied cur-
rents are small, the break in the E vs. f titration curve with applied current will only be
slightly displaced from that of the Eeq vs. f curve. The advantage of potentiometric end-
point detection methods with applied current (or polarized electrodes) is that a steady
potential is sometimes attained more rapidly under these conditions compared to measure-
ments at open circuit. This is particularly true in titrations involving couples that show ir-
reversible behavior. In these cases, the shapes of the titration curves will be somewhat
different from those depicted for reversible reactions. They are left as an exercise for the
reader (see Problem 11.3).

In two-electrode potentiometry the titration curve can be derived by considering that
the small constant current applied between two polarizable electrode must be the same at
the anode and cathode. The result is a curve of E vs./that shows a peak at the equivalence
point.

11.5,4 Amperometric Methods

One-electrode amperometry involves maintaining the potential of the indicator elec-
trode at a constant value with respect to a reference electrode and determining the cur-
rent as a function of/. Consider again the Ce -Fe titration, this time, however,
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I Cathodic

I Anodic

H + + e - » l H 2

Figure 11.5.2 Current-potential
curves at a platinum electrode during
titration of F e 2 + with Ce 4 + at different
fractions titrated,/, illustrating the
potential attained by this indicator
electrode (vs. SCE) at (a) zero current
(•); (b) small applied cathodic

/> 1 current, ic (A); (c) small applied
anodic current, /a (•). (The
magnitudes of the actual applied
currents used in a titration would be
much smaller than those shown here,
which are exaggerated for clarity.)

(a)

(b)

Figure 11.5.3 Potentiometric titration curves for a platinum indicator electrode vs. SCE (reference)
with impressed current of: Curve a, 0. Curve b, ic. Curve с, /а. Points on curves correspond to those in
Figure 11.5.2. The corresponding circuits for these end-point detection methods are illustrated in (a) to
(c). The meter, E, is assumed to have a high input impedance, and the voltage source/resistor
combination is chosen so that the applied currents are essentially constant.
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with the potential of the indicator electrode maintained at a value on the plateau of the
i-E curve for Fe2+ oxidation {Ex in Figure 11.5.4). The current during the titration is
shown in Figure 11.5.5. In this titration, the current changes from anodic to cathodic at
/ = 1. Note that for this titration, holding the potential of the indicator electrode in the
region of E\ is the only way of obtaining an informative titration curve.4 If the indica-
tor electrode is held at other potentials, a useful titration curve usually would not
result.

Several different types of amperometric titration curves are possible. For example,
one can titrate a metal ion that shows a voltammetric wave (e.g., Pb2+) with a titrant that
causes its precipitation (e.g., G^Oy"). If the potential is held at the plateau of the voltam-
metric wave, the current will decrease during the titration and remain at the residual cur-
rent level f o r /> 1.

Two-electrode amperometry involves the use of two indicator electrodes with a small
constant potential impressed between them. Since they are in the same current loop, the
anodic current in one will be equal in magnitude to the cathodic current in the other. The

I Cathodic

Y Anodic

Figure 11.5.4 Current-potential
curves at a platinum electrode
during titration of Fe2+ with
Ce4+ at different fractions
titrated,/, illustrating the currents
attained {a) for an indicator
electrode at potential E\ ( • ) ;
(b) when a constant potential
difference AE is impressed across
two identical indicator electrodes
(A).

4Unless the mass-transfer coefficients for the various species (e.g., Fe2+ and Fe3+ vs. Ce3+ and Ce4+) are quite
different (see Problem 11.9).
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Figure 11.5.5 One-electrode
amperometric titration curve (dilution
neglected) for titration of F e 2 + with
Ce 4 + with the platinum indicator
electrode held at E\ in Figure 11.5.4.

potential of each will thus shift during a titration to maintain the condition ic = |/a|. For
example, for the F e 2 + - C e 4 + titration with two platinum electrodes held at a potential dif-
ference, AE (—50 mV) (Figure 11.5.4), the titration curve that results is shown in Figure
11.5.6.

The shape of the two-electrode amperometric titration curve depends strongly on
the reversibility of the electrode reactions of the titrant and titrate systems. For exam-
ple, if the titrate involves reversible electrode reactions (e.g., Î "/I~~) and the titrant elec-
trode reactions are irreversible (e.g., S2O3~/S4O6~), the current in the titration is
similar to that in Figure 11.5.6, except that it remains at the residual current level for

/ > 1. These titration curves are sometimes said to involve "dead-stop" end points,
since the current falls essentially to zero at the end point and remains there. This type of
end-point detection was applied in some of the earliest amperometric methods; in fact,
it was discovered and used before the theoretical basis for these titrations was estab-
lished. We leave it to the reader to work out the titration curves (potentiometric and am-
perometric) that result for other different cases involving reversible and irreversible
couples as titrants and titrates.

The amperometric titration curves for coulometric titrations have somewhat different
shapes than the ones for the manual titrations described, because usually one form of the
couple exists in large excess. For example, in the titration of F e 2 + with electrogenerated
Ce 4 + , Ce 3 + will be present from the start at a concentration that is large compared to that
of the Fe 2 + . Titrations for multicomponent systems can be treated in a similar manner. In
all cases the curves can be derived by consideration of the 1-Е curves that arise during the
titration.

0.5 1.0

Figure 11.5.6 Two-electrode
amperometric titration of Fe 2 +

with C e 4 + with a constant
potential difference, AE,
impressed between two platinum
indicator electrodes (see Figure
11.5.4).
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11.6 FLOW ELECTROLYSIS

11.6.1 Introduction

An alternative method of bulk electrolysis involves flowing the solution to be elec-
trolyzed continuously through a porous working electrode (38) of large surface area.
Flow electrolytic methods can result in high efficiencies and rapid conversions and
are especially convenient where large amounts of solution are to be treated. Flow
methods are of use in industrial situations (e.g., removal of metals such as copper
from waste streams) and have been broadly applied to electrosynthesis, separations,
and analysis.

The flow electrolysis cell (Figure 11.6.1) contains a working electrode of large sur-
face area, composed, for example, of screens of fine mesh metal or beds of conductive
material (e.g., graphite or glassy carbon grains, metal shot, or powder). If a divided cell is
not necessary, as in metal deposition, the counter electrode can be interleaved with the
working electrode and insulated from it with simple separators. Divided cells require
more complex structures (including separators such as porous glass, ceramics, or ion-
exchange membranes) and careful placement of the counter and reference electrodes to
minimize iR drops. The cells are designed to show high conversions with a minimum
length of electrode and maximum flow velocities.

11.6.2 Mathematical Treatment (39)

Consider a flow-through porous electrode of length L (cm) and cross-sectional area A
(cm2) immersed in a stream of volumetric flow rate v (cm3/s) (Figure 11.6.2). The linear
flow velocity of the stream, U (cm/s), is given by

U = j (11.6.1)

The reaction being carried out at the electrode, О + ne —> R, is assumed to occur with
100% current efficiency. The inlet concentration of О is Q)(in), and C^(in) is assumed
to be zero. At the outlet, the concentrations are Co(out) and CR(out). The overall con-
version of О to R in passage through the electrode is ilnF (mol/s) or i/nFv (mol/cm3).
If R is the fraction of О converted (R = 0, no conversion; R = 1, 100% conversion),
then

Co(out) = C0(in)(l - R) (11.6.2)

CR(out) = C 0 (in)# (11.6.3)

Co(out) = Co(in) - ^ (11.6.4)

We desire an expression for the dependence of the current on flow velocity and
electrode parameters. The total internal area of the electrode, which encompasses
the sum of the areas of all of the pores, is a (cm2), and the total electrode volume is
LA (cm3). Porous electrodes are frequently characterized by their specific area, s,
given by

s (cm"1) = a (cm2)/LA (cm3) (11.6.6)
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Figure 11.6.1 Flow electrolytic cells. Left: Cell utilizing glassy carbon granule working electrode
(k), silver auxiliary electrode (g), Ag/AgCl reference electrode (o, i) with porous glass separator
(h). Other components are (a, c) lead for working electrode; (b) lead to auxiliary electrode; (d)
solution outlet; (e) solution inlet; (f) glass or plastic tube; (j, p) porous carbon tube; (1) saturated
KCl solution; (m) silicone rubber. [Reprinted with permission from T. Fujinaga and S. Kihara, CRC
Crit. Rev. Anal Chem., 6, 223 (1977). Copyright, CRC Press, Inc., Boca Raton, FL.] Right: Cell
with Reticulated Vitreous Carbon (RVC®), a conductive foam-type material available in several
porosities. (1) (a) RVC cylinder, (b) heat-shrink tubing, (c) graphite rod sidearm, (d) glass tube,
(e) glass and epoxy support. (2) Schematic diagram of complete apparatus, (a) Solution reservoir,
(b) pump, (c) RVC electrode, (d) platinum electrode, (e) SCE reference electrode, (f) downstream
reservoir, (g) runover collector, (h) potentiostat, (i) recorder, (j) digital voltmeter. [Reprinted with
permission from A. N. Strohl and D. J. Curran, Anal Chem., 51, 353 (1979). Copyright 1979,
American Chemical Society.]
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Figure 11.6e2 Schematic diagram of the working electrode of a flow electrolysis cell.

(see example, Figure 11.6.3). The concentration of О decreases continuously with distance
from the front face of the electrode (x = 0), and the local current density at a given location,
j(x), varies with x. The net conversion in a slab of thickness dx is j(x)sA dx/nF (mol/s), where
under mass-transfer-controlled, limiting-current conditions (see Section 1.4.2),

(11.6.7)= nFmoCo(x)

The variation in concentration at x is then

-dC0(x)(m6Ucm>) =

Combining (11.6.7) and (11.6.8) then yields

dCo(x) _ moCo(x)sA

3 _ j{x)sA dx

nFv

dx

Co(x)

-mosA C*
— —r, dx

J о

Co(x) = C0(in) exp
-mnsA

V

j(x) = nFniQCo^m) exp|

The total current in the electrode is then

fL

i = J(X)SA dx = nFmoCo(m)sA

—mosA

/.4^*
i = nFC0(in)v\ 1 - exp

This can be combined with (11.6.5) to yield (39a)

(11.6.8)

(11.6.9)

(11.6.10)

(11.6.11)

(11.6.12)

(11.6.13)

(11.6.14)

(11.6.15)

The mass-transfer coefficient MQ is a function of flow velocity, U, and is sometimes given as

mo = bUa (11.6.16)
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0.008 cm 0.008 cm

v = 1 cm3/sec

1 cm

^ • А С Г П -

Figure 11.6.3 Ideal porous electrode illustrating calculation of the specific area, s, and porosity,
г. Consider the electrode as a cube 1 X 1 X 1 (cm), containing straight pores, each 0.008 cm in
diameter, spaced at centers 0.016 cm apart. The total number of pores, N, on a 1-cm2 face is —3900;
the internal area of each pore is 2тг rL = тг(0.008 cm)(l cm) = 0.025 cm2; the total internal electrode
area is a = (3900)(0.025 cm2) = 98 cm2; the total electrode volume is 1 cm3; the specific area is
s = 98 cm2/l cm3 = 98 cm" 1; the facial area of each pore is тгг2 = 5.0 X 10~5 cm2; the total open
area on face is ap = (3900)(5.0 X 10~5 cm2) = 0.2 cm2; the porosity is г = 0.2 cm2/l cm2 = 0.2. If
the volumetric flow rate is v = 1 cmVs, the linear flow velocity is U = 1 cm3/s /1 cm2 = 1 cm/s, and
the interstitial velocity is W = 1 cm/s /0.2 = 5 cm/s.

where b is a proportionality factor and a is a constant (frequently having values between
0.33 and 0.5 for laminar flow and increasing up to nearly 1 for turbulent flow). With this
equation and (11.6.1), equations 11.6.14 and 11.6.15 take the forms

i = nFAUCo(in)[l -

R=l- Gxp(-

lsL)] (11.6.17)

(11.6.18)

Thus the conversion efficiency, R, increases with decreasing flow velocity and increasing
specific area and length of electrode. From (11.6.11) it can be seen that the concentration
of О varies exponentially with distance along the electrode with

Co(out) = Co(in) exp
—mosAL\

)
(11.6.19)

The local current density, j(x), is highest at the front face of the electrode and decreases
exponentially with x.

These equations can also be cast in a form comparable with those for batch bulk elec-
trolysis. If the total front-surface, open area of the pores is ap, then the porosity, is defined
as (see Figure 11.6.3)

8 = -^ (11.6.20)

The linear flow velocity, which is U in the liquid stream, increases upon entering the elec-
trode to an interstitial velocity, W, given by

As
(11.6.21)

A volume element of solution moves down a pore at this velocity and, if it entered the
electrode at time t = 0, then at time t it will be a distance x, given by

x= Wt =
Ut (11.6.22)
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This allows the equations to be formulated in terms of time, so that substitution of
(11.6.22) into (11.6.11) yields

I— mr\S \
( A (n.6.23)

This equation is of the same form as that for a batch electrolysis, (11.3.6), with niQs/s = p
(compared to WQA/У = p). Thus, the cell factor, p, increases with increasing mass-trans-
fer rate, increasing specific area, and decreasing porosity. The length of porous electrode
required for a given conversion R can be obtained from (11.6.15):

The time for an element of solution to transit the electrode, r, sometimes called the
residence time is derived from (11.6.22) and (11.6.24) as

т = ^ = / Г 1 1 п ( 1 -R) (11.6.25)

An alternative simplified approach to the efficiency of electrolysis in a porous elec-
trode (40) is based on the time t' required for О in the center of a pore of radius r to dif-
fuse to the wall:

* ' ~ о 7 Г (1L6.26)

The time required to move through the electrode down a pore of length L is given by [see
(11.6.21) and (11.6.22)]

La
t = -^ (11.6.27)

If this time is greater than or equal to t\ a high conversion (R ~ 1) will be attained. From
(11.6.26) and (11.6.27), we find that the flow velocity required for high conversion must
satisfy the expression:

2aLDo
v< \ (11.6.28)

For example, for a porous silver electrode with A = 0.2 cm2, s = 0.5, L = 50 /xm, r = 2.5
/ил, Do = 5 X 10~6 cm2/s, av = sA = 0.1 cm2, the maximum flow velocity for R ~ 1 is
0.1 cm3/s, with a residence time in the electrode of ~5 ms.

The simple treatment given here can be employed to find general conditions of an ef-
ficient flow electrolysis involving limiting current conditions. However, we have ne-
glected (a) resistive drops in the electrode and in the solution in the pores, (b) kinetic
limitations to the electron-transfer reaction, and (c) the possibility of a current efficiency
less than unity. Treatments taking these other effects into account are available (41-43);
they usually result in equations requiring numerical solution.

Flow cells operating at R = 1 are convenient for the continuous analysis of liquid
streams, since the measured current is directly proportional to the concentration of the
substance undergoing electrolysis, that is, from (11.6.5), C0(in) = ilnFv. Since this is
actually a continuous coulometric analysis, such an analytical method is absolute and
does not require calibration or knowledge of mass-transfer parameters, electrode area,
etc. (44).
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A chromatographic method based on flow electrolysis has also been described (45).
Here, as in elution chromatography methods, a sample containing metal ions is introduced
into a stream of flowing electrolyte solution with the potential of the porous working
electrode maintained constant. Deposition of a metal ion on the column results in a
current-time trace that allows determination of the amount of metal ion. Electrolytic
chromatographic methods, where a gradient in potential is maintained along the length of
the porous working electrode, are also available.

11.6.3 Diml-EIectrode Flow Cells

Flow cells that incorporate two working electrodes in the flow channel have also been
described (Figure 11.6.4a). These can be considered as the flow coulometric equiva-
lent of the rotating ring-disk electrode, where convective flow carries material from
the first working electrode to the second. This strategy has been used in the coulomet-
ric analysis of plutonium, where the two working electrodes were large beds of glassy
carbon particles, with the first electrode used to adjust the oxidation state of the pluto-
nium to a single known level [Pu(IV)] and the second used for the coulometric analy-
sis [Pu(IV) + e —» Pu(III)] (45). This type of system can also be used to analyze for
the products produced at the first electrode (the generator electrode), by electrolysis at
the second (the collector electrode). The most obvious case involves reversal electrol-
ysis, such as with О + ne —> R taking place at the generator and R —> О + пе occur-
ring at the collector.

In this application, thin, but efficient, working electrodes separated by a small
gap, g, are desired. A system (Figure 11.6.4 b) involving porous silver disk working
electrodes (50-jmm average pore diameter) separated by a gap of 200 jiim with porous
Teflon material has been described (40). In this mode of operation, each working elec-
trode is provided with its own auxiliary and reference electrode (so that this constitutes
a six-electrode cell), and two separate potential control circuits must be used. The
characteristics of these working electrodes are those given immediately after (11.6.28),
and the estimated maximum flow velocity for good conversion (~0.1 cm3/s) was ap-
proximately confirmed experimentally by carrying out the reduction of Fe(III) to
Fe(II) in an oxalate medium on one working electrode and noting where the current
began to deviate from that predicted by (11.6.5) with R = 1. At this flow rate the transit
time across the gap is about 40 ms and high collection efficiencies (i.e., /Coiiector̂ generator)
were found even for flow rates where R < 1. The authors suggested that such a system
might be useful for studying homogeneous reactions coupled to the electron-transfer
reaction. For example, if the product of the reaction at the generator electrode (R) de-
composes (e.g., R —> A), then not only will the collector current for the oxidation of R
be smaller, but also product A will appear in the effluent and can be determined there
by any of a number of analytical methods. Application of this cell to a study of the iso-
merization of the radical anion of diethylmaleate in A^A^dimethylformamide solution
was reported.

11.6.4 Electrochemical Detectors for Liquid Chromatography

An important application of flow cells is their use as detectors in liquid chromatography
(LC), capillary zone electrophoresis (CZE), and flow injection (FI) methods (46-50).
Such cells may be coulometric ones, where all of the material flowing into the cell is elec-
trolyzed, but more frequently they are amperometric or voltammetric cells, sometimes uti-
lizing UMEs as described in Section 9.7.
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Figure 11.6.4 (a) Schematic representation of a dual-electrode flow cell, (b) Actual complete
dual-electrode flow cell assembly. Solution flows by gravity from upper reservoir. For greater
clarity, the "O-ring joint" portion of the cell with the dual working electrodes is shown in exploded
form. A close-up view of this portion with the porous silver electrodes is shown in (c). [From J. V.
Kenkel and A. J. Bard, J. Electroanal. Chem., 54, 47 (1974), with permission.]

Many different cell geometries and flow arrangements have been used in the design
of LC detectors. The general requirements are (51): well-defined hydrodynamics, low
dead volume, high mass-transfer rate, high signal/noise, robust design, and reproducible
working and reference electrode responses. An important factor is the nature of the solu-
tion flow with respect to the electrode. Several typical arrangements are shown in Figure
11.6.5. The solution of the hydrodynamic equations that govern the cell currents follows
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Inlet Outlet to ref electrode

\ Counter |

Inlet I

electrode

Working electrode Working electrode

A. Thin layer cell B. Wall jet cell

Electrode

(a) (b)

Figure 11.6.5 Typical cell arrangements and electrode geometries for electrochemical flow cells.
Top: (A) Thin-layer cell. (B) Wall-jet cell. Bottom: Various electrode geometries: (a) tubular
electrode; (b) planar electrode with parallel flow; (c) planar electrode with perpendicular flow;
(d) wall-jet electrode. [Reprinted from H. Gunasingham and B. Fleet, Electroanal. Chem.,
16, 89 (1989), by courtesy of Marcel Dekker, Inc.]

the methodology discussed in Chapter 9 (51, 52), and the general equations for the mass-

transfer-limited currents for different cell geometries are given in Table 11.6.1.

A large number of particular cell designs and electrode materials have been pro-

posed (46). Two thin-layer cell arrangements are shown in Figure 11.6.6. Electrode ma-

terials are frequently different forms of carbon (e.g., carbon paste or glassy carbon), or

Pt, Au, or Hg, although other metals, such as Cu, Ni, and Pb find application for particu-

lar analyses (e.g., amino acids, carbohydrates). Within the basic thin-layer design format,

one has different choices as to the placement of the reference and auxiliary electrodes

(Figure 11.6.7).

TABLE 11.6.1 Limiting Currents for Different Cell Geometries"

Electrode Geometry Limiting Current Equation

Tubular

Planar, parallel flow in channel

Planar, perpendicular flow

Wall jet

,2/3T,l/3i = l.6\nFC(DAIr)lliv

i = l.41nFC(DA/b)2/3vl/3

i = 0.903nFCD2/3v-l/6A3/4Um

i = 0.898nFCZ)2/V5/1V1/2A3/V/4

"Adapted from J. M. Elbicki, D. M. Morgan, and S. G. Weber, Anal. Chem., 56, 978

(1984). See Figure 11.6.5 for illustration of types.
ba = diameter of jet inlet, A = electrode area, b = channel height, С = concentration,

D = diffusion coefficient, v = kinematic viscosity, r — radius of tubular electrode,

v = average volume flow rate (cm3/s), U = flow velocity (cm/s).
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Figure 11.6.6 Thin-layer
LC detector cells. Left: Cell
with auxiliary and reference
electrodes in thin-layer
portion downstream from
working electrode.
[Reprinted from J. A. Wise,
W. R. Heineman and P. T.
Kissinger, Anal. Chim.
Acta, 111, 1 (1985), with
permission from Elsevier
Science.] Right Cell with
facing working and
auxiliary electrodes and
reference electrode
downstream in flow
channel. [Courtesy of
Bioanalytical Systems, Inc.]

The design in Figure 11.6.7A is the simplest, but produces a nonuniform current
distribution across the electrode surface and high uncompensated resistive drop to the
reference electrode. The design in Figure 11.6.75 produces a uniform current density,
but still shows uncompensated resistive drop. In this arrangement, potentially interfer-
ing products could be formed at the auxiliary electrode and react at the detector work-
ing electrode to produce an unwanted current. However, such interference will not
occur if the flow velocity is sufficiently high to carry the detected electroactive species
through the cell in a short time compared to the time needed for the working electrode-
generated product to diffuse across the cell (perpendicular to the solution flow direc-
tion). At the expense of greater complexity in cell design and maintenance, a separator
membrane can be added between the two parallel electrodes, as shown in Figure

(A)

W'

PARALLEL PLATE FLOW CELLS

(C)

W
(B)

A, R

W'
(D)

Figure 11.6.7 Different geometries
for thin-layer electrochemical
detector cells involving different
placements of the working (W),
auxiliary (A) and reference (R)
electrodes. [Reprinted from S. M.
Lunte, C. E. Lunte, and P. T.
Kissinger, in "Laboratory Techniques
in Electroanalytical Chemistry,"
2nd ed., P. T. Kissinger and W. R.
Heineman, Eds., Marcel Dekker,
New York, 1996, by courtesy of
Marcel Dekker, Inc.]
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11.6.7C. In principle the reference electrode can be placed nearer the working elec-
trode, as shown in Figures 11.6.7D and E, but this is difficult with conventional refer-
ence electrodes.

The simplest electrochemical technique for use in LC cells is amperometry,
where the working electrode potential is fixed at a value where the compounds of in-
terest are oxidized or reduced, and they are detected by the current flow as they pass
from the chromatographic column to the cell (Figure 11.6.8). A key issue is sensitiv-
ity, which is related to the current produced by the electroactive eluent compared to
the background current at the electrode from impurities and solvent processes. A de-
tection limit at about the 0.1 pmol level can be achieved for oxidizable substances.
Higher detection limits, at the 1 pmol level, are found with reducible substances be-
cause of higher background currents from oxygen reduction and other processes. Am-
plification of the response is possible when the cell configuration is that in Figure
1 \.6.1B and the redox couple is reversible. In this case, the detector behaves as a thin-
layer cell (Section 11.7), and the reaction at electrode A (e.g., О + e —» R) is just the
reverse of that at W (e.g., R — e —» O). Many more electrons are passed per molecule
of R in this redox cycling than for detection at a single electrode. The efficiency
of the cycling depends upon the flow rate and the spacing between electrodes A and
W (53).

Greater selectivity and better information for qualitative identification can be ob-
tained with the detector electrode operated in the voltammetric mode, where its potential
is scanned over a given potential window during elution. However, the detection limits

I
I
Ю

g

1 nA

Ui
4 min.

Figure 11.6.8 Liquid
chromatographic separation of
tryptophan and tyrosine metabolites
using amperometric detection with a
glassy carbon working electrode at 0.65
V vs. Ag/AgCl in a thin-layer cell. NE,
norepinephrine; EPI, epinephrine;
DOPAC, 3,4-hydroxyphenylacetic
acid; DA, dopamine; 5-HIAA,
5-hydroxyindole-3-acetic acid; HVA,
homovanillic acid; 5-HT, serotonin
(5-hydroxytryptamine). [From T. Huang
and P. T. Kissinger, Curr. Separations,
14, 114 (1996), with permission.]
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are much higher in the voltammetric mode because of the large background current,
which arises partly from double-layer charging, but also very significantly from slow
faradaic processes associated with adaptation of the electrode surface to a changing poten-
tial. [See the related footnote in Section 7.3.2(d)]. The situation can be improved by use of
square wave or staircase voltammetric approaches, but the best sensitivity is always asso-
ciated with an electrode operating at a fixed potential in a mobile phase of unchanging
composition.

An alternative approach is to utilize cells with dual working electrodes maintained at
different potentials (53), monitoring the current at each simultaneously (Figure 11.6.9). If
the electrodes are placed side-by-side, perpendicular to the solution flow (parallel
arrangement), each is exposed to the same sample components, with one used to establish
a background current level and the other to detect the species of interest. The electrode
can also be arranged along the direction of solution flow, in a manner similar to the cells
in Section 11.6.3 (series arrangement). In this case the downstream working electrode
monitors (collects) products from the upstream one. This can be used to improve selectiv-
ity by detecting products that show better separations in potential than the original eluted
compounds. It can also discriminate between compounds that produce electroactive prod-
ucts from those that do not.

An important problem with such flow cells is electrode fouling with continued use.
Although the LC column is effective in removing some impurities that can foul the elec-
trode surface, sometimes the electrode reaction itself, such as in the oxidation of phenols,
will form insulating layers on the electrode surface. In such a case it is frequently neces-

Outlet

Locking
collar

Inlet

Auxiliary
electrode

Working electrode

Parallel Series

Figure 11.6.9 Cell with
dual working electrodes and
cross-flow design [Reprinted
from S. M. Lunte, С. Е.
Lunte, and P. T. Kissinger, in
"Laboratory Techniques in
Electroanalytical Chemistry,"
2nd ed., P. T. Kissinger and
W. R. Heineman, Eds.,
Marcel Dekker, New York,
1996, by courtesy of Marcel
Dekker, Inc.]
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sary to clean the electrodes by cycling the potential between anodic and cathodic limits or
to use other types of potential programs to obtain reproducible behavior. Such cycling can
oxidize and desorb surface impurities and return the electrode surface to a reproducible
state. Automated operation in this mode is sometimes called pulsed amperometric detec-
tion (PAD) (54-56).

Analogous detector cells can be used in flow injection and CZE measurements. How-
ever, CZE cell design is more complicated because of the very small volumes needed and
the presence of a high applied electric field and the associated current flow that drives the
electrophoretic separation. The detector electrodes are usually carbon fiber UMEs that are
placed outside of the electrophoresis field (57, 58).

11.7 THIN-LAYER ELECTROCHEMISTRY

11.7.1 Introduction

An alternative approach to obtaining bulk electrolysis conditions and a large A/V ratio,
even with no convective mass transfer, involves decreasing V, so that a very small solu-
tion volume (a few ptL) is confined to a thin layer (2-100 д т ) at the electrode surface. A
schematic diagram of a thin-layer cell and some typical actual cell configurations are
shown in Figure 11.7.1. As long as the cell thickness, /, is smaller than the diffusion layer
thickness for a given experimental time, that is, / < < (2Dt)m, mass transfer within the
cell can be neglected, and special bulk electrolysis equations result. At shorter times, dif-

I Auxiliary electrode

-< Reference electrode

Working
electrode

Thin-
solution

layer

Wall
• (glass)

I Auxiliary
electrode

Figure 11.7.1 (a)
Schematic diagram of a
single-electrode thin-layer
cell, (b) Micrometer, twin-
electrode thin-layer cell
with adjustable solution
layer thickness.

(continued
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Pinhole — ;

Soft glass
bead

Fine glass frit

Figure 11.7.1 Continued (c) Close-up
of electrode portion for single-electrode
configuration of (b). (d) Capillary-wire
single-electrode thin-layer electrode.
The solution layer is contained in the
small space between the metal rod and
the inner surface of the precision-bore
capillary. The layer thickness is
typically 2.5 X 1(T3 cm. The metal rod
may be positioned within the capillary
to a high degree of concentricity by
machining three small flanges onto the
surface of the rod near each end. Highly
reproducible rinsing and filling are
accomplished by alternately applying
and releasing nitrogen pressure with the
stopcock. [From A. T. Hubbard and F.
C. Anson, Electroanal. Chem., 4, 129
(1970), by courtesy of Marcel Dekker,
Inc.]

fusion in the cell must be considered. Thin-layer electrochemical cells were first utilized

in the early 1960s, and their theory and applications have been reviewed in depth (59-64).

11.7.2 Potential Step (Coulometric) Methods

Consider the twin-working-electrode, thin-layer cell (Figure 11.7.1b), with the potential

stepped from a value Eh where no current flows, to E2, where the reaction О + ne —> R is

virtually complete and the concentration of О at the electrode surface is essentially zero.

To obtain the current-time behavior and the concentration profile one must solve the dif-

fusion equation

dCo(x, t) _ n (d2C0(x, t)\ ( n 7 i )

(11.7.2)

(11.7.3)

** ~ \ dx
with the boundary conditions

Co(x, 0) = Cg
Co(0, i) = Co(/, t) = I

t = 0; 0 < x < /
t>0
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Note that in this case the semi-infinite boundary condition used for the analogous experi-
ment in Section 5.2 has been replaced by the condition for CQ at /. Solution of these equa-
tions by the Laplace transform method yields (63)5

C0(x, t) =
4 C° -2 J si (2m - l)irx

sin (11.7.4)

At later times, the concentration profile can be obtained from consideration of only the
m = 1 term, since the (2m — I ) 2 factor in the exponential causes the terms for m = 2,
3, . . . to be small for 7r2Dot/l2 » 1. Then

4Cg
C0(pc, t) « —^- ехр sm (11.7.5)

Typical concentration profiles are as given in Figure 11.7.2a.
With A including both active surfaces,

= nFAD

or at later times,

with

P =

I

/(0 « /(0) exp(-pf)

TT2Z)0 тг2£>о^ m0A

and /(0) =

(11.7.6)

(11.7.7)

(11.7.8)

7T

Note that the form of (11.7.8) is the same as (11.3.7), which would be followed for the
thin-layer cell if the concentration within the cell could be considered completely uniform

(a) (b)

Figure 11.7.2
Concentration of О during
reduction of О in twin-
electrode thin-layer cell.
(a) Actual profiles.
(b) Neglecting mass
transfer in cell.

5For a thin-layer cell with the solution constrained between a single working electrode and inert boundary, as in
Figure 11.7.1a, the condition at the inert boundary is [dC0(x, t)ldx\x=l = 0.
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throughout the electrolysis (as in Figure 11.7.2b). Finally, the total charge passed by the
electrolytic reaction is

Л 8 £ / 1 \2 [-(2m- l)27T2Doi]}
Q(t) = nFVC* 1 - Л 2 оГГГТ e x P 7o (H-7.9)

,

/ Q \

Q(t) « nFVC%[ 1 - - ^ e~pt (later times)
\ 77 /

G(f->oo) = g = nFNo

(11.7.10)

(11.7.11)

Equation 11.7.11 is the same as the coulometry equation (11.3.11), and it indicates
that determinations of NQ or n are possible without the necessity of knowing Do. The
electrolysis rate constant in a thin-layer cell, /?, can be quite large. For example, for D =
5 X 10~6 cm2/s and / = 10~3 cm, p = 49 s~l and the electrolysis will be 99% complete
in less than 0.1 s. In actual experiments the measured charge will be larger than that given
by (11.7.9) to (11.7.11), because contributions from double-layer charging, electrolysis of
adsorbed species, and background reactions will be included (see Section 14.3.7)

11.7.3 Potential Sweep Methods

Consider again the reaction and initial conditions of Section 11.7.2, but now for the situa-
tion where the working electrode potential is swept from an initial value Eb where no re-
action occurs, toward negative values. Under conditions where the concentrations of О
and R can be considered uniform [CQ(X, t) = Co(t) and CR(JC, t) — CR(0 for 0 < x < /], the

current is given, as in (11.3.4), by

~dC0(t)l

dt J
For a nernstian reaction,

i = -nFV\ (11.7.12)

Cg = C0{t) + CR(r)

Combination of these two equations yields

Coif) = Cgj 1 - 11 + exp(j|(£ - E°)j |

(11.7.13)

(11.7.14)

(11.7.15)

Differentiation of (11.7.15) and substitution into (11.7.12), with the sweep rate, v, recog-
nized as -(dE/dt), yields the expression for the current:

(11.7.16)

The peak current occurs at E = E and is given by

ART
(11.7.17)
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A typical scan voltammogram in a thin-layer cell is shown in Figure 11.7.3. Note that the
peak current is directly proportional to v, but the total charge under the i-E curve, given
by (11.7.11), is independent of v.

The rigorous solution for this problem, accounting for nonuniform concentrations
within the cell, can be derived (63). It has been shown that the approximate form,
(11.7.16), will hold at sufficiently small values of v, that is, when

(11.7.18)

where e is the relative error tolerated in calculation of /p.
For a totally irreversible one-step, one-electron reaction, the current is given by

(11.7.19)

where kf = k°exp[(-aF/RT)(E - E0)].
By combining (11.7.19) with (11.7.12) we obtain

dC0(t) = \Akf(tj\I Jdt
C0{t) (11.7.20)

In a potential sweep experiment, E(t) = EY - vt (see equation 6.2.1); therefore, with
/ = F/RT,

kf(t) = k° exp[-af(E{ - E0)] exp(afat) (11.7.21)

By substitution of (11.7.21) into (11.7.20) and integration between t = 0 (Co = CQ) and
t [Co = C0(t)], under the conditions that k° exp[-a/(£i - E0')] -> 0 (i.e., an initial po-

1.0

0.5

-0.5

-1.0

E-EQ,V

Figure 11.7.3 Cyclic
current-potential curve for a
nernstian reaction with n = 1,
V= 1.0 nU \v\ = lmV/s,
Co = l.OmM, Г=298К.
[From A. T. Hubbard and
F. C. Anson, Electroanal.
Chem.,4, 129 (1970), by
courtesy of Marcel Dekker,
Inc.]



Thin-Layer Electrochemistry 457

-0.2 -0.4
Е-Е°',У

-0.6 -0.8

Figure 11.7.4 Theoretical cathodic current-potential curves for one-step, one-electron irreversible
reactions according to (11.7.24) for several values of k°. Curve A: reversible reaction (shown for
comparison). Curve B: k° = 10~6. Curve C: k° = 10~8. Curve D: к0 = 10" 1 0 cm/s. The values
assumed in making the plots were \v\ = 2 mV/s, A = 0.5 cm2, CQ = 1.0 mM, a = 0.5, V = 2.0 /JLL.
[From A. T. Hubbard, J. Electroanal. Chem., 22, 165 (1969), with permission.]

tential well positive of E°), the following expressions for C0(E) and i(E) are obtained

(63, 64):

(11.7.22)

or, substituting for lq9

(11.7.23)

(11.7.24)

Typical i-E curves for a totally irreversible reduction of О to R in a thin-layer cell are

shown in Figures 11.7.4 and 11.7.5. The peak potential [obtained by differentiating

(11.7.24) and setting the result equal to zero] occurs at

{ о 1

-af(E - Еч ) —— ехр[-а/(Е - Е" )] >

FQ' , RTjARTk°\
aF \aFVv I (11.7.25)

0.0 -0.2 -0.4 -0.6

Figure 11.7.5 Theoretical cathodic current-
potential curves for one-step, one-electron
irreversible reactions for several values of a.
Curve A: reversible reaction. Curve В: а = 0.75,
k° = 10~6 cm/s. Curve C: a = 0.5, &° = 10~6 cm/s.
Curve D:a = 0.25, A:0 = 10~6 cm/s. The values
assumed in making the graphs were: \v\ — 2 mV/s,
A = 0.5 cm2, Cg = 1.0 mM, V = 2.0 /xL. [From
A. T. Hubbard, J. Electroanal. Chem., 22, 165
(1969), with permission.]
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The peak current is still proportional to v and CQ and is

(11.7.26)

Thin-layer methods have been suggested for determination of kinetic parameters
of electrode reactions (63-65), but they have not been widely used for this purpose. A
difficulty in these methods, especially when nonaqueous solutions or very low sup-
porting electrolyte concentrations are employed, is the high resistance of the thin layer
of solution. Since the reference and auxiliary electrodes are placed outside the thin-
layer chamber, one can have seriously nonuniform current distributions and high un-
compensated iR drops (producing for example, nonlinear potential sweeps) (66, 67).
Although cell designs that minimize this problem have been devised (63, 64), careful
control of the experimental conditions is required in kinetic measurements. Thin-layer
cells have been applied in a number of electrochemical studies, including investiga-
tions of adsorption, electrodeposition, complex reaction mechanisms, and и-value de-
terminations. They have also become very popular in spectroelectrochemical studies
(see Chapter 17).

The theory and mathematical treatments used for thin-layer cells find application in
other electrochemical problems. For example, the deposition of metals (as amalgams) into
thin films of mercury and their subsequent stripping (Section 11.8) is fundamentally a
thin-layer problem. Similarly the electrochemical oxidation or reduction of thin films
(e.g., oxides, adsorbed layers, and precipitates) follows an analogous treatment (see Sec-
tion 14.3). Thin-layer concepts are also directly applicable to synthetically modified elec-
trodes featuring electroactive species bound to the surface (Chapter 14). In many
problems involving surface films, mass transfer truly is negligible over wide time do-
mains and problems with uncompensated resistance are minimal; thus relatively fast ex-
periments can be performed. Finally, the observed behavior with a scanning
electrochemical microscope (Section 16.4), where electrochemistry is examined in the
gap between an electrode (tip) and a conducting or insulating substrate can be thought of
as that of a leaky thin-layer cell.

11.8 STRIPPING ANALYSIS

11.8.1 Introduction

Stripping analysis is an analytical method that utilizes a bulk electrolysis step (preelec-
trolysis) to preconcentrate a substance from solution into the small volume of a mercury
electrode (a hanging mercury drop or a thin film) or onto the surface of an electrode.
After this electrodeposition step, the material is redissolved ("stripped") from the elec-
trode using some voltammetric technique (most frequently LSV or DPV). If the condi-
tions during the preelectrolysis step are maintained constant, exhaustive electrolysis of
the solution is not necessary and, by proper calibration and with fixed electrolysis times,
the measured voltammetric response (e.g., peak current) can be employed to find the so-
lution concentration. This process is represented schematically in Figure 11.8.1. The
major advantage of the method, as compared to direct voltammetric analysis of the origi-
nal solution, is the preconcentration of the material to be analyzed on or within the elec-
trode (by factors of 100 to >1000), so that the voltammetric (stripping) current is less
perturbed by charging or residual impurity currents. The technique is especially useful
for the analysis of very dilute solutions (down to 10~10 to 10~ n M). Stripping analysis
is most frequently used for the determination of metal ions by cathodic deposition, fol-
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Deposition
(preelectrolysis)

Stripping

E -0.5

Figure 11.8.1 Principle of anodic stripping. Values shown are typical ones used; potentials and
Ep are typical of Cu2+ analysis, (a) Preelectrolysis at Ed; stirred solution, (b) Rest period; stirrer
off. (c) Anodic scan (v = 10-100 mV/s). [Adapted from E. Barendrecht, Electroanal Chem., 2, 53
(1967), by courtesy of Marcel Dekker, Inc.]

lowed by anodic stripping with a linear potential scan and, therefore, is sometimes called
anodic stripping voltammetry (ASV) or, less frequently, inverse voltammetry. The basic
theoretical principles and some typical applications will be described here. Several com-
plete reviews describing the history, theory, and experimental methodology of this tech-
nique have appeared (68-74).

11.8.2 Principles and Theory

The mercury electrode used in stripping analysis is either a conventional HMDE or a mer-
cury film electrode (MFE). In current practice, the MFE is typically deposited onto a ro-
tating glassy carbon or wax-impregnated graphite disk. One usually adds mercuric ion
(10 -10 M) directly to the analyte solution, so that during the preelectrolysis, the mer-
cury codeposits with the species to be determined. The resulting mercury films are often
less than 100 A thick. Since the MFE has a much smaller volume than the HMDE, the
MFE shows a higher sensitivity. There is evidence that mercury electrodes with platinum
contacts dissolve some platinum on prolonged contact, with possible deleterious effects;
hence platinum is usually avoided. Solid electrodes (e.g., Pt, Ag, C) are used (less fre-
quently) without mercury for ions that cannot be determined at mercury (e.g., Ag, Au,
Hg).

The electrodeposition step is carried out in a stirred solution at a potential Ed, which
is several tenths of a volt more negative than E° for the least easily reduced metal ion to
be determined. The relevant equations generally follow those for a bulk electrolysis (see
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Section 11.3.1). However, since the electrode area is so small, and td is much smaller than
the time needed for exhaustive electrolysis, the current remains essentially constant (at /d)
during this step, and the number of moles of metal deposited is then idtdlnF. Because the
electrolysis is not exhaustive, the deposition conditions (stirring rate, td, temperature)
must be the same for the sample and standards to achieve high accuracy and precision.

With an HMDE, one observes a rest period, when the stirrer is turned off, the solu-
tion is allowed to become quiescent, and the concentration of metal in the amalgam be-
comes more uniform. The stripping step is then carried out by scanning the potential
linearly toward more positive values.

When an MFE is used, the stirring during deposition is controlled by rotation of the
substrate disk. A rest period usually is not observed, and rotation continues during the
stripping step.

The behavior governing the i-E curve during the anodic scan depends on the type of
electrode employed. For an HMDE of radius r0, the concentration of reduced form, M, at
the start of the scan is uniform throughout the drop and is given by

(11.0.1)
М nF(4/3)7rr3

0

When the sweep rate v is sufficiently high that the concentration in the middle of the
drop (r = 0) remains at C^ at the completion of the scan, then the behavior is essen-
tially that of semi-infinite diffusion and the basic treatment of Section 6.2 applies (75).
Correction must be made for the sphericity of the drop [see (6.2.23)]. In this case the
spherical correction term must be subtracted from the planar term, since the concentra-
tion gradient builds up inside the drop and the area of the extended diffusion field de-
creases with time. Thus, the equations that apply for a reversible stripping reaction at
the HMDE are (75)

ip-AD^C

nFi

Г
M

\СЦ(ттОма)тх((П)

(2.69 X 105)n3/2vm -

D M<J

r

(0.725

о J

X 10 5

J

(11.8.2)

(11.8.3)

where /p is in A, A in cm2, DM in cm2/s, C^ in mol/cm3, v in V/s, and TQ in cm; the func-
tions xi&t) a n d <t>(crt), where a = nFv/RT, are tabulated in Table 6.2.1. These equations
hold for the usual HMDE for v > 20 mV/s, and clearly, under these conditions, a large
fraction of the deposited metal remains in the drop. A comparison of the i-E curve pre-
dicted by (11.8.2) and a typical experimental stripping voltammogram at an HMDE is
shown in Figure 11.8.2 (76). At very large scan rates the spherical term becomes negligi-
ble and linear diffusion scan behavior, with /p proportional to i>1/2, results. Practical strip-
ping measurements are usually carried out in this regime. At smaller rates, when the
diffusion layer thickness exceeds TQ, the finite electrode volume and depletion of M at
r = 0 must be considered. At the limit of very small v, when the drop is completely de-
pleted of M during the scan, the behavior approaches that of a thin-layer cell or MFE (see
below) with /p proportional to v.

Because the volume and thickness of the mercury film on an MFE are small, the
stripping behavior with this electrode follows thin-layer behavior more closely (see
Section 11.7), and depletion effects predominate. The theoretical treatment for the
MFE has appeared (77, 78); a diagram of the model employed is shown in Figure
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-0.6

Figure 11.8.2 Experimental anodic stripping i-E curve
for thallium. Experimental conditions: 1.0 X 10~5 M
Tl+, 0.1 M KC1 solution, Ed = -0.7 V vs. SCE, td = 5
min, v — 33.3 mV/s. Circles are theoretical points
calculated from (11.8.2). [Reprinted with permission
from I. Shain and J. Lewinson, Anal. Chem., 33, 187
(1961). Copyright 1961, American Chemical Society.]

11.8.3. If the stripping reaction is assumed to be reversible, the Nernst equation holds
at the surface:

CM+n(O, t) = С , vt)\ (11.8.4)

The solution of the diffusion equations with this condition and the initial and boundary
conditions shown in Figure 11.8.3 leads to an integral equation that must be solved nu-
merically. Typical results for /p for films of different thicknesses, /, as a function of v
are shown in Figure 11.8.4a. At small v and /, thin-layer behavior predominates and
/p « u. For high v and large /, semi-infinite linear diffusion behavior predominates and
/p ^ vm. The limits of these zones are shown in Figure 11.8.4b. MFEs used in current
practice fall within the region where thin-layer behavior can be expected for virtually
all usual sweep rates (<500 mV/s). An approximate equation for the peak current in the
thin-layer region based on a diffusion layer approximation in solution has also been
proposed (79):

l«pl = 2.1RT
(11.8.5)

Notice the similarity between this expression and the corresponding limiting thin-layer
equation (11.7.17) (where Al = V).

Solution
CM + n(y,t)

M(Hg) -» M + n + Hg + ne

Figure 11.8.3 Notation,
initial conditions, and boundary
conditions for theoretical treatment
ofMFE.
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Figure 11.8.4 (a) Calculated
variation of peak current with
scan rate for different thickness of
MFE. (b) Zones where semi-
infinite diffusion and thin-layer
equations apply at MFE. [From
W. T. de Vries, J. Electroanal
Chem., 9, 448 (1965), with
permission.]

11.8.3 Applications and Variations

The technique of controlled-potential cathodic deposition followed by anodic stripping
with a linear potential sweep has been applied to the determinations of a number of metals
(e.g., Bi, Cd, Cu, In, Pb, and Zn) either alone or in mixtures (Figure 11.8.5). An increase
in sensitivity can be obtained by using pulse polarographic, square wave, or coulostatic
stripping techniques. Other variants, such as stripping by a potential step, current step, or
more elaborate programs (e.g., an anodic potential step for a short time followed by a ca-
thodic sweep) have also been proposed (68-74).

Important interferences that sometimes occur with mercury electrodes involve (a)
reactions of the metals with the substrate material (e.g., Pt or Au) or with the mercury
(e.g., Ni-Hg), or (b) formation of an intermetallic compound between two metals de-
posited into the mercury at the same time (e.g., Cu-Cd or Cu-Ni). These effects are much
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Figure 11.8.5 Anodic stripping analysis of a solution containing 2 X 1 0 9 M Zn, Cd, Pb, and Cu

at an MFE (mercury-plated, wax-impregnated graphite electrode). Stripping carried out

by differential pulse voltammetry.

more serious with mercury films than with hanging drops, because MFEs feature fairly
concentrated amalgams and a high ratio of substrate area to film volume. They can be
overriding concerns in the choice between an MFE and an HMDE.

On the other hand, MFEs offer much better sensitivity in linear sweep stripping and
better control of mass transfer during the deposition step. If an HMDE is chosen (e.g., to
reduce interferences), one can use differential pulse stripping to obtain sensitivities com-
parable to those attained by LS V at an MFE.

Since stripping at an MFE gives total exhaustion of the thin film, the voltammetric
peaks are narrow and can allow baseline resolution of multicomponent systems. Thin-
layer properties and the sharpness of the peaks permit relatively fast stripping sweeps,
which in turn shorten analysis times. In contrast, the falloff in current past the peak in a
stripping voltammogram obtained at an HMDE comes from diffusive depletion, rather
than exhaustion, and it continues for quite some time. Thus the peaks are broader, and
overlap of adjacent peaks is more serious. (Compare, for example, Figures 11.8.6я and
11.8.6d.) This problem is usually minimized for the HMDE by using slow sweep rates, at
a cost of lengthened analysis time.

Cathodic stripping analysis can also be carried out for species (usually anions) that
deposit in an anodic preelectrolysis. For example, the halides (X~) can be determined at
mercury by deposition as Hg2X2- Deposition on solid electrodes is also possible. In this
case, surface problems (e.g., oxide films) and underpotential deposition effects often ap-
pear. On the other hand, the sensitivity for stripping from a solid electrode is very high,
since the deposit can be removed completely, even at high scan rates. Stripping of films
has often been used to determine the thickness of coatings (e.g., Sn on Cu) and oxide lay-
ers (e.g., CuO on Cu).6

6In fact, one of the earliest electroanalytical (coulometric) methods was the determination of the thickness of tin
coatings on copper wires (80).
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Figure 11.8.6 Stripping curves for 2 X 10~7 M Cd2+, In3+, Pb2+ , and Cu2+ in 0.1 M KNO3.
\v\ = 5 mV/s. {a) HMDE, td = 30 min. (b) Pyrolytic graphite, td = 5 min. (c) Unpolished glassy
carbon, td = 5 min. (d) Polished glassy carbon, td = 5 min. For (£) to (d), &>/2тг = 2000 rpm and
Hg 2 + was added at 2 X 10~5 M. [From T. M. Florence, J. Electroanal. Chem., 27, 273 (1970),
with permission.]

Another variation involves the stripping or electrolysis of species that have sponta-
neously adsorbed on the surface of an electrode without the preelectrolysis step. This
technique, called adsorptive stripping voltammetry, can be applied, for example, to sul-
fur-containing species, organic compounds, and certain metal chelates that adsorb on
Hg and Au (74, 81). Examples include cysteine (and proteins that contain this amino
acid), dissolved titanium in the presence of the chelator solochrome violet RS, and the
drug diazepam. The amounts found by this method would necessarily be limited to
monolayer levels. However, similar approaches can be employed with thicker polymer
layers that can interact with solution species. Related experiments are described in
Chapter 14.
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11.10 PROBLEMS

11.1 Based on the curves in Figure 11.10.1, consider the titration of Sn 2 + with I 2 using one-electrode
amperometry. Sketch the resulting titration curves for a platinum indicator electrode maintained at
(a) +0.2 V, (b) -0.1 V, and (c) -0.4 V vs. SCE.

11.2 Based on the curves in Figure 11.10.1, how could one determine a mixture of Br2 and I 2 by titration
with Sn 2 + using one-electrode amperometry? Sketch the current-potential curves that would be ob-
tained for various stages of the titration and the amperometric titration curves that would result from
the method you propose. Sketch the titration curve of a mixture of Br2 and I 2 by titration with Sn 2 +

using two-electrode amperometry with an impressed voltage of 100 mV.
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1.0 +0.8 +0.6 +0.4 +0.2 -0.2 -0.4 -0.6

£(V vs. SCE)

Ш 2 О -> \O2 + 2H+ + 2e

Figure 11.10.1 Idealized current-potential curves for several systems at a platinum electrode.

11.3 Based on the curves in Figure 11.10.1, sketch the titration curves for the titrations in Problems 11.1
and 11.2 for one- and two-electrode potentiometry with a small impressed current.

11.4 Fifty milliliters of a ZnSO4 solution are transferred to an electrolytic cell with a mercury cathode,
and enough solid potassium nitrate is added to make the solution 0.1 M in KNO3. The electrolysis
of Zn 2 + is carried to completion at a potential of -1.3 V vs. SCE with the passage of 241 С Calcu-
late the initial concentration of zinc ion.

11.5 Iodide is to be titrated coulometrically at constant current at a silver electrode. The sample is 1.0
mM Nal contained in a pH 4 acetic acid solution with 0.1M sodium acetate having a total volume
of50mL.

(a) Describe the course of the titration. What generating current do you recommend and what total
titration time is expected?

(b) Consider the current-potential curves that would be recorded at a rotated platinum disk upon
scanning from the cathodic background limit (ca. -0.5 V) to the anodic limit (at ca. +1.5 V vs.
SCE). Draw curves for the 0%, 50%, 100%, and 150% titration points. Label the waves with the
electrode processes that cause them. All electrode reactions other than the background discharges
are reversible. The following information is useful:

Reaction £°, volts vs. SCE

Ag+

I3- +

Agl

+ e^±/

•2e~^±

+ e^±A

^g
31"

>g + I~

+0.56

+0.30

-0.39

(с) Sketch amperometric titration curves for:

(1) One polarized electrode at -0.3 V vs. SCE.

(2) One polarized electrode at +0.4 V vs. SCE.

(3) Two polarized electrodes with 100-mV potential difference.

The indicator electrodes are rotated platinum microelectrodes.

11.6 Iodide in the solution in Problem 11.5 can also be determined by controlled-potential oxidation to
iodine at a platinum electrode. What potential should be used for this oxidation (see Figure
11.10.1)? How many coulombs will be passed?

11.7 The following is a standard procedure for the assay of uranium samples: (1) Dissolution of the sam-
ple in acid to produce UO2+ as the chloride. (2) Reduction of the UO2+ solution by passage through
a Jones reductor (amalgamated zinc). This solution is perhaps 0.1 M in H2SO4. Reduction takes
place to U 3 + . (3) Stirring in air to give U 4 + . (4) Addition of Fe 3 + and Ce 3 + in excess and coulomet-
ric titration to an end point.
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(a) Suppose the solution after treatment (3) contains ~1 mM U4+ . Fe3+ and Ce3+ are added in
quantities that yield 4 and 50 mM concentrations of iron and cerium species, respectively. Sulfuric
acid is also added to bring its concentration to 1 M. Draw the current-potential curve that would be
recorded at a rotating platinum disk immersed in this solution. The anodic background limit is +1.7
V vs. NHE and the cathodic limit is at -0.2 V vs. NHE.
(b) Explain the chemistry of step (4) and the setup for the coulometric titration.
(c) Sketch current-potential curves for points at which the titration is 0%, 50%, 100%, and 150%
complete.
(d) Sketch amperometric titration curves for one polarized electrode operated at +0.3 V and at
+0.9 V vs. NHE, and for two polarized electrodes separated by 100 mV.

(e) Sketch the null current potentiometric responses on a quantitative potential scale.

The following information may be useful:

Reaction Formal Potential, V vs. NHE

1.44
0.77
0.05

• U4+ + 2H2O 0.62
-0.61

All reactions except 4 are reversible. That process will not show a wave at platinum before the ca-
thodic background limit is reached.

11.8 A molecule of interest in research is tetracyanoquinodimethane (TCNQ):

1.
2.

3.

4.
5.

Ce4+

Fe3+
+ e^
+ e^

UO2^ + e ;

uoj
U 4 + •

+ 4H
+ e ~~^

-Ce3

-Fe2+

=±UO
f + e

u3+

TCNQ

Samples of high purity are often required. Suppose you wish to develop a technique for assaying the
purity of TCNQ samples. Describe a means for accomplishing this goal by coulometric titration
with electrogenerated anion radicals of p-chloranil (p-Chl). Acetonitrile containing tetra-n-butylam-
monium perchlorate would be a suitable medium. Its background limits at platinum are —2.5 V and
+2 V vs. SCE. The following reduction potentials are relevant:

TCNQ + e ^± TCNQ7 £° = 0.20 V

TCNQ" + e ^± TCNQ2" £° = -0.33 V

p-Chl + e ^±p-ChlT £° = 0.0V

All of these processes are reversible.
(a) Specify the details of the cell, the starting composition of the solution, and the chemical

processes taking place at the electrodes and in homogeneous solution.
(b) Draw the current-potential curves that would be recorded at a rotating platinum disk if the titra-

tion were stopped at the 0%, 50%, 100%, and 150% points.
(c) Sketch titration curves for: (1) amperometric detection with one polarized electrode at 1.0 V;

(2) amperometric detection with one polarized electrode at 0.1 V; and (3) amperometric detec-
tion with two polarized electrodes separated by 100 mV.

11.9 Consider carrying out a one-electrode amperometric titration for the system Fe2 +-Ce4 + as shown in
Figure 11.5.1 at several widely different potentials and sketch the amperometric titration curves that
result. Consider, in each case, situations in which (a) the mass-transfer coefficients for all species
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are equal and (b) those for iron ions are 25% larger than those for cerium species. Which curves
would be useful in a practical titration?

11.10 When a solution of volume 100 cm3 containing metal ion, M 2 + at a concentration 0.010 M is elec-

trolyzed with a rapid scan at a large-area (10 cm2) rotating disk electrode, a limiting current of 193

mA is observed for reduction to metal M. Calculate the value of the mass transport coefficient

mM2+, in cm/s. If an electrolysis of the solution is carried out at this electrode at controlled potential

in the limiting current region, what time will be required for 99.9% of the M 2 + to be plated out?

How many coulombs will be required for this electrolysis?

11.11 If the solution in Problem 11.10 is electrolyzed at a constant current of 80 mA under the same con-
ditions: (a) What is the concentration of M 2 + remaining in solution when the current efficiency
drops below 100%? (b) How long does it take to reach this point? (c) How many coulombs have
been passed to this point? (d) How much longer will it take to decrease the M 2 + concentration to
0.1% of its initial value? What is the overall current efficiency for removal of 99.9% of M 2 + by this
constant-current electrolysis?

11.12 A solution of volume 200 cm3 contains 1.0 X 10~3 M X 2 + and 3.0 X 10~3 M Y2 +, where X and Y
are metals. The solution is to be electrolyzed at a mercury pool electrode of area 50 cm2 and vol-
ume 100 cm3. Under the stirring conditions and cell geometry, both X 2 + and Y 2 + have mass-
transfer coefficients m of 10~2 cm/s. The polarographic E\/2 values for reduction of X 2 + and Y2 + to the
metal amalgams are —0.45 and —0.70 V vs. SCE, respectively, (a) A current-potential curve for the
solution is taken under the above conditions. (Assume no changes in concentrations of X 2 + and
Y 2 + during the scan.) Make a neat, labeled, quantitatively correct sketch of the i-E curve that would
be obtained, (b) If the electrolysis is to be performed at a controlled potential, at what potentials can
X 2 + be quantitatively deposited (less than 0.1% left in solution) leaving Y 2 + behind in solution
(less than 0.1% Y 2 + deposited in mercury)? (c) How long will it take to carry out this electrolysis at
controlled potential?

11.13 Consider a chronopotentiometric experiment dealing with two components that are reversibly re-
duced in waves separated by 500 mV. Derive an expression for the second transition time in an ex-
periment carried out in a thin-layer cell. Compare and contrast the properties of multicomponent
systems in thin-layer chronopotentiometry with those of the semi-infinite method.

11.14 In the electrolytic production of aluminum, the reduction of AI2O3 (alumina) in a bath of molten
cryolite (КазАШб) (Т ~ 1000°C) is carried out at constant current with carbon electrodes. A charge
of alumina is placed in the cell and the electrolysis carried out until the voltage across a cell rises
sharply, signaling the need to add additional alumina. Explain this behavior.

11.15 Suppose bromide ion is to be determined at very low concentrations. This is done by depositing bro-
mide on a silver electrode, which is held at a potential where the following reaction occurs:

Ag + Br~ - e~ -> AgBr

(A typical deposition potential is +0.2 V vs. SCE.) Stripping is carried out by scanning in a nega-
tive direction to reverse the deposition. In general, it is observed that the response during stripping
shows a complex dependence on deposition time, as shown in Figure 11.10.2. Explain this effect.
What problems would be present in quantitative analysis? How could they be surmounted? [See
H. A. Laitinen and N. H. Watkins, Anal. Chem., 47, 1352 (1975) for similar results in determina-
tions of lead.]

11.16 A study of seawater by stripping analysis reveals an anodic copper peak having a height of 0.13 /JLA
when deposition is carried out at —0.5 V. However, deposition at —1.0 V yields a larger peak of 0.31
fiA. Account for these results. Standard addition of 10~7 M Cu 2 + elevates the peaks in both cases by
0.24 IJL A. Comment on the feasibility of obtaining polarograms of any type on this solution. What re-
sponses would you expect for dc, normal pulse, and differential pulse experiments? Would any of
these supply useful analytical information?

11.17 An analysis for lead at the HMDE gives rise to a peak current of 1 /xA under conditions in which
the deposition time is held constant at 5 min and the sweep rate is 50 mV/s . What currents would be
observed for sweep rates of 25 and 100 mV/s ?
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Figure 11.10.2 Cathodic stripping
of AgBr from a silver electrode
following anodic deposition. Curves 1
to 5 involve successively longer
deposition times.

The same solution gives a peak current of 25 /xA at a 100-A thick mercury film electrode on
glassy carbon when the deposition time is 1 min, the electrode rotation rate is 2000 rpm, and the
sweep rate is 50 mV/s. What currents would be observed for sweep rates of 25 and 100 mV/s under
otherwise unchanged conditions? Compare this situation to the one observed for a deposition time
of 1 min, a sweep rate of 50 mV/s, and a rotation rate of 4000 rpm? Suppose the film thickness were
varied by the use of different concentrations of mercuric ion in the analyte. What effect would one
see on the peak current under otherwise constant conditions?
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12
ELECTRODE REACTIONS

WITH COUPLED
HOMOGENEOUS

CHEMICAL REACTIONS

12.1 CLASSIFICATION OF REACTIONS

The previous chapters dealt with a number of electrochemical techniques and the re-
sponses obtained when the electroactive species (O) is converted in a heterogeneous elec-
tron-transfer reaction to the product (R). This reaction is often a simple one-electron
transfer, such as an outer-sphere reaction where no chemical bonds in species О are bro-
ken and no new bonds are formed. Typical reactions of this type are

Fe(CN)^" + e <=± Fe(CN)£~

Ar + e ^ ArT

where Ar is an aromatic species and ArT is a radical anion. In many cases the electron-
transfer reaction is coupled to homogeneous reactions that involve species О or R. For ex-
ample, О may not be present initially at an appreciable concentration, but may be
produced during the electrode reaction from another, nonelectroactive species. More fre-
quently, R is not stable and reacts (e.g., with solvent or supporting electrolyte). Some-
times a substance that reacts with product R is intentionally added so that the rate of the
reaction can be determined by an electrochemical technique or a new product can be pro-
duced. In this chapter, we will survey the general classes of coupled homogeneous chemi-
cal reactions and discuss how electrochemical methods can be used to elucidate the
mechanisms of these reactions.

Electrochemical methods are widely applied to the study of reactions of organic
and inorganic species, since they can be used to obtain both thermodynamic and
kinetic information and are applicable in many solvents. Moreover, as described
below, reactions can be examined over a wide time window by electrochemical tech-
niques (submicroseconds to hours). Finally, these methods have the special feature
that the species of interest (e.g., R) can be synthesized in the vicinity of the elec-
trode by the electron-transfer reaction and then be immediately detected and analyzed
electrochemically.

The initial investigations of coupled chemical reactions were carried out by
Brdicka, Wiesner, and others of the Czechoslovakian polarographic school in the
1940s; since that time countless papers dealing with the theory and application of dif-
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472 Chapter 12. Electrode Reactions with Coupled Homogeneous Chemical Reactions

ferent electroanalytical techniques to the study of coupled reactions have appeared. It
is beyond the scope of this textbook to attempt to treat this area exhaustively. The
reader is instead referred to monographs and review articles dealing with different as-
pects of it (1-9).

Before discussing the electrochemical techniques themselves, let us consider some
general pathways that typify the overall electrochemical reactions of many soluble or-
ganic and inorganic species. We represent our general stable reactant as RX and con-
sider what reactions can occur following an initial one-electron oxidation or reduction
(Figure 12.1.1). For example, if RX is an organic species, R can be a hydrocarbon moi-
ety (alkyl, aryl) and X can represent a substituent (e.g., H, OH, Cl, Br, NH2, NO2, CN,
CO2", . . .). In some cases, the product of the one-electron reaction is stable and leads to
production of a radical ion (path 1). Often the addition of an electron to an antibonding
orbital or the removal of an electron from a bonding orbital will weaken a chemical
bond. This can lead to a rearrangement of the molecule (path 3) or, if X is a good "leav-
ing group," reaction paths 6 and 7 can occur. Sometimes, for example, with an olefinic

Ox

©RX :

(RX-)'
(3)

® ^RXE-T
(a) General reduction paths

-RH©

(5)

-Red

©RX2 +

RXNu+ — ^ RXNu2 ©

(b) General oxidation paths

Figure 12.1.1 Schematic representation of possible reaction paths following reduction and
oxidation of species БОС. (a) Reduction paths leading to (1) a stable reduced species, such as a
radical anion; (2) uptake of a second electron (ЕЕ); (3) rearrangement (EC); (4) dimerization (EC2);
(5) reaction with an electrophile, E€+, to produce a radical followed by an additional electron
transfer and further reaction (ECEC); (6) loss of X" followed by dimerization (ECC2); (7) loss of
X~ followed by a second electron transfer and protonation (ECEC); (8) reaction with an oxidized
species, Ox, in solution (EC), (b) Oxidation paths leading to (1) a stable oxidized species, such as a
radical cation; (2) loss of a second electron (ЕЕ); (3) rearrangement (EC); (4) dimerization (EC2);
(5) reaction with a nucleophile, Nu~, followed by an additional electron transfer and further
reaction (ECEC); (6) loss of X + followed by dimerization (ECC2); (7) loss of X + followed by a
second electron transfer and reaction with OH~ (ECEC); (8) reaction with a reduced species, Red,
in solution (EC). Note that charges shown on products, reactants, and intermediates are arbitrary.
For example, the initial species could be RX~, the attacking electrophile could be uncharged, etc.



12.1 Classification of Reactions i 473

reactant, dimerization takes place (path 4) (with the possibility of further oligimeriza-
tion and polymerization reactions). Finally, reactions of intermediates with solution
components are possible. These include the reaction of RXT with an electrophile, E€+

(i.e., a Lewis acid like H+ , CO2, SO2) or of RX+* with a nucleophile, Nu~ (i.e., a Lewis
base like OH~, CN~, NH3) (path 5). An electron-transfer reaction with a nonelectroac-
tive species present in solution (Ox or Red) can also occur (path 8). In general, the addi-
tion of an electron produces a species that is more basic than the parent so that
protonation can occur (i.e., RXT in path 5 with E€+ being H+). Likewise, removal of
an electron from a molecule produces a species that is more acidic than the parent, so
that loss of a proton can occur (i.e., RX^ in path 7 with X+ being H+). Similar path-
ways take place following an initial electron-transfer reaction with an organometallic
species or coordination compound. For example, oxidation or reduction can be followed
with loss of a ligand or rearrangement.

It is convenient to classify the different possible reaction schemes by using letters to
signify the nature of the steps. "E" represents an electron transfer at the electrode sur-
face, and "C" represents a homogeneous chemical reaction (10). Thus a reaction mecha-
nism in which the sequence involves a chemical reaction of the product after the electron
transfer would be designated an EC reaction. In the equations that follow, substances
designated X, Y, and Z are assumed to be not electroactive in the potential range of in-
terest. It is also convenient to subdivide the different types of reactions into (1) those that
involve only a single electron-transfer reaction at the electrode and (2) those that involve
two or more E-steps.

12.1.1 Reactions with One E Step

(a) CE Reaction (Preceding Reaction)

Y<=±0 (12.1.1)

O + rce^R (12.1.2)

Here the electroactive species, O, is generated by a reaction that precedes the electron
transfer at the electrode. An example of the CE scheme is the reduction of formaldehyde
at mercury in aqueous solutions. Formaldehyde exists as a nonreducible hydrated form,
H2C(OH)2, in equilibrium with the reducible form, H2C=O:

он
H2C ^ H?C = О + H2O

Ч о н < 1 2 Л- 3>

The equilibrium constant of (12.1.3) favors the hydrated form. Thus the forward reaction
in (12.1.3) precedes the reduction of H 2C=O, and under some conditions the current will
be governed by the kinetics of this reaction (yielding a so-called kinetic current). Other
examples of this case involve reduction of some weak acids and the conjugate base an-
ions, the reduction of aldoses, and the reduction of metal complexes.

(b) EC Reaction (Following Reaction)

O + ne±±R (12.1.4)

R<±X (12.1.5)

In this case the product of the electrode reaction, R, reacts (e.g., with solvent) to pro-
duce a species that is not electroactive at potentials where the reduction of О is occurring.
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An example of this scheme is the oxidation of p-aminophenol (PAP) at a platinum elec-
trode in aqueous acidic solutions:

NH2 ^ = ^ O=/ \ = ! М Н + 2Н+ + 2г (12.1.6)

(PAP) (Ql)

+ NH3 (12.1.7)

(BQ)

where the quinone imine (QI) formed in the initial electron-transfer reaction under-
goes a hydrolysis reaction to form benzoquinone (BQ), which is neither oxidized nor
reduced at these potentials. This type of reaction sequence occurs quite frequently,
since the electrochemical oxidation or reduction of a substance often produces a reac-
tive species. For example, the one-electron reductions and oxidations that are charac-
teristic of organic compounds in aprotic solvents [e.g., in acetonitrile (CH3CN) or
MAf-dimethylformamide (Me 2NHC=O)] produce radicals or radical ions that tend to
dimerize:

R + e^±R T (12.1.8)

2RT->R^~ (12.1.9)

e.g., where R is an activated olefin, such as diethyl fumarate (see Figure 12.1.1, path 4). In
this example, the reaction that follows the electron transfer is a second-order reaction, and
this case is sometimes designated as an EC2 reaction. Sometimes, yet another chemical
reaction follows the first; for example, in the dimerization of olefins, there is a concluding
(two-step) protonation process:

R\~ + 2 H + - * R 2 H 2 (12.1.10)

This sequence is an ECC (or EC2C) reaction. The products of one-electron transfers can
also rearrange (see Figure 12.1.1, path 3), because a bond is weakened. For similar rea-
sons, electron transfers can also lead to loss of ligands, substitution, or isomerization in
coordination compounds. Examples include

[Cp*Re(CO)2(p-N2C6H4OMe)]+ + e -> [Cp*Re(CO)2(p-N2C6H4OMe)] -^

Cp*Re(CO)2N2 + C6H4OMe (12.1.11a)

Co i nBr2en2 + 6H2O + e -> Con(H2O)6 + 2Br~ + 2en (12.1.11b)

(where Cp* = 775-СзМе5 and en = ethylenediamine). In many cases, the product formed
in the following reaction can undergo an additional electron-transfer reaction, leading to
an ECE sequence, discussed in Section 12.1.2(b).

(c) Catalytic (EC) Reaction

O + ne ±± R (12.1.12)

t ,
I

R + Z -> O + Y (12.1.13)
A special type of EC process involves reaction of R with a nonelectroactive species,

Z, in solution to regenerate О (Figure 12.1.1, path 8). If species Z is present in large ex-
cess compared to O, then (12.1.13) is a pseudo-first-order reaction. An example of this
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scheme is the reduction of Ti(IV) in the presence of a substance that can oxidize Ti(III),
suchasNH 2OHorClO^:

Ti(IV) + e --> Ti(III)

t I
СЮ3-, NH2OH (12.1.14)

Since hydroxylamine and chlorate ion can be reduced by Ti(III), they should be reducible
directly at the mercury electrode at the potentials needed to generate Ti(III); however, the
direct reductions do not occur because the rates at the electrode are very small. Other exam-
ples of E C reactions are the reduction of Fe(III) in the presence of H 2O 2 and the oxidation
of I~ in the presence of oxalate. An important E C reaction involves reductions at mercury
where the product can reduce protons or solvent (a so-called "catalytic" hydrogen reaction).

12.1.2. Reactions with Two or More E Steps

(а) ЕЕ Reaction
A + £?*=> В £? (12.1.15)

В + <?<=> С E§ (12.1.16)

The product of the first electron-transfer reaction may undergo a second electron-
transfer step at potentials either more or less negative than that for the first step (Figure
12.1.1, path 2). Of particular interest is the case where the second electron transfer is ther-
modynamically easier than the first. In this situation, a multielectron overall response
arises. In general, the addition of an electron to a molecule or atom results in a species that
is more difficult to reduce, considering only the electrostatics; that is, R~ is more difficult
to reduce than R. Similarly, R + is more difficult to oxidize than R. In the gas phase, the
ionization potential (IP) for R + is almost always much higher, by 5 eV or more, than that
for R (e.g., Zn, IPj = 9.4 eV and IP2 = 18 eV). Thus one would generally expect a species
to undergo step wise one-electron reduction or oxidation reactions. However, if one or
more electron-transfer steps involve significant structural change such as a rearrangement
or a large change in solvation, then the standard potentials of the electron-transfer reactions
can shift to promote the second electron transfer and produce an apparent multielectron
wave. Thus one can argue that the oxidation of Zn proceeds in an apparent two-electron
reaction to Zn 2 + , because this species is much more highly solvated and stabilized than
Zn+ . Apparent multielectron-transfer reactions are also observed when there are several
identical groups on a molecule that do not interact with one another, such as,

R-(CH2)6-R + 2e ?± [ ̂ R-(CH2)6-R^ (12.1.17)

where R = 9-anthryl or 4-nitrophenyl. This same principle holds in the reduction or
oxidation of many polymers, such as (CH2-CHR')X> where R' is an electroactive group
like ferrocene. The electrochemical response appears as a single wave, representing an
x-electron EEE . . . (or xE) reaction. This result contrasts sharply with the multistep
electron-transfer behavior found with fullerene (C60), which shows six resolved, one-
electron cathodic waves (an overall 6E sequence), where each step is thermodynamically
more difficult than the preceding one (11).

Whenever more than one electron-transfer reaction occurs in the overall sequence,
such as in an ЕЕ reaction sequence, one must consider the possibility of solution-phase
electron-transfer reactions, such as for (12.1.15) and (12.1.16), the disproportionation of B:

2B<=±A + C (12.1.18)

or the reverse reaction (the comproportionation of A and C).



476 Chapter 12. Electrode Reactions with Coupled Homogeneous Chemical Reactions

(h) ECE Reaction

Ox + n ^ ^ R ! • £? (12.1.19)

R l
( i ? O 2 (12Л.20)

O2 + tt2e^R2 ° E\ (12.1.21)

When the product of the following chemical reaction is electroactive at potentials of the
Oi/Ri electron-transfer reaction, a second electron-transfer reaction can take place (Figure
12.1.1, paths 5 and 7). An example of this scheme is the reduction of a halonitroaromatic
compound in an aprotic medium (e.g., in liquid ammonia or A/,Af-dimethylformamide),
where the reaction proceeds as follows (X = Cl, Br, I):

XC6H4NO2 + e <± XC6H4NO2

T (12.1.22)

XC6H4NO2

T -» X" + -C6H4NO2 (12.1.23)

•C6H4NO2 + e ^± TC6H4NO2 (12.1.24)

TC6H4NO2 + H + -> C6H5NO2 (12.1.25)

Since protonation follows the second electron-transfer step, this is actually an ECEC reac-
tion sequence. The assignment of such a sequence is not as straightforward as it might
first appear, however. Because species O 2 is more easily reduced than Oi (i.e., E\ < £2),
species R\ diffusing away from the electrode is capable of reducing O2. Thus, for the ex-
ample mentioned above, the following reaction can occur:

XC6H4NO2
T + -C6H4NO2 ^± XC6H4NO2 + TC6H4NO2 (12.1.26)

It is not simple to distinguish between this case, where the second electron transfer occurs
in bulk solution [sometimes called the DISP mechanism], and the true ECE case where
the second electron transfer occurs at the electrode surface (12).

Another variety of this type of reaction scheme, which we will designate ECE', oc-
curs when the reduction of O2 takes place at more negative potentials than O\ (i.e.,
E\ > £2). In this case the reaction observed at the first reduction wave is an EC process;
however, the second reduction wave will be characteristic of an ECE reaction.

(c) ECE Reaction
This case occurs when the product of a chemical reaction following the reduction of A at
the electrode is oxidized at potentials where A is reduced (hence the backward arrow on
the second E) (13):

A + e^±A~ (12.1.27)

A " - > B ~ (12.1.28)

B--ez±B (12.1.29)

Charges are explicitly indicated here only to emphasize the different directions of the two
E steps. As with ЕЕ and ECE reactions, one needs to include the possibility of a solution
electron-transfer reaction also taking place:

A~ + B ^ ± B ~ + A (12.1.30)

An example of this case is the reduction of Сг(СН)^~ in 2 M NaOH (in the absence of dis-
solved CN"). In this case, reduction of the kinetically inert Cr(CN)|" (A) to the labile
Cr(CN)£~ (A") causes rapid loss of CN~ to form Cr(OH)n(H2O)^Ij; (B~) which is imme-
diately oxidized to Сг(ОН)п(Н2О)б1„ (В). Additional reactions of this type include iso-
merizations and other structural changes that occur on electron transfer.
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Note that the overall reaction for this scheme is simply A —> B, with no net transfer
of electrons. Thus, at a suitable potential, the electrode accelerates a reaction that presum-
ably would proceed slowly without the electrode. An interesting extension of this mecha-
nism is the electron-transfer-catalyzed substitution reaction (equivalent to the organic
chemist's SRN1 mechanism) (7, 14):

RX + e«±RX~ (12.1.31)

R X " ^ R + X~ (12.1.32)

R + Nu~ -> RNu" (12.1.33)

RNu~ - e+± RNu (12.1.34)

along with the occurrence of the solution phase reaction

RX + RNu" -» RX" + RNu (12.1.35)

Again the overall reaction does not involve any net transfer of electrons and is equivalent
to the simple substitution reaction

RX + Nu" -» RNu + X" (12.1.36)

(d) Square Schemes
Two electron-transfer reactions can be coupled to two chemical reactions in a cyclic pat-
tern called a "square scheme" (15):

(12.1.37)

This mechanism often occurs when there is a structural change on reduction, such as a
cis-trans isomerization. An example of this scheme for an oxidation reaction is found in
the electrochemistry of ds-W(CO)2(DPE)2 [where DPE = 1,2-
Z?/5'(diphenylphosphino)ethane], where the cis-form (C) on oxidation yields C + , which
isomerizes to the trans species, T + . More complex reaction mechanisms result from cou-
pling several square schemes together to form meshes (e.g., ladders ox fences) (8).

(e) Other Reaction Patterns
Under the subheadings above, we have considered some of the more important general
electrode reactions involving coupled homogeneous and heterogeneous steps. A great va-
riety of other reaction schemes is possible. Many can be treated as combinations or vari-
ants of the general cases that we delineated above. In all schemes, the observed behavior
depends on the reversibility or irreversibility of the electron transfer and the homoge-
neous reactions (i.e., the importance of the back reactions). For example, subclasses of EC
reactions can be distinguished depending on whether the reactions are reversible (r), qua-
sireversible (q), or irreversible (i); thus we can differentiate ErCr, E rQ, EqQ, etc. There
has been much interest and success since the 1960s in the elucidation of complex reaction
schemes by application of electrochemical methods, along with identification of interme-
diates by spectroscopic techniques (see Chapter 17) and judicious variation of solvent and
reaction conditions. A complex example is the reduction of nitrobenzene (PhNO2) to
phenylhydroxylamine in liquid ammonia in the presence of proton donor (ROH), which
has been analyzed as an EECCEEC process (16):

PhNO2 + e <=* PhNO2

T (12.1.38)

PhNO2

T + e<± PhNO^" (12.1.39)

A '

IT
В '

+ e

+ e

0 <=> ° A

It
° +± ° В
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PhNO^" + ROH <=t PhNOH" + RO" (12.1.40)

О
PhNOH~ -» PhNO (nitrosobenzene) + OH~ (12.1.41)

PhNO + e i=± PhNOT (12.1.42)

PhNO" + e <=t PhNO 2" (12.1.43)

H
PhNO 2" + 2ROH -> PhNOH + 2RO" (12.1.44)

12.1.3 Effects of Coupled Reactions on Measurements

In general, a perturbing chemical reaction can affect the primary measured parameter of
the forward reaction (e.g., the limiting or peak current in voltammetry), the forward reac-
tion's characteristic potentials (e.g., Ey2 or £p), and the reversal parameters (e.g., ipjipc).
A qualitative understanding of how different types of reactions affect the different para-
meters of a given technique is useful in choosing reaction schemes as candidates for more
detailed analysis in a given situation. We assume here that the characteristics of the un-
perturbed electrode reaction (O + ne ^ R) have already been determined, so we focus
now on how the perturbing coupled reaction affects these characteristics.

(a) Effect on Primary Forward Parameters (i, Q, т,.,.)
The extent to which the limiting current for the forward reaction (O + ne —> R) is affected
by the coupled reaction depends on the reaction scheme. For an EC reaction, the flux of О
is not changed very much, so that any index of that flux, such as the limiting current (or
Qf or Tf), is only slightly perturbed. On the other hand, the limiting current for a catalytic
reaction (EC) will be increased, because О is continuously replenished by the reaction.
The extent of this increase will depend on the duration (or characteristic time) of the ex-
periment. For very short-duration experiments, this limiting current will be near that for
the unperturbed reaction, since the regenerating reaction will not have sufficient time to
regenerate О in appreciable amounts. For longer-duration experiments, the limiting cur-
rent will be larger than in the unperturbed case. Similar considerations apply to the ECE
mechanism, except that for longer-duration experiments an upper bound for the limiting
current is reached.

(b) Effect on Characteristic Potentials (Ет, Ep,...)
The manner in which the potential of the forward reaction is affected depends not only on
the type of coupled reaction and experimental duration, but also on the reversibility of
electron transfer. Consider the E rQ case; that is, a reversible (nernstian) electrode reaction
followed by an irreversible chemical reaction:

O + rce^R^X (12.1.45)

The potential of the electrode during the experiment is given by the Nernst equation:

^ < 1 2 Л - 4 6 >
= 0)

where CQ(X = 0)/CR(X = 0) is determined by the experimental conditions. The effect
of the following reaction is to decrease CR(X = 0) and hence to increase CQ(X = 0)/
CR(X = 0)- Thus the potential will be more positive at any current level than in the
absence of the perturbation, and the wave will shift toward positive potentials. (This case
was considered with steady-state approximations in Section 1.5.2.) For an EC reaction
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where the electron transfer is totally irreversible, the following reaction causes no change in
characteristic potential, because the i-E characteristic contains no term involving CR(x = 0).

(c) Effect on Reversal Parameters (граЛ'рс, т г /т^ . . . )
Reversal results are usually very sensitive to perturbing chemical reactions, For example,
in the E rQ case for cyclic voltammetry, /pa//pc would be 1 in the absence of the perturba-
tion (or in chronopotentiometry rr/Tf would be 1/3). In the presence of the following re-
action, /pa/zpc < 1 (or Tr/rf < 1/3) because R is removed from near the electrode surface
by reaction, as well as by diffusion. A similar effect will be found for a catalytic (EC)
reaction, where not only is the reverse contribution decreased, but the forward parameter
is increased.

12.1.4 Time Windows and Accessible Rate Constants

The previous discussion makes it generally clear that the effect of a perturbing reaction on
the measured parameters of an electrode process depends on the extent to which that reac-
tion proceeds during the course of the electrochemical experiment. Consequently, it is
valuable to be able to compare characteristic time for reaction with a characteristic time
for observation. The characteristic lifetime of a chemical reaction with rate constant к can
be taken as t\ = Ilk for a first-order reaction or t'2 = 1/fcQ for a second-order (e.g., dimer-
ization) reaction, where Q is the initial concentration of reactant. One can easily show
that t\ is the time required for the reactant concentration to drop to 37% of its initial value
in a first-order process, and that t2 is the time required for the concentration to drop to
one-half of Q in a second-order process. Each electrochemical method is also described
by a characteristic time, r, which is a measure of the period during which a stable elec-
troactive species can communicate with the electrode. If this characteristic time is small
compared to t\ or t'2, then the experimental response will be largely unperturbed by the
coupled chemistry and will reflect only the heterogeneous electron transfer. If t' << r,
the perturbing reaction will have a large effect.

For a given method with a particular apparatus, a certain range of т (a time window)
exists. The shortest useful r is frequently determined by double-layer charging and in-
strumental response (which can be governed by the excitation apparatus, the measuring
apparatus, or the cell design). The longest available т is often governed by the onset of
natural convection or changes in the electrode surface. The achievable time window is
different for the different electrochemical techniques (Table 12.1.1). To study a coupled
reaction, one must be able to find conditions that place the reaction's characteristic life-
time within the time window of the chosen technique. Potential step and voltammetric
methods are applicable to reactions that are fast enough to occur within the diffusion
layer near the electrode surface. Thus these methods would be useful for studying first-
order reactions with rate constants of about 0.02 to 107 s"1. To reach the upper limit, a
UME would have to be employed, where the characteristic time is governed by the elec-
trode radius, r0, and is —Го/D. Rapid reactions can also be studied by ac methods and
with the SECM (where the characteristic time depends on the spacing between the tip
and substrate, d, and is ~d2ID). Coulometric methods are applicable to slower reactions
that take place outside of the diffusion layer. The main strategy adopted in studying a re-
action is to systematically change the experimental variable controlling the characteristic
time of the technique (e.g., sweep rate, rotation rate, or applied current) and then to de-
termine how the forward parameters (e.g., iplv

mC, irmIC, or ц1а)112С), the characteristic
potentials (e.g., Ep and £1/2), and the reversal parameters (ipjipc> h^b QJQd respond.
The directions and extents of variation of these provide diagnostic criteria for establish-
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TABLE 12.1.1 Approximate Time Windows for Different Electrochemical Techniques

Technique

ас Impedance

Rotating disk electrode
voltammetry

Scanning electrochemical

microscopy

Ultramicroelectrode at steady state

Chronopotentiometry

Chronoamperometry

Chronocoulometry

Linear scan voltammetry

Cyclic voltammetry

dc Polarography

Coulometry

Macroscale electrolysis

Time parameter

1/(0 = (27Г/Г1 (S)
(/=freq. inHz)

l/a> = (2wf)~l (s)c

(/ = rotation rate, in r/s)

SID

rllD

t(s)

т (Forward phase duration, s)

т (Forward phase duration, s)

RTIFv (s)

RT/Fv (s)

*max (drop time, s)

t (electrolysis duration, s)

t (electrolysis duration, s)

Usual range of
parameter"

(o= 10" 2 - l O ^ " 1

0) = 30-1000 s" 1

d = 10 nm-10 fim

r0 = 0.1-25 jLtm

10~6-50 s

10~7-10 s

10"7-10 s

v = 0.02-106 V/s

v = 0.02-106 V/s

1-5 s

100-3000 s

100-3000 s

Time window
(s)b

10"5-100

10"3-0.03

10"7-0.1

10~5-l

10"6-50

10~7-10

10~7-10

10~7-l

10~7-l

1-5

100-3000

100-3000

°This represents a readily available range; these limits can often be extended to shorter times under favorable conditions.
For example, potential and current steps in the nanosecond range and potential sweeps above 106 V/s have been reported.
*This time window should be considered only approximate. A better description of the conditions under which a chemical
reaction will cause a perturbation of the electrochemical response can be given in terms of the dimensionless rate
parameter, Л, discussed in Section 12.3.

This is sometimes also given in a term that includes the kinematic viscosity, v, and diffusion coefficient, D, (both with
units of cm2/s), such as, (1.61)V/3/(w£>1/3).

ing the type of mechanism involved, and the measurements themselves provide data for
evaluation of the magnitudes of the rate constants of the coupled reactions.

12.2 FUNDAMENTALS OF THEORY FOR VOLTAMMETRIC
AND CHRONOPOTENTIOMETRIC METHODS

12.2.1 Basic Principles

The theoretical treatments for the different voltammetric methods (e.g., polarography, lin-
ear sweep voltammetry, and chronopotentiometry) and the various kinetic cases generally
follow the procedures described previously. The appropriate partial differential equations
(usually the diffusion equations modified to take account of the coupled reactions produc-
ing or consuming the species of interest) are solved with the requisite initial and boundary
conditions. For example, consider the ErQ reaction scheme:

О + ne ^ R (at electrode)
k

R —> Y (in solution)

(12.2.1)

(12.2.2)

For species O, the unmodified diffusion equation still applies, since О is not involved di-

rectly in reaction (12.2.2); thus

°L дхг J (12.2.3)
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For the species R, however, Fick's law must be modified because, at a given location in
solution, R is removed not only by diffusion but also by the first-order chemical reaction.
Since the rate of change of the concentration of R caused by the chemical reaction is

[dCR(x, Ol
М й ~ П = - * C R ( * . O (12.2.4)
L Ol Jchem.rxn.

the appropriate equation for species R is

dt

The initial conditions, assuming only О is initially present, are, as usual,

Co(x, 0) = Cg CR(x, 0) = 0 (12.2.6)

The usual boundary conditions for the flux at the electrode surface

[dCo(x, Ol r<?CR(jc, O l
D ° H H - O = " Ч ~ ^ ~ 1 - о (12-2-7)

and as x-^ °°,
lim cg(jc, 0 = Q) ° ° l i m CR(x, 0 = 0 (12.2.8)

x—»0 0 x—>°°

also apply. The sixth needed boundary condition depends on the particular technique and
the reversibility of the electron-transfer reaction (12.2.1), just as described in Chapters
5-10. For example, for a potential step experiment to the limiting cathodic current region,
Q)(0, 0 = 0- F° r a s ^ p to an arbitrary potential, assuming (12.2.1) is reversible, the req-
uisite condition is [see (5.4.6)]

_2—!— = 0 = exp —(E — E?) (12.2.9)

and, for chronopotentiometry,

(12.2.10)

Note that equations need not be written for species Y, since its concentration does not
affect the current or the potential. If reaction (12.2.2) were reversible, however, the con-
centration of species Y would appear in the equation for dCR(x, t)/dt, and an equation for
dCy(;t, t)/dt and initial and boundary conditions for Y would have to be supplied (see
entry 3 in Table 12.2.1). Generally, then, the equations for the theoretical treatment are
deduced in a straightforward manner from the diffusion equation and the appropriate ho-
mogeneous reaction rate equations. In Table 12.2.1, equations for several different reac-
tion schemes and the appropriate boundary conditions for potential-step, potential-sweep,
and current-step techniques are given.

Solutions of the equations appropriate for a given reaction scheme are obtained by (a)
approximation methods, (b) Laplace transform or related techniques to yield closed form
solutions, (c) digital simulation methods, and (d) other numerical methods. Approxima-
tion methods, such as those based on the reaction layer concept as described in Section
1.5.2, are sometimes useful in showing the dependence of measured variables on various
parameters and in yielding rough values of rate constants. With the availability of digital
simulation methods, they are now rarely used. Laplace transform techniques can some-
times be employed with first-order coupled chemical reactions, often with judicious sub-
stitutions and combinations of the equations. Only rarely can closed-form solutions be
obtained, such as in Section 12.2.2. For most reaction schemes, direct numerical solution
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of the differential equations or digital simulation, especially when higher-order reactions
are involved, is the method of choice. Commercial computer programs, such as, DigiSim
(17), ELSIM (18), and CVSIM (19), are available for some methods. A brief discussion
of digital simulation with coupled homogeneous reactions is given in Section B.3.

For rotating disk electrode studies, the appropriate kinetic terms are added to the con-
vective-diffusion equations. For ac techniques, the equations in Table 12.2.1 are solved
for CQ(0, t) and CR(0, i) in a form obtained by convolution [equivalent to (10.2.14) and
(10.2.15) for the appropriate case]. Substitution of the current expression, (10.2.3), then
yields the final relationships.

12.2.2 Solution of the ErCi Scheme in Current
Step (Chronopotentiometric) Methods

To illustrate the analytical approach to solving problems involving coupled chemical re-
actions and the treatment of the theoretical results, we consider the E rQ scheme for a con-
stant-current excitation. Although chronopotentiometric methods are now rarely used in
practice to study such reactions, this is a good technique for illustrating the Laplace trans-
form method, the nature of the changes caused by the coupled reaction, and the "zone dia-
gram" approach for visualizing the effects of changes in time scale and rate constant.
Analogous principles apply for cyclic voltammetry, where only numerical solutions are
available. The equations governing the ErQ case are given as entry 4 in Table 12.2.1 and
were discussed in Section 12.2.1.

(a) Forward Reaction
The equation for Co(x, t) is the same as that in the absence of the following reaction, that
is, (8.2.13):

Thus, the forward transition time, rf [when CQ(0, t) = 0], is unperturbed, and /Tf
1/2/Co is

a constant given by (8.2.14). However, CR(x, t) is affected by the following reaction, and
this causes the E— t curve to be different. The Laplace transform of (12.2.5) with initial
condition (12.2.6) yields

sCR(x, s) = DR\ ^ — ^ - kCR(x, s) (12.2.12)

Solution of this equation with the boundary condition lim CR(x, s) = 0 gives

CR(x,s) = CR(0, s) exp - f e ^ ) x\ (12.2.14)

With the boundary condition

this finally yields

1 / 2 ^ / 2 ^ (12.2.16)
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For the forward step at constant current,

Ks) = | (12.2.17)

and, from the inverse transform,

(b) Potential-Time Behavior
From (8.2.14) and (12.2.11),

i ^ (11220)

For a reversible electron-transfer reaction, the Nernst equation applies, that is,

The E-t curve is obtained from (12.2.19) to (12.2.21):

( T ' ) (12.2.22)

\ O ) nF [тг112 zrf[(kt)m}\ n F

This can be written

Ш М ]/2
ъЩр0) erf[(fe)1/V/2

± ^ ) (12.2.23)

(12.2.24a)

(12.2.24b)

The term (RT/nF) In E represents the perturbation caused by the chemical reaction.
It is instructive to examine the limiting behavior of S as a function of the dimensionless

product let. For (kt)m < 0.1, erf[(fo)1/2] « 2(kt)l/2/irm (see Section A.3), or E = 1, and the
second term of (12.2.24a) is zero. In other words, the following reaction will have no effect
for sufficiently small к or short times. This condition can be considered to define the pure dif-
fusion-controlled zone. As (ki)m increases, E becomes smaller, so that the E-t curve is
shifted toward more positive potentials. For example, when (kt)m = 1, erf[(A/)1/2] = 0.84,
S = 0.75 and the wave is shifted 7 mV on the potential axis in a positive direction. When
(kt)m > 2, erf [(kt)m] approaches the asymptote of 1, so that E = VKirlkt)112. This represents
the limiting region for large к or t, and leads to the E-t equation for the pure kinetic zone:

f) in(^) + ( fE = Em + ( f ) in(^) + ( f ) ln (^ - ,-) (12.2.25)

Note that this equation is very similar in form to that for a totally irreversible electron-
transfer reaction with no coupled chemical reaction, (8.3.6), and predicts a linear variation
of E with ln(r1/2 - tm) in this zone. This equation can also be written as

f) i£)+(Б
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or, at t = т/4, Е = £T/4, where

ET/4 = Ey2 %)и4и) + 1£)ыь) (12.2.27)

A plot of ET/4 vs. log (Jet) is shown in Figure 12.2.1. Note that the limiting diffusion
and kinetic zones are described by the solid lines,1 and the dashed curve represents the
exact equation, (12.2.24). Of course, the boundaries of these zones depend on the approx-
imation employed, and the applicability of the limiting equations depends on the accuracy
of the electrochemical measurements. For example, if potential measurements are made to
the nearest 1 mV, the pure kinetic zone will be reached (for n — \ and 25°C) when 25.7
In [erf(fo)1/2] ^ 1 mV or when (kt)m > 1.5.

(c) Current Reversal
The treatment involving current reversal employs the same equations and utilizes the
zero-shift-theorem method, as in Section 8.4.2. Thus, for reversal of current at time t\
(where t\ ^ т\),

i(t) = i ~ Sh(t)(2i)

where St (t) is the step function, equal to 0 (t < t\) and 1 (t > ti). Then

2 е-'*

and from (12.2.16),

c R (a W i Г
> s) — i nnFADlAs(s + k)m s(s + k)m \

(12.2.28)

(12.2.29)

(12.2.30)

Г)

и
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Figure 12.2.1 Variation of £т/4 with log(At) for chronopotentiometry with the E rQ reaction
scheme. Zone KD is a transition region between the pure diffusion and pure kinetic situations.

'The concept of using zone diagrams to describe behavior within a given mechanistic framework was developed

extensively by Saveant and coworkers. Many examples are covered below. The labels given to the zones (e.g.,

DP, KD, and KP in Figure 12.2.1) are typically derived from their work and are based on their French-language

abbreviations.
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Figure 12.2.2 Variation of T2lt\ with kt\ for
chronopotentiometry with the E rQ reaction scheme.

The inverse transform yields

Jl kuz l kiU

At the reverse transition time, t — t\ + т2, CR(0, i) — 0, so that

(12.2.31)

-|l/2i =

Let us again examine the limiting behavior. When kt\ is small (diffusion zone),
erf[(&T2)

1/2] approaches 2(&T2)
1/2/TT-1/2 and erf{[&(^ + r2)]1 / 2} approaches 2[k(ti +

тг)\т1тгт. Under these conditions (12.2.32) becomes identical to the equation for unper-
turbed reversal chronopotentiometry and т2 = ^/3 (see equation 8.4.9). When kt\ is large
(kinetic zone), r 2 approaches 0. The variation of т2/^ with kt\ is shown in Figure 12.2.2
(20-22). Note that kinetic information can be obtained from reversal measurements only
in the intermediate zone (0.1 ^ kt\ ^ 5). The actual value of к is obtained by determining
T2lt\ for different values of t\ and fitting the data to the working curve shown in Figure
12.2.2 (23). Kinetic information can also be obtained in the kinetic zone from the shift of
potential with T\\ however, EP must be known for the electron-transfer step before an ac-
tual value of к can be determined.

The treatment given here is typical of those required for other reaction schemes and
techniques. These treatments result in the establishment of (a) diagnostic criteria for dis-
tinguishing one mechanistic scheme from another and (b) working curves or tables that
can be used to evaluate rate constants. A survey of results is given in Section 12.3.

12.3 THEORY FOR TRANSIENT VOLTAMMETRY
AND CHRONOPOTENTIOMETRY

We examine here the theoretical treatments for cyclic voltammetry and other transient
techniques (chronoamperometry, chronopotentiometry) for a broad set of reaction
schemes, all of which are introduced in Section 12.2. When one wants to investigate an
electrochemical reaction scheme, one almost always turns first to CV. Although all tran-
sient methods can, in principle, explore the same i-E-t space to obtain the needed data,
cyclic voltammetry allows one to see easily the effects of E and t on the current in a single
experiment (Figure 6.1.1). Moreover, correction of the faradaic current for capacitive ef-
fects and adsorption is relatively straightforward with CV (compared, for example, to
chronopotentiometry). If capacitive effects are so large that good CV behavior is not ob-
tained, methods such as square wave or pulse voltammetry might be preferable. On the
other hand, CV suffers from the fact that heterogeneous kinetics can affect the observed
response and can complicate the extraction of accurate rate constants for homogeneous re-
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actions. Measurements in which the potential is stepped to values where the heteroge-
neous reaction is mass-transfer controlled, like potential step and rotating disk electrode
methods, do not have this problem. Thus, after a reaction mechanism has been elucidated
and semiquantitative results have been obtained by CV, one often turns to other methods,
like chronocoulometry or RDE methods, to obtain better values of kinetic parameters.

In the sections that follow, we first examine typical cyclic voltammetric responses for
the different reaction mechanisms and then show how consideration of zone diagrams and
theoretical responses can be used to recognize the reaction scheme and extract kinetic pa-
rameters. After the discussion of CV, other transient techniques for the same reaction
scheme are discussed. We will not describe results in detail, but rather attempt to show
important limiting cases and equations that are useful for recognizing a given reaction se-
quence and estimating rate constants.

12.3.1 Preceding Reaction—CrEr

Y^±O (12.3.1)

O + ne*±R (12.3.2)

К = к{/къ = CO(JC, O)/CY0t, 0) (12.3.3)

The behavior of this system depends on the magnitudes of both first-order rate con-
stants, к{ and къ (s"1), and the equilibrium constant, K. It is convenient to describe the re-
actions in terms of dimensionless parameters related to the rate constants of the reactions
(or the characteristic reaction lifetimes) and the duration of the experiment. For the CrEr

case in the context of a potential step experiment of duration t, these are conveniently ex-
pressed by К and A = (fcf + kb)t. For different methods and mechanisms, A is defined in
particular ways, as given in Table 12.3.1.

It is instructive to think about the behavior according to the zone diagram (24) in Figure
12.3.1, which defines how the electrochemical parameters are affected by A and K, and when
the limiting behavior will be observed within a given accuracy. When К is large (e.g., К ^
20), the equilibrium in (12.3.1) lies so far to the right that most of the material exists in the
electroactive form, O. The preceding reaction then has little effect on the electrochemical re-
sponse, which is essentially the unperturbed nernstian behavior. Similarly, when kf and къ are
small compared to the experimental time scale (e.g., A < 0.1), the preceding reaction cannot
occur appreciably on the experimental time scale. Thus it again has little effect and a nernst-
ian response results, but with the effective initial concentration of O, Co(x, 0), being given by

*, 0) = ^ ^ y (12.3.4)

TABLE 12.3.1 Dimensionless Parameters for Various Methods

Time Dimensionless kinetic parameter, A, for
Technique parameter(s) CrEr ErC[ EXC{

Chronoamperometry and polarography

Linear sweep and cyclic voltammetry

Chronopotentiometry

Rotating disk electrode

t

l/v

r

I/to

(kf

(*f

(kf

(kf

+ kb)t

+ *b) (RT]
v [nFj

+ kb)/coa

kt

К
kr

k/co

RT\
nF)

k Cjt

*'Cz (RT\
v {nF)

к'ф
к'С*ш

aOr 8/fji= 1.61
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Figure 12.3.1 CrEr reaction diagram with zones for different types of electrochemical behavior as
a function of К and Л (defined in Table 12.3.1). The zones are DP, pure diffusion; DM, diffusion
modified by equilibrium constant of preceding reaction; KP, pure kinetics; and KI, intermediate ki-
netics. The circled numbers correspond to the boundaries calculated in Section 12.3.l(c). [Adapted
with permission from J.-M. Saveant and E. Vianello, Electrochim. Ada, 8, 905 (1963). Copyright
1963, Pergamon Press PLC]

where

Co(*, 0) + CYfc 0) = C* (12.3.5)

When Л is very large, (12.3.1) is so mobile that it can always be considered at equilib-
rium. In this case, the behavior is yet again nernstian, but the wave is shifted along the po-
tential axis from its unperturbed position by an extent that depends on the magnitude of K,
as discussed in Sections 1.5.1 and 5.4.4. This shift is a thermodynamic effect reflecting
the energy by which species О is stabilized by the equilibrium. The extent of this zone, in
the upper-right portion of Figure 12.3.1, depends on К and Л. When К is small and Л is
large, the reaction is so fast that the reactants can be considered to be at steady-state val-
ues within the reaction layer near the electrode surface, and the differential equations gov-
erning the system can be solved by setting the derivatives with respect to time equal to
zero (the "reaction-layer treatment"). This is the pure kinetic zone. A more quantitative
description of how the limits of these zones are chosen is given in Section 12.3. l(c).

(a) Linear Sweep and Cyclic Voltammetric Methods
The shape of the i-E curve depends on the values of К and A; that is, on the region of in-
terest in Figure 12.3.1 (24, 25). Curves for this scheme with К = 10~3, kf = 1СГ2 s"1,
kb = 10 s"1, and scan rates, v, of 0.01 to 10 V/s (A of 26 to 0.026) are shown in Figure
12.3.2. It is instructive to correlate these curves to the appropriate points in the zone
diagram (Figure 12.3.1). In all cases, log К = - 3 . At the high scan rate (v = 10 V/s,
log A = —1.6), the operating point is in the DP region, and a diffusion-controlled voltam-
mogram with little contribution from the preceding reaction is observed. The behavior ap-
pears essentially as an unperturbed reversible reaction with an initial concentration of О
determined by the small equilibrium constant of reaction (12.3.1). As v decreases, one
proceeds horizontally at the log К = —3 level across the zone diagram toward larger log
A values. At v = 1 V/s (log A = —0.6), the operating point is in the KI region. We enter
the KP region at still smaller scan rates, such as v = 0.01 V/s (log A = 1.6). In this re-
gion, the response is totally governed by the rate at which О is supplied by the forward re-
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3r-

-400

Figure 12.3.2 Cyclic voltammograms for the CrEr case. A ^ В; В + e ^± C, where EQ/C = 0 V
C* = 1 mM, A = 1 cm2, DA = DB = Dc = 10" 5 cm2/s, К = 1СГ3, kf = 10" 2

kb = 10 s"1, Г = 25°C, and scan rates, v of (1) 10; (2) 1; (3) 0.1; (4) 0.01 V/s.

- 2 - 1

action, rather than by diffusion. The current attains a steady-state value, indicated by the
cathodic plateau independent of the scan rate.

Since the observed i-E response depends upon K, &f, къ, and v, in addition to Д C,
and n, a full representation of the CV behavior in terms of these parameters would involve
a large number of plots. The results can be given more economically by plotting in terms
of the dimensionless parameters К and Л and by normalizing the current, as shown in Fig-
ure 12.3.3.

As discussed in the introduction to this section, the behavior is diffusion-controlled in
regions DP and DM.

In the pure kinetic region (KP), the i-E curve takes on an S-shape (rather than the
usual peak-shape) and the current attains a steady-state value, Z'L, independent of v, given
by

тiL = nFADmC*K(kf + къ)

In this region, the half-peak (i.e., half-plateau) potential Ep/2 is given by

Evll = E0' - Q211RTInF - (RTIlnF) In Л

The shift of Ер/2 with v is

dEp/2/d In v = RTHnF

(12.3.6)

(12.3.7)

(12.3.8)

thus at 25°C a tenfold increase in v causes the reduction peak to shift by 29/n mV in the
positive direction. As v increases (so that Л decreases) and the system enters the zone of
intermediate kinetics (zone KI, Figure 12.3.1), the shift of Ep/2 with scan rate becomes
smaller and finally is independent of v in the diffusion zone (DP). The shift of Ep/2 with
the dimensionless parameter K\ is shown in Figure 12.3.4 (25). A working curve showing
the ratio of the kinetic peak current, /k, to the diffusion-controlled current, /d (attained at
very slow scan rates), has been proposed (25) (Figure 12.3.5) and has been shown to fit
the empirical equation

*d 1.02 + ОЛЛ/КЛ/Т
(12.3.9)
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Figure 12.3.3 Curves of current [plotted
as 7rmx((Tt)/KXm, where x(p-t) is defined
as in (6.2.16)] vs. potential at К = 10~2

(upper) and К = 10~4 (lower), at different
values of Л = (RT/nF) [(kf + kb)/v] shown
on each curve for the CrEr reaction scheme.
[Reprinted with permission from J.-M.
Saveant and E. Vianello, Electrochim.
Acta, 8, 905 (1963). Copyright 1963, Perga-
mon Press PLC]

In cyclic voltammetry, the anodic portion on the reverse scan is not affected as much
as the forward response by the coupled reaction (Figure 12.3.2). The ratio of /pa//pC (with
/pa measured from the extension of the cathodic curve as described in Section 6.5) in-
creases with increasing scan rate as shown in the working curve in Figure 12.3.6 (25). The
actual i-E curves can be drawn using series solutions or a table given by Nicholson and
Shain (25) or by digital simulation.

(b) Polarographic and Chronoamperometric Methods
The current of interest is that at the limiting current plateau, that is, for CQ(0, i) = 0. For
a planar electrode, assuming equal diffusion coefficients for all species (DQ — Dy = D)
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+1.0 0.0 -1.0
log (KXV2)

-2.0

Figure 12.3.4 Variation of £p/2 with KX m for
the CrEr reaction scheme. Potential axis is
n(Ep/2 ~ Em) ~ (RT/F) ln[K/(l + K)]. u-> shows
direction of increasing scan rate. [Reprinted with
permission from R. S. Nicholson and I. Shain,
Anal. Chem., 36, 706 (1964). Copyright 1964,
American Chemical Society.]

and the chemical equilibrium favoring Y [K « 1, CY(x, 0) ~ C*], the current is given
by (26)

/ = nFAC*Dmk\l2Km exp(kfKt) evfc[(k{Kt)m] (12.3.10)

Letting (kfKt)m = Z, this can be written

/ = nFADmC*rmZexp(Z2) erfc(Z) (12.3.11)

Note that this is of the same form as the current for a totally irreversible wave [see
(5.5.27)]. For large values of kb the function Z exp(Z2) erfc(Z) approaches u~m and the
current becomes the diffusion-controlled value, /<j (equation 5.2.11); hence the behavior is
in the diffusion zone on the right side in Figure 12.3.1. Equation 12.3.11 can be
written

4-= 7T1/2Zexp(Z2)erfc(Z)
l

(12.3.12)

[Compare with (5.5.28) and Figure 5.5.2.] For small values of the argument Z, exp(Z2)
erfc(Z) « Z, and (12.3.12) yields the same current given in equation 12.3.6 with К « 1,
that is,

i - idir
m(kfKf)in = nFADmC*(k{K)m (12.3.13)

which is independent of t and governed by the rate of conversion of Y to O.
These equations hold for polarography as well (within the expanding plane approxi-

mation) with t = tm2iX (the drop time) and the area A given by (7.1.3). The approach of
Section 7.2.2 applies. Treatments taking account of spherical diffusion and unequal diffu-
sion coefficients have also been presented (27, 28). Note how the limiting current in po-

2 4 6 8

(/a1/2r1

Figure 12.3.5 Working curve of /k//d vs.
(KXm)~l for the CrEr reaction scheme. [Reprinted
with permission from R. S. Nicholson and I. Shain,
Anal Chem., 36, 706 (1964). Copyright 1964,
American Chemical Society.]
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Figure 12.3.6 Ratio of anodic to cathodic peak
currents as a function of the kinetic parameters for
the CrEr reaction scheme. [Reprinted with permis-
sion from R. S. Nicholson and I. Shain, Anal.
Chem., 36, 706 (1964). Copyright 1964, American
Chemical Society.]

larography varies with rm a x or the height of the mercury column, hC0YY. For large kf (in the
diffusion region), / varies as t]^ or as hlj2

n. For small &f, where (12.3.13) applies, / is in-
dependent of both tmax and hcon

(c) Chronopotentiometric Methods
The i-r behavior is governed by the following equation (29-31)

\l/2
1 / 2ir =

nFAC*(rrDy
(12.3.14)

The first term on the right is the value for the diffusion-controlled reaction, ir\/2.
Using the definition of A (Table 12.3.1), this equation can then be written

irm =
2K\ 1/2

or

(12.3.15)

(12.3.16)

The variation of irm with A1/2 for several different values of К is shown in Figure
12.3.7. This equation is also useful in examining the limiting behavior of ir112 and defin-
ing the different zones of interest as in Figure 12.3.1. Consider A1/2 < 0.4, where
erf(A1/2)/A1/2 approaches the limiting value of 2/тг1/2 (within ca. 5%) and (12.3.16) yields
(irl/2/ir\/2) ~ K/(l + K), which is the diffusion-controlled response corrected by calculat-

Figure 12.3.7 Variation of irm/iTlJ2 with A for various values of К (indicated on curve) for
chronopotentiometric study of the CrEr reaction scheme.
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ing CQ(X, 0) from C*. Thus this condition, or log Л < —0.8, defines the left boundary
(line 1). For large Л (e.g., Л ш > 1.4), erf(A1/2) « 1 and (12.3.16) yields

^ /1 + <шбГ
и » ; ( 1 2 3 Л 7 )

This condition gives diffusion-controlled behavior when 0.886/ATA1/2 ^ 0.05, or log
К = 1.25 - (1/2) log A; this represents the right boundary (line 2). The pure kinetic re-
gion is also defined by large A values, this time as К —> 0. One can set the boundary by
using A1/2 > 1.4 (line 3) and the condition that the second term on the right predomi-
nates in (12.3.17). Thus 0.886//ГА172 > 10 or log К = -1/2 log A - 1.05 (line 4). Note
that the exact locations of these boundaries depend on the levels of approximations
used. Moreover, in this pure kinetic region, (12.3.14) becomes

(12.3.18)

so that a plot of irm vs. i in this region is a straight line of slope -rr1/2/2K(kf + къ)
т.

This behavior is evident in the plots shown in Figure 12.3.8.
For simple reversal chronopotentiometry, the ratio of reversal transition time TI to the

forward time T\ is 1/3, just as in the diffusion-controlled case, independent of the rate con-
stants. However, for cyclic chronopotentiometry the transition times for the third (тз) and
subsequent reversals differ from those of the diffusion-controlled case (31).

12.3.2 Preceding Reaction—CrEi

This scheme is the same as that in Section 12.3.1, except that the electron-transfer reaction
(12.3.2) is totally irreversible and is governed by the charge-transfer parameters a and k°.
The limiting current behavior in chronoamperometric and polarographic methods will not
be perturbed by irreversibility in the electron-transfer reaction; since the potential is stepped
to a value sufficiently beyond the equilibrium value that reaction (12.3.2) proceeds rapidly.
Thus the results will be the same as in Section 12.3.l(b). This case illustrates an important
advantage of chronoamperometric methods: that the potential can be chosen to eliminate
complexities in the analysis of the behavior caused by the heterogeneous electron-transfer

IT ""

m A - s 1 / 2

50

/ (mA/cm2)

Figure 12.3.8 Variation of irm

with /, for various values of
(kf + kb) (in s" 1). Calculated for
£ = 0.1, C* = 0.11 mM, and
D = 10"5 cm2/s. [Reprinted with
permission from P. Delahay and T.
Berzins, J. Am. Chem. Soc, 75,
2486 (1953). Copyright 1953,
American Chemical Society.]
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step. On the other hand, once the rate constants of the homogeneous reactions have been de-
duced, potential steps to less extreme potentials can provide information about a and k°.
This requires solution of the more complex problem where the boundary condition for Co(0,
t) is governed by the heterogeneous reaction rate. This problem will not be examined here.

The CrEi case has been treated for linear sweep voltammetry (25). Because of the irre-
versibility of the electron transfer, no anodic current is observed on the reverse scan and
cyclic voltammetric behavior need not be considered. Typical i-E curves are shown in Figure
12.3.9. The limiting behavior again depends on the magnitude of the kinetic parameter KX\12,
where Aj is the A factor of Table 12.3.1, with n set to an = a for a one-electron "E" step:

(

\aF (12.3.19)

When Ai is small, the behavior is the same as that of the unperturbed irreversible one-step,
one-electron reaction, as described in Section 6.3, except that the concentration of О is
given by C*[K/(l + K)]. This represents the limiting behavior at high scan rates. For large
Ai and large values of KX\12, the preceding reaction can be considered to be essentially at
equilibrium at all times, and again the i-E behavior becomes that of the unperturbed irre-
versible case in Section 6.3, with the wave shifted (from the position it would have had
without the preceding reaction) in a negative direction by an amount (RT/aF) ln[K/(l +
K)]. For small values of KX\12 (but with large Ai), the behavior depends on £°, as well as К
and Ai, and the i-E curve no longer shows a peak, but instead has an S-shape with a current
plateau. This is the pure kinetic region where the limiting current becomes independent of
v, as in the case of the CrEr scheme. Under these conditions the current is given by (25)

i =
FAC*Dm K(k{ къ)

т

1 +
\irDmafv(K + 1)1

L k°(kf + kh)
m \

(12.3.20)

Nicholson and Shain (25) suggest that for all ranges of KX\12 the kinetic parameters can
be obtained by fitting the kinetic peak (or plateau) current for the CrEi case, i^ to that for
the diffusion-controlled peak current for an irreversible charge transfer, id (equation
6.3.12), by the empirical equation

V 1

1.02 + 0.531/KVxt

(12.3.21)
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Figure 12.3.9 Curves of current [plotted as 7rmx(bt),
where x(bt) is defined as in (6.3.6)] vs. potential at differ-
ent values of {KX\l2yx (shown on curves). The potential
scale is a(E - E°) + (RT/F) \n[(7rDb)m/k°) ~ (RT/F)
ln[K/(l + K)].b = aFv/RT; X{ = (kf + kb)fh. [Reprinted
with permission from R. S. Nicholson and I. Shain, Anal.
Chem., 36, 706 (1964). Copyright 1964, American
Chemical Society.]



496 Chapter 12. Electrode Reactions with Coupled Homogeneous Chemical Reactions

[compare to (12.3.9)]. For the more general C rEq case, the best approach is via digital
simulation for different values of the parameters.

For chronopotentiometry, the behavior of r is again like the CrEr case, since the
wave will shift to sufficiently negative values to maintain the electron-transfer reaction
rate at the value required by the applied constant current, and the treatment in Section
12.3.1 applies.

12.3.3 Following R e a c t i o n — E r Q

This case for the chronopotentiometric method was treated in Section 12.2.2, and the
zones for pure diffusion behavior (DP) and pure kinetic behavior (KP) were derived in
terms of the dimensionless kinetic parameter Л (Table 12.3.1): DP, Л < 0.1; KP, A > 5
(Figure 12.2.1). These zones generally apply with the other techniques as well.
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Cyclic voltammograms for ErCi case at 25°C. A + e< . (a-d) System
where = 0 V, C* = 1 mM, Св = 0, A = 1 cm2, DA = DB = 10" 5 cm2/s, and kf - 10 s" at
scan rates v of (a) 10, (b) 1, (c) 0.1, and (d) 0.01 V/s. Current in amperes; potential in mV. Note
that the vertical scale changes from panel to panel, (e) Normalized current for several values of
Л = kRT/nFv. [Part (e) reprinted with permission from R. S. Nicholson and I. Shain, Anal. Chem.,
36, 706 (1964). Copyright 1964, American Chemical Society.]
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Figure 12.3.11 Variation of peak potential as a
function of Л for the E rQ case. [Reprinted with per-
mission from R. S. Nicholson and I. Shain, Anal
Chem., 36, 706 (1964). Copyright 1964, American
Chemical Society.]

(a) Linear Sweep and Cyclic Voltammetric Methods
Typical curves for this case, both as they would appear in an experimental trial and in nor-
malized form, are given in Figure 12.3.10. At small values of Л, essentially reversible be-
havior is found. For large values of Л (in the KP region), no current is observed on scan
reversal and the shape of the curve is similar to that of a totally irreversible charge trans-
fer, (6.3.6). In this region the current function changes only slightly with scan rate (i.e.,
ip/vm increases by about 5% for Л changing from 1 to 10). The peak, which is generally
positive of the reversible 2sp value because of the following reaction, shifts in a negative
direction (toward the reversible curve) with increasing v (Figure 12.3.11).

In the KP region, Ev is given by

~§0.780 (12.3.22)

so that the wave shifts toward negative potentials by about 30/n mV (at 25°C) for a ten-
fold increase in v. In the intermediate region of Л (КО), that is, 5 > A > 0.1, information
can be obtained from the ratio of anodic and cathodic peak currents /pa/ipc; these are de-
termined as described in Section 6.5.1. Nicholson and Shain (25) plotted the ratio /pa/ipc

as a function of AT, where r is the time between Em and the switching potential Ex. By fit-
ting the observed values to a working curve (Figure 12.3.12), a value of kf can be esti-
mated (assuming Em can be determined by experiments at sufficiently high scan rates).
Note, however, that reversal data yield kinetic information only over a small range of A. It
is sometimes useful to extend the scan to more extreme potentials to see if the products of
the following reaction are electroactive. For example, Figure 12.3.13 shows the cyclic
voltammograms for the same reaction and conditions as in Figure 12.3.10Z?, but with the
scan extended to more positive potentials to show waves for the oxidation of species С
and, on the second reversal, the reduction of its oxidation product, D.
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Figure 12.3.12 Ratio of anodic to cathodic
peak current as a function of kfT, where r is the
time between Em and the switching potential
£д- [Reprinted with permission from R. S.
Nicholson and I. Shain, Anal Chem., 36, 706
(1964). Copyright 1964, American Chemical
Society.]
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A 4- e «± В; В -> С (as in Figure
12.3.10/?, v = 1 V/s), with the
scan extended to show the waves
for the couple D + e = C,

(b) Chronoamperometric Methods
Since the forward reaction for a potential step to the limiting current region is unperturbed
by the irreversible following reaction, no kinetic information can be obtained from the po-
larographic diffusion current or the limiting chronoamperometric i-t curve. Some kinetic
information is contained in the rising portion of the i-E wave and the shift of Еу2 with
tmSLX. Since this behavior is similar to that found in linear potential sweep methods, these
results will not be described separately. The reaction rate constant к can be obtained by
reversal techniques (see Section 5.7) (32, 33). A convenient approach is the potential step
method, where at t = 0 the potential is stepped to a potential where CQ{X = 0) = 0, and at
t = т it is stepped to a potential where CR(JC = 0) = 0. The equation for the ratio of /a

(measured at time tv) to ic (measured at time t{ = tr- r) (see Figure 5.7.3) is

-f = ф[кг, (fr - T)/T] ~ (12.3.23)

where ф represents a rather complicated function involving a confluent hypergeometric
series. Working curves can be derived from (12.3.23) showing ijic as a function of kr
(i.e., Л) and (tY - T)IT (Figure 12.3.14). Similar working curves have been obtained by
digital simulation of this case for both chronoamperometry and chronocoulometry (33).
These curves can be employed to obtain the rate constant A; if a value of т can be em-
ployed that yields а Л in the useful range.

(c) Chronopotentiometric Methods
The equations governing r, the E-t curve, and single reversal experiments are given in
Section 12.2.2. Cyclic chronopotentiometry shows a continuous decrease in the relative
transition times on repeated reversals because of the irreversible loss of R during the
course of the experiment (22).

(d) Other ErC Mechanisms
The ErC case has been treated for a number of variations in addition to the irreversible
first-order following reaction discussed here. For example, the case where the product R
dimerizes:

2 R - i R 2
(12.3.24)

has been treated for several techniques (33-37). This case can be distinguished from the
first-order one by the dependence of the electrochemical response on CQ. Also, the varia-
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of potential reversal = т. [Reprinted
with permission from M. Schwarz and I.
Shain, J. Phys. Chem., 69, 30 (1965).
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Society.]

tion of ip/vm £p,. . . with the dimensionless kinetic parameter [which for this second-
order reaction is Л2 = &2Q) h o r ^2 = ^2^0 (RT/nFv)] is different. For example, for lin-
ear sweep voltammetry in the KP region, the peak potential equation is (35, 37)

= Em - ; 0.902 +
RT

(12.3.25)

so that £p shifts 20 mV (at 25°C) for a tenfold change in scan rate. Other EC schemes, for
example, for a reversible following reaction (ErCr) (25, 35), or where the product R can
react with starting material О (33, 38), have also been discussed.

12.3.4 Following Reaction—EqCi

When the rate of the charge-transfer reaction is sufficiently slow, the observed behavior
depends on k° and a [for reaction (12.2.1) considered as a one-electron process] as well as
the kinetic parameter Л for the following reaction. This case can be important even with
fast charge-transfer reactions because, as shown in the discussion of E rQ reactions, the ir-
reversible following reactions cause the voltammetric wave to shift toward positive val-
ues, and this shift away from E0' causes a decrease in the rate of the charge-transfer
reaction. We consider here only the cyclic voltammetric method (39, 40). It is convenient
to define a dimensionless parameter Л related to к0 (40):

1/2

Л = - ^ - ^ [ ̂ - 1 (12.3.26)
Dmvm

and to illustrate the general behavior by a zone diagram (Figure 12.3.15), showing the ef-
fect of Л and Л. The different zones can be explained as follows. For Л < 0.1, the follow-
ing reaction has no effect and the behavior is characteristic of reversible (DP),
quasireversible (QR), or totally irreversible (IR) electron transfers, as described in Chap-
ter 6. Similarly, for large Л values (i.e., the upper portion of Figure 12.3.15), the reaction
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can be considered essentially reversible and the behavior corresponds to that in Section

12.3.3 (regions DP, КО, and KP). The effects of joint electron transfer and chemical irre-

versibility are mainly manifest in zone KG (-0.7 < log Л < 1.3, —1.2 < log A < 0.8).

Tables with values of the electrochemical parameters as functions of Л and A are given in

reference 40. For example, Ep as a function of A and Л in this region is shown in Figure

12.3.16. Clearly apparent is the change in (дЕр/д log v) at 25°C from zero at low Л and A

values to 30/n mV with increasing A and to 59/n mV with increasing Л.

4 -

1 -

о -

Figure 12.3.16 Variation of Ep for
the one-electron E q Q case in the in-
termediate kinetics region (KG) as a
function of log A, at several values of
log Л. Parenthesized numbers indi-
cate limiting slope of each curve.
[Data from L. Nadjo and J.-M.
Saveant, J. Electroanal. Chem., 48,
113(1973).]
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Catalytic Reaction—ErCj

In the catalytic reaction scheme, a species Z, usually nonelectroactive, reacts in the fol-
lowing chemical reaction to regenerate starting material. Thus the problem would involve
consideration of a second-order reaction and the diffusion of species Z.

О + пе:
к'

О

(12.3.27)

(12.3.28)

In most treatments, it is assumed that Z is present in large excess ( C | > > CQ), SO that its
concentration is essentially unchanged during the voltammetric experiment, and (12.3.28)
can be considered a pseudo-first-order reaction. Under these conditions, the kinetic para-

meter of interest is

A-kCzt
k'C*z

or
\ — z / Myi

A ^—[ZTE
RT

(a) Linear Sweep and Cyclic Voltammetric Methods
Typical voltammograms for this case, treated in several papers (24, 25), are shown in Fig-
ures 12.3.17 and 12.3.18. Note that at sufficiently negative potentials all of the curves
tend to a limiting value of current /a>, independent of v, given by

I» = nFAC%(Dk'C%)m (12.3.29)

This limiting current arises when the rate of removal of О by the electrolysis is exactly
compensated by the rate of production of О by (12.3.28), so that C0(x = 0) attains a value
independent of time (or v). In this KP region, when A becomes large, the i-E curve loses its
peak-shaped appearance and becomes a wave. The equation for the wave in this region is

(12.3.30)
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Figure 12.3.17 The ErCi case: A + g^±B;B + Z - ^ A + Y. Cyclic voltammograms for the sys-
tem where ЕРШ = 0 V, С* = 1 mM, C | = 0, С* = 1 M, Л = 1 cm2, DA = DB=DZ= 10"5

cm2/s, T = 25°C, and ̂ f = 10 s"1 at scan rates, u, of (1) 10, (2) 1, (3) 0.1, and (4) 0.01 V/s.
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Figure 12.3.18 The
ErC- case: A + e±±B;
В + Z -» A + Y. Linear
sweep voltammograms
for various values of
Л = (RT/nFv)k'C*:
(1) 1.00 X 10~2;
(2) 1.59 X 10"2;
(3)2.51 X 10"2;
(4) 3.98 X 10~2;
(5) 6.30 X 10~2

(6) 1.00 X 10
(7) 1.59 X 10"
(8)2.51 X Ю" 1;
(9)3.98 X 10"1;
(10) 1.00; (11) oo.
[Reprinted with permis-
sion from J.-M. Saveant
and E. Vianello, Elec-
trochim. Ada, 10, 905
(1965). Copyright 1965,
Pergamon Press PLC]

(12.3.31)

Thus in the KP region the analysis of the wave is quite easy and leads immediately to Ey2

andfc'.

The peak (or plateau) current variation with scan rate changes from a v dependence

in the DP zone to independence in the KP zone as shown by a plot of Шд vs. A (Figure

12.3.19). The half-peak potential £p/2 is independent of A at both high and low values of A

and shows a maximum value of A£p/2 /A log v in the KI region of about 24/n mV at 25°C

(Figure 12.3.20).
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Figure 12.3.19 Ratio of kinetic peak current for the
ErCJ reaction scheme to diffusion-controlled peak cur-
rent as a function of A1/2. [Adapted with permission
from R. S. Nicholson and I. Shain, Anal. Chem., 36, 706
(1964). Copyright 1964, American Chemical Society.]
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Figure 12.3.20 Variation of
half-peak potential with Л in the
ErC- case.

For cyclic scans, the ratio of ipa/ipc (with /pa measured from the extension of the ca-
thodic curve) is always unity, independent of Л, even in the KP region, where on the re-
verse scan the current tends to retrace the forward scan current (Figure 12.3.17).

A more complicated variation of the E C scheme, largely studied by voltammetry, is
the situation where reaction (12.3.28) is reversible, but the product Y is unstable and un-
dergoes a fast following reaction (Y —» X). This instability of Y tends to drive reaction
(12.3.28) to the right, so the observed behavior resembles that of the E rQ scheme. In this
case, the O/R couple mediates the reduction of species Z, with the ultimate production of
species X, and the process is called redox catalysis. By selecting a mediator couple whose
£° lies positive of that of the Z/Y couple and noting changes in the cyclic voltammetric
response with v and the concentration of Z, one can find the rate constant for the decom-
position of Y to X, even if it is too rapid to measure by direct electrochemistry of Z (i.e.,
as an EC reaction) (8, 9).

This approach has been used to study the mechanism of a bond-breaking reaction fol-
lowing electron transfer (a dissociative electron transfer). Consider, for example, the case
where species Z is an aryl halide, ArX, that becomes reduced by the electrogenerated re-
ductant to yield the ultimate products Ar and X~. This result can occur either by a con-
certed path, where bond cleavage occurs simultaneously with electron transfer, or by a
stepwise path, where the radical anion, ArX7, is an intermediate. Investigations of such
reactions have been carried out by redox catalysis, and theoretical analysis of the struc-
tural and thermodynamic factors that affect the reaction path have been described (14, 41,
42). Similar considerations apply to oxidation reactions, such as of С2О^~ to form two
molecules of CO2.

(b) Chronoamperometric Methods
The limiting current for a chronoamperometric experiment [C0(x = 0) = 0] is given by
(43-45)

(12.3.32)

where i& is the diffusion-controlled current in the absence of the following reaction,
(5.2.11). This equation can be used to define the limiting regions of behavior. For small
values of Л (e.g., Л < 0.05), erf(A1/2) « 2Л1/2/тг1/2 and i/id « 1 (DP region); here the cat-
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alytic reaction has no effect. For Л > 1.5, erf(A1/2) —» 1, exp(—A)/A
(12.3.32) becomes

I = 7Tl/2Xm

ld

1/2 0, and equation

(12.3.33)

This defines the pure kinetic region (KP). The chronoamperometric response can be em-
ployed to determine A (or k'C*) from a suitable working curve based on (12.3.32) (Figure
12.3.21).

(c) Chronopotentiometric Methods
The solution to this case (46) yields the following expressions for the concentrations
(t < T) with k = k'C*:

co(0, о = eg -
nFADmkm

cR(o, о = eg - co(0,

1/2 (12.3.34)

(12.3.35)

At the transition time, Co(0, t) = 0 and, from the expression for the transition time (rd) in
the absence of the perturbing reaction, (8.2.14), one obtains

(12.3.36)

Note that the limiting values of r/rd in the DP and KP regions can be obtained by consid-
eration of the behavior at small and large A values (see Problem 12.6). A plot showing
this behavior is given in Figure 12.3.22. Note the similarity of the limiting behavior for
A > 1.5, (12.3.36), to the corresponding equation for chronoamperometry, (12.3.33), as
well as the similarity of the working curves. The E-t curves can be derived by substitution
of the expressions for CQ(0, t) and CR(0, i) into the Nernst equation (see Problem 12.7).

The equation for the reverse transition time in terms of Tf in this case is the same as
for the E rQ case (equation 12.2.32) (34, 47, 48), so that simple reversal experiments can-
not distinguish between these cases. However, the variation of r with / immediately dif-
ferentiates between the E rQ and ЕГС( cases.

0.01 0.04 0.25

Figure 12.3.21
Chronoamperometric
working curve for the
E r Q' case (eq. 12.3.32) for
various values of A1/2,
where A = k'C*t. Dashed
line is the KP-region limit-
ing line, (12.3.33).
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Figure 12.3.22 Variation of (T/rd)
1/2 with A1/2 for ErC- case in chronopotentiometry (Л = к'С*т).

Dashed line is limiting behavior in the KP region.

12.3.6 E rE r Reactions

We now consider cases in which there are two (or more) heterogeneous electron-transfer
reactions.

В + е

(12.3.37)

(12.3.38)

The simplest case is that where both electron-transfer reactions are rapid. Let us consider
the cyclic voltammetric behavior for this situation. The appearance of the voltammogram
depends upon the location of the standard potentials, E\ and E®, and the spacing between
them, A£° = E% - E\ (Figure 12.3.23) (49).

Typical voltammograms, the variation of the peak current function for the first (ca-
thodic) wave, and the peak splitting between the cathodic and anodic reversal waves

A£u>0

(а)

(b)

E*

(c)

AE°<0

E°

Figure 12.3.23 Different cases for the
ErEr reaction scheme depending upon rel-
ative values of E\ and E\, as expressed
by AE° = E°2-El
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(A£p) at 25°C are shown in Figure 12.3.24. When A£° > 100 mV, the second electron
step occurs much more easily than the first, and one observes a single wave with charac-
teristics indistinguishable from a single, nernstian, two-electron transfer (i.e., Д£ р = 29
mV, peak current function, 7rmx(crt)n3/2 = 1.26). As discussed in Sections 3.5 and 12.1,
the actual occurrence of a simultaneous transfer of two electrons is, however, very un-
likely. As ДЕ0 decreases, one observes a single wave with an increasing Д£ р until AE°
reaches about — 80 mV, where a suggestion of two waves can be seen. The two waves be-
come resolvable at AE° — —125 mV, where each wave takes on the characteristics of a
one-electron transfer [i.e., Д£ р = 58 mV, peak current function, irmx(crt)n3n = 0.446].
A characteristic of an ErEr reaction is the independence of these parameters with scan
rate. Under these conditions, the working curves in Figure 12.3.25 can be employed to es-
timate AE°.

It is instructive to consider the chemical and structural factors that affect ДЕ"0. When
the successive electron transfers involve a single molecular orbital, and no large structural
changes occur upon electron transfer, then one expects two well-spaced waves (AE° «
— 125 mV). For example, the reduction of aromatic hydrocarbons like anthracene occurs
with two waves spaced on the order of 500 mV apart (Figure 12.3.26a). However, if
transfer occurs to two different groups (two different orbitals) in a molecule (Figure
12.3.26Z?), then closer spacing between the waves, and even a single wave, can result.
Consider a molecule with two identical groups, A, linked in some manner (e.g., with a hy-
drocarbon chain). When an electron is added to one A group, the energy required to add
the second electron depends upon the extent of interaction between the groups. If there is
no interaction between them, ДЕ"0 = -35.6 mV (at 25°C), where the curve crosses the
dashed line in Figure 123.25b. Thus one observes the characteristic splitting of a one-
electron transfer (ДЕр = 58 mV at 25°C), even though a single wave involving two elec-
tron transfers is recorded. Note that a lack of interaction is not represented by ДЕ 0 = 0,
because statistical (entropic) factors make the second electron transfer slightly more diffi-

50

"N

Figure 12.3.24 Changing shapes of cyclic voltammograms for the ErEr reaction scheme at differ-
ent values of A£°.
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cult, in terms of free energy, than the first. It turns out that AE° = -(2RT/F) In 2 (50, 51).
If the groups interact repulsively, then a greater peak splitting is observed. This effect can
be seen, for example, in the voltammetry of a,o>-9,9'-dianthrylalkanes (Figure 12.3.27).
Values of AE° larger than -35.6 mV result when there are attractive interactions, so that
the second electron transfer occurs more easily than the first. This almost always requires
a major structural rearrangement or large solvation or ion pairing effects occurring as a re-
sult of the first electron-transfer step (52).

(a)

ib)

"ГГ "IT IT I t I t
A - A A - A" "A - A"

Figure 12.3.26 (a) Stepwise addition of electrons to the same molecular orbital in a molecule, R,
usually yielding two separated waves, (b) Addition to two separate groups, A, on a molecule, A~A,
where the spacing between the waves depends upon the extent of interaction between the groups.



508 • Chapter 12. Electrode Reactions with Coupled Homogeneous Chemical Reactions

-10

-8

i
§ "2

I:
4

(a)

—mi i

,

Л
f ч

A,-
v

л = 0

I'
1
/

s
/

10

-8

^ -4
"c
CD ot 2

t °
T 2

4

6

_^/

4
>

= 2

t

0.9 1.1 1.3 1.5 1.7 1.9 2.1 2.3 2.5
-V vs. SCE

0.9 1.1 1.3 1.5 1.7 1.9 2.1 2.3 2.5
-V vs. SCE -*~

-10

-8

-6

-4

-2

0

2

4

(с)

III "

I n U

К
//

10

-8

" -4

I 2

\ :
4

6

/ >

w
0.9 1.1 1.3 1.5 1.7 1.9 2.1 2.3 2.5

-V vs. SCE

0.9 1.1 1.3 1.5 1.7 1.9 2.1 2.3 2.5
-V us. SCE - * -

Figure 12.3.27 Cyclic voltammograms for the reduction of a,o>-9,9'-dianthrylalkanes (i.e.,
An-(CH2)n-An, where An = anthracene) in 1:1 benzene:acetonitrile containing 0.1 Mtetra-rc-
butylammonium perchlorate at a Pt electrode. As alkane chain length, n (n = 0, 2, 4, 6), lengthens,
the voltammograms show a decreasing repulsive interaction. [From K. Itaya, A. J. Bard, and M.
Szwarc, Z. Physik. Chem. N. F., 112, 1 (1978), with permission.]

Whenever an ErEr reaction takes place, one must consider the possibility of a dispro-
portionation-comproportionation equilibrium,

£disp = kf/къ = [A][C]/[B]2 (12.3.39)2B *± A + С

also developing in the solution near the electrode. The extent of the reaction, as measured
by the equilibrium constant, ̂ disp> i s governed by AZs0:

(RTIF) In # d i s p = AE° = E\- E\ (12.3.40)

For example, for two well-separated waves (AE° < 0), î disp ^s small, and reaction
(12.3.39) lies to the left (i.e., the comproportionation of A and С dominates the dispropor-
tionation of B). Thus, at potentials of the second wave, С diffusing away from the electrode
can reduce A diffusing towards it, so that the concentration profiles of A, B, and С are per-
turbed from those that would exist if the solution phase reaction did not occur. However, for
the ErEr reaction scheme, the observed voltammogram is independent of the rates of the for-
ward and back reactions in (12.3.39), because, at any given potential, the average oxidation
state in any layer of solution near the electrode remains the same (53). At potentials of the
second wave, species A, which would take two electrons, is removed by the comproportion-
ation reaction, but two В molecules are produced, and each of these would take one electron
for no net change. This is not true, however, if the heterogeneous rate constants for the elec-
tron transfer are slow (Section 12.3.7) or in ECE reactions (Section 12.3.8).

The same considerations apply for reactions involving more than two electron trans-
fers, that is, E r E r E r . . . schemes. The observed behavior can vary from a set of n resolved
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one-electron waves to a single rc-electron wave. For example, a solution of C60 shows up
to 6 separated one-electron waves, attributed to the addition of electrons to three degener-
ate orbitals in the molecule. However, for solutions of many polymers, such as
poly(vinylferrocene) (PVF), only a single wave is observed, with a AEp characteristic of a
one-electron process and a peak height governed by the degree of polymerization and the
total number of electrons added per molecule (51). This behavior is consistent with the
lack of interaction among ferrocene centers on a polymer chain. For example, the oxida-
tion of PVF containing (on the average) 74 ferrocene units per molecule produces a 74-
electron wave whose shape is essentially that of a nernstian one-electron-transfer reaction.

EqEq Reactions

The treatment of ЕЕ reactions becomes more complex when one or both of the electron-
transfer reactions are quasireversible. Even in the simplest case, where щ = n2 = 1 and
a\ = a2 = 0-5, the cyclic voltammetric behavior depends upon three parameters, Д£°, к®,
and &!> (rather than the single parameter AE° for the ErEr scheme in Section 12.3.6). These
three parameters can be represented in different ways, for example, in terms of dimen-
sionless aggregates like Ai = k\l[Dv{FIRT)\m and k\ll%.

Consider the special case of an E rEq reaction, where the first electron transfer is
fast (nernstian) and the second somewhat slower. The cyclic voltammetric behavior,
such as for AE° = 0 as shown in Figure 12.3.28, depends upon the scan rate. At smaller
scan rates (curve A), a single wave with behavior approaching the E rE r case, is seen.
As the scan rate is increased (i.e., as A2 decreases), the first electron-transfer wave re-
mains reversible and centered on E°, but the slower second electron transfer results in a
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second wave splitting away from the first (curves С and D), with larger splitting found
at higher scan rates. The situation is somewhat different for an E rEq reaction where the
second electron transfer occurs more easily than the first, for example, for A£° = 1 5 0
mV (Figure 12.3.29). In this case, when species В is formed, it is readily reduced to C,
because the reaction is occurring at potentials well negative of E^. Thus at high scan
rates (curves С and D) the cathodic wave is not split and reversibility is not seen at the
potential of the first wave.

The EqE r reaction is another special case, where the first electron transfer is now the
rate-determining step. The general trend in this case (Figure 12.3.30) is a shift in Epc to
more negative values with increasing scan rate, without splitting of the cathodic wave.
The anodic wave splits at higher scan rates because the oxidation of species В to A occurs
at more positive potentials.

A general treatment of the EqEq scheme is probably best carried out through digital
simulations, although attempts have been made to give working curves, such as of ДЕр or
*'раЛрс v^- A.! at different values of Д£° and k\lk\ = KilA.2 (54). The situation is made
even more complicated, however, by the fact that the observed voltammogram is affected
(unlike the ErEr case) by a disproportionation-comproportionation equilibrium, (12.3.39),
so yet another variable (the rate constant for the homogeneous disproportionation reac-
tion) must be considered. The effect of this rate constant for an ErEq reaction is shown in
Figure 12.3.31. For the conditions given in this example, the disproportionation has little
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Figure 12.3.31 Representative behavior for
the ErEq process shown in Figure 12.3.28D
including a disproportionation reaction.
A£° = 0, £? = 0, щ = n2 = 1, ai = a2 =
0.5,1% = 104 cm/s, 4 = 10~2 cm/s,
D = 10"5 cm2/s, С = 1 mM, A = 1 cm2,
T = 25°C, and и = 1000 V/s. Dispropor-
tionation rate constant of (a) 1010; (b) 108;
(с) 106 M~ls~\ Current in amperes; poten-
tial in mV.
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effect as long as its rate constant is less than about 10" 6 M~ls~1. However, large changes
are noted for larger values of the rate constant, since this solution phase reaction can assist
in equilibrating the reactant species at the electrode surface, thus causing the behavior to
appear more similar to that found at smaller scan rates.

123.8 E C E Reactions

The general ECE reaction scheme is2

A 4- P z=> R F° n?3 4"h

B^C K = kf/kb (12.3.42)

C + e*±D E\ (12.3.43)

B + C - ^ A + D (12.3.44)

In the case of greatest interest, E\ » E\, SO that species С is much easier to reduce than
species A. Typically, AE° = E\ — E\ > 180 mV. In the opposite limiting case, when the
second reaction occurs at significantly more negative potentials than the first (&E ^
-180 mV), sequential stepwise addition of electrons results in two voltammetric waves.
The first wave is based on an EC sequence that can be analyzed as described in Section
12.3.3, without consideration of the second electron-transfer step.

Reaction (12.3.44) is included in the scheme because species В is capable of reducing
species С in a homogeneous reaction near the electrode surface. With AE° > 180 mV,
(12.3.44) can be taken as irreversible to the right. Because species В and С are at the same
oxidation level, this reaction can be considered to be a disproportionation reaction, and
ECE-schemes that include it are denoted ECE/DISP mechanisms.

(a) Linear Scan and Cyclic Voltammetric Methods
For the ECE case under consideration here, only a single wave (wave I, reduction of A
and C) is observed on the first (cathodic) scan (Figure 12.3.32). This wave occurs near E\,
since any С formed at this potential is immediately reduced to D. On the reverse scan, a
reversal wave (II) is observed for oxidation of В if reaction (12.3.42) is not too rapid (Fig-
ure 12332b). As the reverse scan continues, a second reversal wave (III) is seen repre-
senting oxidation of D to С Another reversal of the scan reveals a corresponding cathodic
wave (IV) for the reduction of С to D. The relative sizes of waves II, III, and IV depend
upon the magnitudes of the rate constants in the reaction scheme, &f, &b, and k&. The
curves shown in Figure 12.3.32 are for an E rQE r sequence where k{ = kd = 0 and the di-
mensionless parameter of interest is A = (RT/Fv)kb. A zone diagram for this case can be
given in terms of the normalized peak current of wave I, rcapp, as a function of A (Figure
12.3.33), where

"aPP = yFACt{7TDcr)mx{art) = /p(I)/[/p(I)(A = 0)] (12.3.45)

When A is small (region DP), В is stable, and n a p p « 1. In this region, waves III and IV
are very small. For large A (region KP), essentially all В is converted to С which immedi-
ately reacts to form D; therefore n a p p ~ 2, and waves III and IV are prominent. The quan-
titative treatment of this scheme has been described (55, 56).

2To be consistent with much of the published work in this field, the rate constant for the forward reaction in
(12.3.42) is labeled by къ, and the equilibrium constant К is defined as shown.
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Figure 12.3.32 Cyclic voltammograms for the ErQEr case obtained by digital simulation for
£0 = -0.44V, Щ = -0.20 V for different values of Л = (kb/v)(RT/F); щ=п2= 1. (а) Л = 0
(unperturbed nernstian reaction); (b) Л = 0.05; (с) Л = 0.40; (d) Л = 2.

When reaction 12.3.42 is reversible, the overall process is denoted as ErCrEr, and the
observed voltammetric behavior depends upon both К and Л = (RTIFv)(kf + къ). The
zone diagram for this case is shown in Figure 12.3.34 (57, 58). When К is large, species В
is always favored and a simple one-electron process is observed (region DO). At the op-
posite limit, when К is such that conversion of В to С takes place and Л is large, nernstian
behavior is again found, but with a two-electron wave seen for the overall reaction

A + 2e <± D (12.3.46)
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Figure 12.3.34 Zone diagram
for the ErCrEr mechanism, where
K = kf/kb = CB/CC and \ =
(RT/Fv)(kf + kb). [Reprinted from
J.-M. Saveant, С P. Andrieux,
and L. Nadjo, J. Electroanal.
Chem., 41, 137 (1973), with per-
mission from Elsevier Science.]

(region DE). By combining the relevant thermodynamic data for this set of reactions, one
finds that the standard potential of (12.3.46), £0*, is given by

+ - (RTIlnF) In К (12.3.47)

The observed wave in the DE region occurs at this potential. For smaller values of Л, one
traverses different regions where kinetics control the observed behavior. The special case of
the E rQE r sequence can be seen in this diagram where К is very small (e.g., log К = —4).

In general, one must also take account of the disproportionation reaction, (12.3.44). Lim-
iting cases where this reaction dominates for the conversion of A to D [i.e., where the second
electron-transfer reaction at the electrode, (12.3.43), does not occur] are denoted as DISP
schemes (12, 59). Although (12.3.43) is thermodynamically favored, it might not occur to a
significant extent because species С does not reach the electrode. This happens, for example,
when къ is small, so that С is produced some distance from the electrode, and kd is large, so
that С diffusing towards the electrode mainly reacts with В diffusing away from it.

These DISP schemes can be divided into two subcases: DISP1, where (12.3.42) is the
rate-determining-step; and DISP2, where (12.3.44) is the rate-determining-step and
(12.3.42) is at equilibrium. A simplified zone diagram can be drawn (neglecting the inter-
mediate regions) in terms of the parameters К and p = kdcX/[(kf + kb)

m(RT/Fv)in],
where the different limiting cases apply (Figure 12.3.35) (7). A more complete diagram is
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Figure 12.3.35 Simplified zone
diagram showing where different
limiting ECE and DISP cases
apply in terms of the parameters
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khf'\RTIFv)ml [From С. Р.
Andrieux and J.-M. Saveant, in
"Investigation of Rates and
Mechanisms of Reactions," Part
II, 4th ed., C. F. Bernasconi, Ed.,
Wiley-Interscience, New York,
1986, with permission.]
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shown in the following section covering chronoamperometric methods. Clearly the gen-
eral behavior of this system is complicated, and collection of voltammetric data over a
wide range of the experimental variables C* and v is required to confirm the mechanism
and extract the kinetic parameters (к& kf, and k\>). Note also that the above treatment as-
sumed a rather large A£° value. For 0 < AE° < 180 mV, the waves for the two half-
reactions will begin to overlap. Theoretical voltammograms are usually obtained by digi-
tal simulation for different values of AE°, kd, kf, къ, С*, and v.

This system becomes even more complex when the heterogeneous kinetics of the
electron-transfer reactions are taken into account. While a theoretical treatment has been
given with either one or both of these reactions assumed to be totally irreversible (55),
such complications are rarely dealt with in practice.

(b) Chronoamperometric Methods
There are two limiting cases for this scheme, assuming a step to potentials where
Cpjix = 0) = CQ(X = 0) = 0. For Л —> 0, the behavior approaches the simple unperturbed
reaction involving only (12.3.41), that is, equation (5.2.11) with n = 1 (zone DP) (Figure
12.3.33, with Л = k\yi). For Л —> °°, the behavior again approaches diffusion control with
both electron transfers occurring, that is, equation (5.2.11) with n = 2, denoted (/£l/2)oo
(zone KP). For intermediate values of Л, the following equation applies (60):

(itm)l(itm)™ = 1 " (e~m) (12.3.48)

Thus, zone DP is attained when Л < 0.05, while KP results when Л > 3. An alternative
expression for this behavior is

"aPP = 2 - e~x (12.3.49)

A general treatment of the ECE-DISP system for chronoamperometry has also ap-
peared (59) with zone diagrams (including some three-dimensional ones) to describe the
behavior under various conditions. For example, the general case for pure kinetic condi-
tions is shown in Figure 12.3.36.
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Figure 12.3.36 Zone diagram
for the ECE-DISP scheme for
chronoamperometry in terms of
K, Ad = kdt, and A = (kf + kb)t.

This diagram also applies to
voltammetry when the charac-
teristic time in the A expressions,
t, is replaced by (RT/Fv). Com-
pare with the simplified diagram
in Figure 12.3.35. [Reprinted
from C. Amatore and J.-M.
Saveant, /. Electroanal. Chem.,
102, 21 (1979), with permission
from Elsevier Science.]
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Figure 12.3.37 Variation of тт/т{

with Л for chronopotentiometry in
the E rQE r reaction with щ = n2.
[Data from H. B. Herman and A. J.
Bard, J. Phys. Chem., 70, 396
(1966).]

While the ECE reaction can be studied by dc polarography (61-63), the limited time
window in this method greatly restricts its utility.

(c) Chronopotentiometric Methods
For constant current experiments on E rQE r systems with AEP > 0, the results are analo-
gous to those found in chronoamperometry and linear scan voltammetry (10, 64). For
small Л in zone DP, as i —> °°, (8.2.14) applies with n = 1. In zone KP with large Л as i —»
0, (8.2.14) again holds with n = 2. The overall dependence of irm on Л involves a rather
complicated expression; the general trend is similar to that in Figure 12.3.33. On current
reversal, only В is oxidized near the forward wave, and the ratio of transition times rY/rf
as a function of Л is shown in Figure 12.3.37.

12.3,9 Other Reaction Schemes

It is beyond the scope of this work to consider the many other reaction schemes (e.g.,
E C E , electron-transfer catalyzed reactions, square schemes) that have been treated theo-
retically and applied to actual systems. Details of the appropriate equations and proce-
dures to treat these cases, as well as references to the original literature, can be found in
reviews (7-9, 14, 65-68). Many applications of electrochemical techniques to the elucida-
tion of organic (69, 70) and inorganic (71, 72) reaction mechanisms have appeared.

12.4 ROTATING DISK AND RING-DISK METHODS

The rotating disk electrode (RDE) discussed in Chapter 9 has proven to be very useful in
studies of coupled homogeneous reactions. The information content of the experimental
results is high, since the coupled reactions cause perturbations in the limiting current, the
half-wave potential, and the ring current at the RRDE; and an intuitive appreciation of the
interpretation of the i—E curves is easy to attain. Also, by working at potentials in the lim-
iting current region, complications caused by slow heterogeneous electron-transfer steps
can be avoided. Although rigorous theoretical treatments at the RDE, and especially the
RRDE, are rather difficult, a number of reaction schemes have been investigated, and the
successful application of digital simulation methods has allowed even complex reaction
schemes to be treated.



12.4 Rotating Disk and Ring-Disk Methods «I 517

An important advantage of the RDE is that measurements are made under steady-
state (i.e., time-independent) conditions. Thus, the general approaches described in
Sections 1.4.2 and 1.5 can be applied, with the appropriate choices of m (the mass-
transfer coefficient) and \x (the reaction layer thickness). Moreover, equations of the same
form are found with other steady-state techniques and can be found by replacing
m = 0.62D2/3comv~l/e for the RDE with m for the particular technique. For example,
m = D/ro at hemispherical UMEs at long times (or slow sweep rates).

12.4.1 Theoretical Treatments

As with LSV or CV, the mass-transfer equations for the various species must be changed
to take account of loss or production of material because of the coupled reactions. Thus
for the CE mechanism [(12.3.1) and (12.3.2)] at the RDE, (9.3.13) becomes

(dCo\ (d2Co\

) D f k f CY ~ kbC°
This must be solved with the appropriate boundary conditions. For investigations at the
RRDE, the radial convective terms must be included as well. Thus, in the treatment of the
E rQ scheme at the RRDE [(12.2.1) and (12.2.2)], where product R is oxidized at the ring
electrode, the appropriate equation for R is

Ь Ы <12А2)

The solution of this equation would then follow as described in Section 9.4. The
modifications of the mass-transfer equations for the different cases generally follow those
used in voltammetric methods as shown in Table 12.2.1. Appropriate dimensionless para-
meters are listed in Table 12.3.1. It is usually not possible to solve these equations analyt-
ically, so various approximations (e.g., the reaction layer approach, as described in
Section 1.5.2), digital simulations, or other numerical methods must be employed. The
behavior of systems at the RDE can be analyzed by means of the zone diagrams employed
for voltammetry (Section 12.3) by redefining the parameter Л. This is accomplished by re-
placing (RTInFv) with the term 82/D [ = (1.61)V/3/wD1/3] (7).

12.4.2 Preceding R e a c t i o n — C r E r

The solution for the limiting current at the RDE for the reaction scheme in
(12.3.1)—(12.3.3) has been obtained (73). To solve the convective-diffusion equations it
was assumed that the reactions were rapid, so that (Dlv)113 < < (kf + k^/co. With this con-
dition, the limiting current is given by

nFADC*
1 =1 1.61 Dma>-mv116 + DmIKkm

where к = kf + къ and C* = CQ + C*- The first term in the denominator is 8, the Nernst
diffusion layer thickness:

8 = l.61Dl/3o)~1/2vl/e = Dim (12.4.4)

and the second term, which also has dimensions of length, contains the so-called reaction
layer thickness /x

/л = (D/k)m (12.4.5)
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Parameters for the reaction can be determined from the variation of i with со. Note that at
small со, the first term of the denominator predominates (8 » /JL/K), and the observed
current is the mass-transfer-controlled limiting current // (equation 9.3.22). At high
со (8 « fji/K), the pure kinetic current results:

/ = nFADl/2C*Kkm (12.4.6)

The current under these conditions is independent of со and is identical to that found for
linear scan voltammetry and chronoamperometry, (12.3.6). Equation 12.4.3 can also be
written in the form (74)

(12.4.7)

so that a plot of i/com vs. i can be used to obtain K(kf + къ)
т. This case has also been

treated for the rotating ring electrode (75).

12,43 Following React ion—E r C t

A steady-state treatment of this case using the reaction layer concept was given in Section
1.5.2. The limiting cathodic current is not affected by the following reaction, but the curve is
shifted toward positive potentials because of the following reaction, with £"1/2 becoming a
function of со. The theoretical equation based on a more exact treatment of this case is (76)

(12.4,8)

where 8/fi = 1.61 kmvmD~ll6oy~m. When 8/fi becomes large (i.e., for k/co > 100),
coth(8//x) -> 1, and (12.4.8) becomes

(12.4.9)

Note that the equation from the approximate treatment, (1.5.25), becomes the same as
(12.4.9) by choosing д = (D/k)m (the same reaction layer thickness defined in Section
12.4.2). The limits of applicability of these equations have been examined (76, 77). Note
also the similarity between (12.4.9) and the voltammetric equation (12.3.22). (Recall that
Л = к/со for the RDE.)

The RRDE is especially useful in the study of EC reactions. The ring is set at a poten-
tial where the mass-transfer-controlled oxidation of R back to О [the reverse of (12.2.1)]
occurs, and one evaluates к from the difference between the measured (kinetic) collection
efficiency AfK (= -ivli&) and the value N found in the absence of the perturbing reaction
(see Section 9.4.2). An approximate treatment of steady-state kinetic collection efficien-
cies for thin-ring/thin-gap electrodes, later extended to a wider range of electrode geome-
tries, has been presented (78-80). For such electrodes two approximate equations were
suggested (78): For 4.5 < к < 3.5

NK « 1.75к"3 ехр[-4к3(г2 -

For к < 0.5

1/3

(12.4.10)

(12.4.11)
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0.12 -

Figure 12.4.1 Collection efficiency vs.
XKT [= к2 = kvm/a)Dm(0.5l)m].
Curve obtained from digital simulation
of an E rQ reaction at thin-ring/thin-gap
electrode {r2lrx = 1.02, r3/r2 = 1.02).
Points show N-& calculated from
(12.4.11). [From К. В. Prater and
A. J, Bard, /. Electrochem. Soc, 117,
335 (1970), reprinted by permission of
the publisher, The Electrochemical
Society, Inc.]

where

K =
6(0.51) -1/3 (12.4.12)

and r\ and r2 are the radii of the disk and inner edge of the ring, respectively (see Figure
9.4.1). These expressions hold, however, only for electrodes where r2fri ~ г3/гь which
are very difficult to construct in practice. An alternate, more complicated expression for
N& was therefore suggested (79, 80):

NK = N- фТ\\ - U*A±V) + Щ1А^и^фТл ~ 2А2к% (12.4.13)

where A! = 1.288, A2 = 0.643 v1/eDm, /3' = 3 In (r3/r2\ U* = к " 1 t a n n ^ * ) , and T2 is
a rather complicated small factor approximately equal to 0.718 In {r2lri).

The problem of the E rQ reaction has also been attacked using digital simulation meth-
ods (81) (Appendix B). In this approach, no approximations need be made about electrode
geometry. However, a separate simulation is required for each electrode geometry and each
value of к. Results from typical simulations of NK as a function of the simulation parameter
XKT (= к2) are shown in Figures 12.4.1 and 12.4.2, which also contain predictions from
the approximate equations in the appropriate regions. The range of rate constants that can be
measured by the RRDE technique generally is, with rather generous limits, 0.3 < к < 5
(80). As can be seen in Figure 12.4.2 when к < 0.3,7VK ~ N; while for к > 5, iVK —» 0 and
the ring current becomes too small to measure. For the usual range of со, Д and v, the range
of measurable rate constants is approximately 0.03 < k < 103 s"1.

16

Figure 12.4.2 ЛГК vs. XKT as

in Figure 12.4.1: Points show
calculations from (12.4.10).
[From K. B. Prater and A. J.
Bard, J. Electrochem. Soc, 117,
335 (1970), reprinted by per-
mission of the publisher, The
Electrochemical Society, Inc.]
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Theoretical treatments are also available for E rQ schemes involving second-order re-
actions (81, 82), as well as for the disk and ring transients in this reaction scheme (81).

12.4.4 Catalytic Reaction—ErC|

A solution based on the reaction layer approach for this mechanism [see (12.3.27) and
(12.3.28)] follows closely that given for the CrEr reaction discussed in Section 12.4.2
(73). Under the conditions that 8 » /л (i.e., that a)(Dlv)m « 3&'Cf), a limiting kinetic
current, independent of со, is found:

i = nFADmC$(k'C%)m (12.4.14)

Note that this equation is the same as (12.3.29). This limiting current holds only in the region
of small со. When Л (= k'C^/co) becomes small, the behavior approaches the mass-transfer-
controlled limiting current. Results of a digital simulation of the catalytic case (83) are shown
in Figure 12.4.3. Other treatments of the ErC- case at the RDE, as well as variations of this
mechanism, have also appeared (84-86). The treatment of the ErC; case for the RRDE by
digital simulation techniques showed that the results (i.e., plots of N K vs. XKT) are indistin-
guishable from those of the E rQ case for first- or pseudo-first-order reactions (83).

12.4.5 ECE Reactions

The behavior of systems at the RDE undergoing the general ECE/DISP scheme (Section
12.3.8) can be analyzed by means of the zone diagrams employed for voltammetry with
the appropriate expressions for Л and Ad. Most RDE treatments, however, have been
concerned with the E rQE r sequence, which has been treated at several different levels of
approximation. Karp (87) proposed the following equation for the limiting current:

tanh(S/ju)l

8/fJL
(12.4.15)

"app = 2 — (12.4.16)

where щ = n2 = n, ц is the n-electron mass-transfer-limiting current given in (9.3.22),
and 8 and i± are as defined in (12.4.4) and (12.4.5). Filinovskii (88) proposed the equation

1 + 8ll\xl

10.0

Figure 12.4.3 Simulated disk current for the
catalytic reaction ErC(. Curve a: In absence of a
following reaction. Curve b: In the presence of a
following reaction with k2 = 145 M~h~l and
C* = 10 CQ. Points are experimental data from
study of reduction of F e 3 + in the presence of
H 2O 2 (85). [From K. B. Prater and A. J. Bard, J.
Electrochem. Soc, 117, 1517 (1970), reprinted by
permission of the publisher, The Electrochemical
Society, Inc.]
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-2.0 -1.0 0 1.0

log (fc/co)(v/D)1/3

Figure 12.4.4 Variation of
^ / 3 1 / 3

a p p g
\og(82/2.6fjb) for E rQE r mechanism.
Curve a: Equation 12.4.17 divided
by //. Curve b: Equation 12.4.16.
Curve c: Digital simulation (83).

which gives n^pp/n upon division of both sides by ц. Digital simulations of this reaction
scheme at the RDE were also carried out (83, 89); these included cases with a second-order
intervening reaction and the possibility of a disproportionation reaction between species В
and C. A reaction layer treatment was also employed to relate shifts in half-wave potentials
to elucidation of the ECE/DISP1 scheme (90). A comparison of the results of different
treatments is given in Figure 12.4.4. A digital simulation of the RRDE behavior for this
case for first- and second-order intervening reactions has been reported (83). As in other
RRDE treatments of reactions with kinetic complications, the results depend on the elec-
trode geometry. The variation of N^ with the kinetic parameters for a typical RRDE elec-
trode (with an unperturbed collection efficiency, N, of 0.55) is shown in Figure 12.4.5.

3.0 4.02.0

XKTC (m)

Figure 12.4.5 Variation of NK with kinetic parameters for an RRDE {r2lr\ = 1.13; r3fr2 = 1.69)
for the following ECE mechanism: O{ + ще -» R b R{ + Z -> O 2 + Y, O2 + n2^ -> R2, with
щ = n2 and /:2 as the rate constant for the middle step. XKTC = k2C Г V/3Z)~1/3(0.5i 2/3;
m = Cf/Co,. Curve a:m = 0A. Curve b: m = 1.0. Curve с: т = 10. Curve d: First order.
[From К. В. Prater and A. J. Bard, 7. Electrochem. Soc, 117, 1517 (1970), reprinted by permission
of the publisher, The Electrochemical Society, Inc.]
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12.5 UME TECHNIQUES

The behavior of a UME depends upon the time scale of the experiment. At very short
times, when Dt « rfi, it behaves like a planar electrode. Measurements of rapid reac-
tions are possible in this time regime, since double-layer charging effects are greatly di-
minished (Section 5.9.1), and the treatments of Section 12.2 apply. However, the
steady-state currents or voltammograms at a UME (when Dt » r$) can also be em-
ployed to study coupled homogeneous reactions. In this case, the response is similar to
that for an RDE at steady state. (The behavior in the intermediate time region is compli-
cated and rarely used in practice). A given UME operating in the steady-state mode has
the disadvantage of having only a single characteristic time (~г%Ю) and thus a restricted
time window for obtaining kinetic information. To illustrate this concept, consider the
study of an ECE reaction. When the intervening reaction, (12.3.42), is fast, and the reac-
tion layer thickness, fi, is small compared to the diffusion layer thickness (~r0), all reac-
tions will occur within the diffusion layer and n a p p = 2. When the reaction is slow, so that
fi is large compared to r0, the occurrence of (12.3.42) will have essentially no effect, and
/2app = 1. It is only when the reaction layer thickness is of the order of r$ that useful ki-
netic information can be obtained. Thus, data at several electrodes of different r$ must be
obtained to span the needed time regime in an investigation of a single reaction, while
with an RDE, a single electrode can be employed at different rotation rates.

The equations governing the steady-state current as a function of r$ can be obtained
by solving the ordinary differential equations for spherical diffusion governing the appro-
priate kinetic scheme or by using the reaction layer approximation (7, 91-94). The rele-
vant behavior at microspherical electrodes in any time regime can also be obtained
through digital simulation (17).

Generation/collection experiments, analogous to those at the RRDE, can be carried out
with pairs of microband electrodes. In this case, the relevant time parameter is that required
for the electrogenerated species to diffuse across the gap, d, separating the microbands
(95). Because of the small spacing attainable with microbands, this time can be smaller
than that typically found at the RRDE at usual rotation rates. However, the fixed gap width
implies that a given pair of microbands is characterized by a narrow time window (~ d2/D),
thus requiring that a given reaction be studied at several electrode pairs. Equivalent studies
of coupled reactions can be carried out by scanning electrochemical microscopy (SECM)
(Section 16.4.4), where d is continuously variable down to very small values (96).

12.6 SINE WAVE METHODS

Although there have been numerous theoretical treatments for the effects of coupled homo-
geneous chemical reactions on the measured faradaic impedance or ac voltammetric re-
sponse, these methods generally have not found very wide application to studies of coupled
chemistry. This is mainly the result of the rather complicated, often cumbersome, general
equations describing the measured ac response in terms of frequency and kinetic parame-
ters. In addition, ac responses such as current amplitude and phase angle, do not provide as
clear a qualitative or semiquantitative feeling for the nature of the coupled reaction as do
voltammetric responses. For most mechanisms, the added chemistry (beyond the heteroge-
neous electron transfers) produces an intrinsic irreversibility that may not allow a steady-
state response to be achieved. Thus, the measurements may depend upon the duration of
the experiment. Finally, the higher frequencies employed in ac methods frequently bring
the electron-transfer reactions from nernstian behavior into the quasireversible regime.
While this can be helpful in determining heterogeneous rate constants, it complicates the
interpretation of the results and the elucidation of the pathway of the overall reaction. On
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the other hand, ac methods have a high inherent precision, and with the advent of
computer-controlled data acquisition and Fourier transform techniques, they are capable of
defining an electrode reaction over a wide frequency range in a rather short time. A discus-
sion of the faradaic impedance and ac voltammetry for the CrEr mechanism, with examples
of the effect of the heterogeneous electron-transfer rate on the observed response, is given
in the first edition.3 Reviews on this subject are also available (97-99).

12.7 CONTROLLED-POTENTIAL
COULOMETRIC METHODS

The bulk electrolytic methods described in Section 11.3.4 are especially useful for examin-
ing the effects of slower reactions coupled to the electron-transfer reaction. Since the time
window of such methods is about 100 to 3000 s, reactions with first-order rate constants of
the order of 10~2 to 10~4 s" 1 can be studied. Moreover, by analysis of the solution follow-
ing electrolysis (e.g., by spectroscopic, chromatographic, or electrochemical methods), the
products of the reactions, and hence the overall reaction scheme, can be determined. The
experiments are usually carried out at potentials corresponding to the limiting current
plateau, so that the kinetics of the electron-transfer reactions do not enter the analysis of re-
sults. Finally, the theoretical treatments for this technique and the analysis of the experi-
mental results are frequently much simpler than those for the voltammetric methods.

12.7.1 Theoretical Treatments

The theory for the different reaction schemes involves ordinary (rather than partial) differ-
ential equations, because the electrolyzed solution is assumed to be essentially homoge-
neous (see Section 11.3.1). The concentrations are functions of t during the bulk
electrolysis, but not of x. The measured responses in coulometry are the i-t curves and the
apparent number of electrons n a p p consumed per molecule of electroactive compound. From
the quantity of electricity passed during the electrolysis Q(t), n a p p can be calculated as

= 6(0 = 6(0
FV[C*(0) - C*(0]

where NQ is the amount (moles) of О consumed; CQ(0) is the initial concentration of O;
C Q ( 0 is the concentration at time t; and V is the total volume of solution. In coulometric
experiments under limiting current conditions, electrode reactions are treated as first-order
chemical reactions [see (11.3.5)], so that for the electron-transfer step О + ne —> R,

^ ^ = -рф) (12.7.2)

wherep = moA/V, A is the electrode area (cm2), and m 0 is the mass-transfer constant for
О (cm/s), which is a function of DQ and the convective conditions during the electrolysis.
The current at any time is calculated using (11.3.1):

i(t) = nFAmoC$(t) (12.7.3)

As an example of a theoretical treatment involving a coupled reaction, let us consider
the catalytic reaction (ЕГС():

O + n ^ ^ R (12.7.4)

R + Z ^ O + Y (12.7.5)

3First edition, pp. 471^475.
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where we assume Cf (0) > > CQ(0), SO that (12.7.5) represents a pseudo-first-order reac-
tion with к = к'С%(0). The equations governing the system are

dC%(t) *

dt

(12.7.6)

(12.7.7)

with the initial conditions that CQ(0) = Q and Cf (0) = 0. From the stoichiometry of the
process,

ф g(r) (12.7.8)= q - Cg(r)
Substitution of this value of C R ( 0 into (12.7.6) and integration of the resulting equation
yields

\y + exp[-p(l + y)t\
C5(0 = Q (12.7.9)

1 + у

where у = к/р. The i—t behavior is obtained by combining (12.7.3) and (12.7.9) to yield

y)i\

КО) 1 + у
(12.7.10)

Note that in this case the current does not decay to zero (or the background level), as in the
case of the unperturbed reaction (k —» 0), but instead decays to a steady-state value, /ss, where

КО) (1 + У)
(12.7.11)

(Figure 12.7.1). Thus, у can be determined from /ss//(0). Since the current does not decay
to background, no time-independent иарр value is attained for the E C case, and и а р р keeps
increasing during the electrolysis. From (12.7.1) and (12.7.10) and the fact that

Q(t)

the 72app equation is derived:

-!'* dt

"app

(12.7.12)

(12.7.13)

10 20 30 40 50
Time, min

60 70

Figure 12.7.1 Current-
time behavior for catalytic
reaction case; p — 0.05
min" 1 and kip values indi-
cated on the curves.
[Reprinted from A. J.
Bard and K. S. V. San-
thanam, Electroanal
Chem., 4, 215 (1970), by
courtesy of Marcel
Dekker, Inc.]
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The diagnostic criteria for the E C case in coulometry are (a) a current that does not decay
to background and (b) a continually increasing и а р р (with rcapp values that are larger than
expected). Further details about E C reactions in coulometry are available (100-102).

We will now briefly consider the results of theoretical treatments for other cases of
coupled chemical reactions in coulometry. Detailed reviews have appeared (103, 104).

Preceding Reaction—CrEr

When the electroactive species is generated by a preceding reaction [see (12.3.1) to
(12.3.3)], the и а р р value for complete electrolysis is unperturbed, that is, я а р р = п. However,
the i-t behavior is changed from the simple exponential decay behavior, because the current
is partially controlled by the rate of conversion of Y to O. The current is given by (105, 106)

nFVp(Co\
= Cx

where

(12.7.14)

-kfp)m

f L - pl2G

C*
К

1 + К

Typical log i-t curves are shown in Figure 12.7.2. The initial current is governed by the
equilibrium concentration of O, (CQ\, and the initial decay is governed by the rate of
electrolysis of existing O, hence p. The limiting rate is determined by the rate of conver-
sion of Y to O, hence kf.

Figure 12.7.2 Current-time be-
havior for the preceding reaction
for different values of К = kflk\>,
calculated for (Co\ + (CY\ =
10~4 M,p = 0.01 s~\ and &f =
\0~3s~\(-X-)K = 0.001;

: = 0.01; (O)tf = 0.1;
-)K= 1.0', (•) К = 10.0;

3 4

Time, 100 s/unit

[Reprinted with permission from
A. J. Bard and E. Solon, 7. Phys.
Chem., 67, 2326 (1963). Copy-
right 1963, American Chemical
Society.]
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12.7.3 Following Reaction (ЕГСО and Reversal Coulometry

An irreversible following reaction does not perturb the forward i-t curve or the n a p p value.
However, by stepping the potential after the forward electrolysis (O + ne -» R) has pro-
ceeded for a time, th to a value where the back oxidation occurs (R —> О + ne) and by de-
termining the relative amounts of electricity passed during the forward step (Qf) and the
reversal step (Qb), information about the rate of the following reaction (R -» Y) can be
obtained. For the forward electrolysis (107),

Qf - nFVC%(0)[l - expC-^i)] (12.7.15)

This equation yields (11.3.11) as t\ —> oo. For the back electrolysis carried out for a time
t2 in the absence of the perturbing reaction,

= 1 - exp[-/>(f2 - (12.7.16)

Clearly when (t2 - *i) -» °°, Оь = Qi-
In the presence of the following reaction,

Оь =

where
given by

is the concentration of R at the start of the reverse electrolysis and is

CR(t{) =

(12.7.18a)

(12.7.18b)

The rate constant, к, can be evaluated from (12.7.17) and (12.7.18) or, more simply, by al-
lowing the back reaction to proceed to completion to yield Q® [when(?2 ~ *i) -* °°].
Under these conditions,

Ql
Qf

V

e-

Ql
Qf

'- f
P2[

1 - exp№ -
exp(pfl) -

Ph
»p(pr,) - 1]

1 J
кФр

k = p

(12.7.19a)

(12.7.19b)

Similar treatments have been presented for reversal coulometry with reversible reactions
and dimerizations following the electron-transfer reaction (107).

12.7.4 E rCiE r Reactions

The ECE reaction shown in Table 12.7.1 (where AE° > 0) is characterized by an n a p p

value of щ at short times, when the intervening reaction cannot occur to an appreciable
extent, and of щ + n2 at longer times. The i-t curve for this case, assuming the same p
value for each electron-transfer step, is (106, 108, 109)

1 „„.ад
F V C S ( O ) p e x p ( - p O x k-P[ k ~ P

Typical i-t curves for different values of kip are shown in Figure 12.7.3. When kip « 1
and kt\ « 1, и а р р = п\ and the simple exponential decay of current is observed. For long
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TABLE 12.7.1 Diagnostic Criteria in Controlled Potential Coulometry
for Different Reaction Mechanisms

Reaction Mechanism napp

Reversal
Coulometry c log / - td

No kinetic effects

О + ne -> R n a p p = n

Catalytic reaction

О + ne -> R na p p > и

0 + ne -> R

R + Z ^ O

Preceding reaction

к

0 + ne -> R

Coupling reaction

O + ne^R

or

R + z-^ix
Competing reaction

0 + ne ̂  R

o + z ix

Following reaction

0 + ne —» R
ik

or

2R->X

Consecutive reaction

0 -^1 -S^R

о -^ei -5^R

«app > «

«app = / ( C o ) i

«app = «

w/2 < napp < n

«aPp-/(Co)i

w/2 < na p p < n

«app=/(Co)i

«app < «

napp is a function of time
between mixing of
solution and electrolysis,

and (C0)i

app

«app = «1 + «2

«1 < «app < «1 + «2

0 S fig < Qf

0SQ°b<Q(

fib <fif

Linear, slope p

Concave upward; current
reaches steady-state value.
If the electrolysis is inter-
rupted and resumed, current
will be higher than value at
interruption.

Linear or concave downward

Concave upward

Linear slope > p

Linear slope > p

Linear slope > p

Linear slope = p

<fif

Linear or concave upward

Linear or concave upward
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TABLE 12.7.1 (continued)

ECE reactions
k] n~,e

-» O2 -^ R2 rca
= щ + n2

Linear, concave upward or
downward

(irreversible
intervening
reaction)

Oj -» R{ -» O 2 -=> R 2 «i < и а р р < л ! +

к
< Qi I — Z — 1 Linear, concave upward or

/ d ddownward

n2e

O2 -> R2 ni < n a p p < «i + n2

2Ri

Qb < Qf\ — X — I Linear, concave upward <

^ l 2' downward

(irreversible
intervening
reactions)

aFrom A. J. Bard and K. S. V. Santhanam, Electroanal Chem., 4, 215-315 (1970) with permission.

^Where и а р р is a function of initial concentration of О, (Со)ь it is so indicated.
cAssuming all electrochemical steps are reversible.

^Current decays to background, unless noted otherwise.

electrolysis times, и а р р = n\ + n^. When there are additional reactions that occur, the n a p p

values can be nonintegral even for long electrolysis times. For example, if the product of

the first reduction, Rj_, decomposes to a nonelectroactive species, Z, then

in addition to its decomposition to O2; then (108)

napp (k2/k)

(12.7.21)

(12.7.22)

This reaction path would lead to nonintegral /гарр values.

A number of other reaction schemes in coulometry have been treated (103, 104). The

diagnostic criteria for various reaction mechanisms are given in Table 12.1 Л (103).

Figure 12.7.3 Variation of ///(0) with t for an ECE mech-
"_ anism with p = 10 s . Value of kip shown on each

curve. The ordinate scale pertains to the lowermost curve,
for which kip = 0.01. Each successive curve above this is
shifted upward 0.5 unit on the ordinate. [From S. Karp and
L. Meites, J. Electroanal Chem., 17, 253 (1968), with per-
mission.]
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12.9 PROBLEMS

12.1 Consider the following system:

A + e ^± В e E0' = -0.5 V vs. SCE

C + 6>^±D E0' = -1.0 Vv.y. SCE

The half-life of В is 100 ms. Both charge-transfer reactions have large values of k°. Draw the ex-
pected cyclic voltammograms for scans beginning at 0.0 V vs. SCE and reversing at —1.2 V. Show
curves for rates of 50 mV/s, 1 V/s, and 20 V/s.

12.2 Draw a rough quantitative graph of collection efficiency vs. rotation rate for an RRDE at which the
electrode reaction for the previous problem is carried out. Assume electrolysis occurs in the mass-
transfer-limited region. The collection efficiency is 0.45 for Fe(II) *± Fe(III) + e.

12.3 The data below were recorded from a series of cyclic voltammetric experiments designed to eluci-
date the mechanism of the electrode reaction involving reduction of a certain compound. Formulate
a mechanism to explain the behavior of the diagnostic functions, then briefly rationalize as many of
the trends in the data as you can in terms of your mechanism. The switching potential was held con-
stant at -1.400 V vs. SCE.

Scan rate, v
V/s

0.1

2.0

10

20

100

200

Ep/2 (cathodic)
V vs. SCE

-1.253

-1.260

-1.265

-1.270

-1.271

-1.270

Ep/2 (anodic)
V vs. SCE

-1.17

-1.185

-1.197

-1.208

-1.212

-1.212

ip (anodic)
/p (cathodic)

0.1

0.51

0.84

0.91

1.01

1.01

/p (cathodic)/L>
IJLA-$]/2 V~ 1 / 2

35

34.4

33.0

32.8

32.6

32.7

12.4 Consider a material A, which can be reduced at a DME to substance B. A 1 mM solution of A
in acetonitrile shows a polarographic wave at -1.90 V vs. SCE. The wave has a slope of 60.5
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mV at 25°C and it gives (/d)max = 1-95. When phenol is added to the system, the behavior
changes:

OH

Phenol (С)

Rationalize the observations in the following table. Can you suggest the nature of A and B?

Concentration of С, М Ец2 Wave slope, mV CWmax

10~3 -1.88 61.4 2.81

10~2 -1.85 61.9 3.85

10 - 1 -1.82 61.8 3.87

12.5 Cyclic voltammetry is often used to obtain information about standard potentials for correlative
studies of molecular properties (e.g., ionization potentials, electron affinities, molecular orbital cal-
culations, etc.). How is a standard potential extracted from data of this sort? Are assumptions in-
volved? What kind of error would appear if the electrode process were EC? What if it involved slow
electron transfer to a chemically stable product?

12.6 Derive the limiting values of (T/rd)
1/2 for chronopotentiometry with a following catalytic reaction

(ErC-) for large and small Л values; see (12.3.36). What is the slope of the line of (r/rd)
m vs. Л т in

the KP region of Figure 12.3.22?

12.7 Derive the equation for the E-t curve for chronopotentiometry with a following catalytic reaction
(ErC-). See (12.3.34) and (12.3.35). Show that as к -> 0, the E-t curve for a nernstian electrode re-
action is approached. What is the limiting (KP) behavior as Л —» oo? Plot a curve showing how £т/4

varies with Л.

12.8 The limiting current, /oo, in linear sweep voltammetry with an ErQ' reaction scheme, (12.3.29), can

be derived by noting that steady-state conditions apply, that is [dCo(x, t)/dt] = [dCR(x, t)/dt] = 0,

and that C0(x, t) + CR(x, t) = CQ (taking Do = DR = D). Carry out the derivation.

12.9 The controlled-potential reduction of a 0.01 M M 3 + solution in 1 M HC1 produces M 2 + . When
the electrolysis is carried out in a volume of 100 cm3 at a 50-cm2 electrode with m = 10~2 cm/s,
it is noticed that the current decays to a steady-state value, 24.5 mA, significantly higher than the
preelectrolysis residual current (500 ^A) in 1 M HC1 at this potential. This effect is attributed to
the reaction

M 2 + + H + _ ^ M 3 + + I H 2

which regenerates M 3 + . What is the pseudo-first-order rate constant for this reaction? What is the
steady-state concentration of M 2 + in solution during electrolysis?

12.10 G. Costa, A. Puxeddu, and E. Reisenhofer (7. Chem. Soc. Dalton, 1973, 2034) studied the cyclic

voltammetric reduction of the complex Co111 (salen) in DMF at a mercury electrode [where (salen)

is the chelating ligand J/V,7V'-ethylenebis(salicylideneiminate)]. In the absence of any additive, a 0.20

mM solution of the complex gives a typical reversible cyclic voltammogram corresponding to

Con(salen) + e *± Co^salen)"

When ethyl bromide (EtBr) is added, the irreversible reaction below occurs:

Co^salen)" + EtBr -» Et-Coni(salen) + Br~

where Et-Com(salen) is reduced at more negative potentials than Con(salen). To measure k, the

ratio ipjipc was determined at concentrations of EtBr where the following reaction was pseudo-first-

order, k! = &[EtBr]. When the time т between £1/2 and the switching potential £A was 32 ms, the

LJiryn ratio was 0.7 at 0°C with 13.3 mM EtBr. Calculate к and к'.
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12.11 Consider curve 1 in Figure 12.3.2, taken at v = 10 V/s. What is the approximate concentration of О
at the start of the scan? Calculate /p by assuming that the preceding reaction does not affect the be-
havior, and compare the result to the observed value of /p.

12.12 The voltammograms in Figures 12.3.2 (CE), 12.3.10 (EC), and 12.3.17 (EC) all involve nernstian
electrode reactions with coupled chemical reactions. In each case, the total concentration of starting
compound is 1 mM and D — 10~5 cm2/s. From the data in these figures, prepare a plot of /pc vs. vm

for each mechanism, and include the line for an uncomplicated nernstian electron transfer reaction
(Er). Justify the behavior in terms of the reactions occurring in each case.
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13
DOUBLE-LAYER

STRUCTURE
AND ADSORPTION

In Chapter 1, we introduced some elementary ideas about the double layer, including no-
tions about its capacitance and structure. In the remainder of the text to this point, we
have made repeated references to its influence on electrode processes and electrochemical
measurements. It is time now to delve into this aspect of electrochemical science in more
detail. Here our goal is to examine the kinds of experimental measurements that can illu-
minate the structure of the double layer, as well as the important structural models and
their implications for electrode kinetics.

13.1 THERMODYNAMICS OF THE DOUBLE LAYER

A great deal of our knowledge about the double layer comes from measurements of
macroscopic, equilibrium properties, such as interfacial capacitance and surface tension.
In general, we are interested in the way in which these properties change with potential
and with the activities of various species in the electrolyte. The next section will deal with
experimental aspects in some detail. For the moment, we will concentrate on the theory
that we use to suggest and interpret experiments. Since our concern now is with macro-
scopic, equilibrium properties, we can expect a thermodynamic treatment to describe the
system rigorously without a postulated model. This is an important aspect, because it im-
plies that we can obtain data that any successful structural model must rationalize.

We begin by developing the Gibbs adsorption isotherm, which describes interfaces in
general, and from that we obtain the electrocapillary equation, which describes the prop-
erties of electrochemical interfaces more particularly.

13.1.1 The Gibbs Adsorption Isotherm

Suppose we have an interface of surface area A separating two phases, a and /3. A seg-
ment of the system is depicted in Figure 13.1.1. The region between the two solid lines is
the interfacial zone, whose composition and properties concern us. To the right of BB',
there is pure phase /3; and to the left of AA\ the system is purely a. Because intermolecu-
lar forces are exerted only over a short range, the interfacial zone is just a few hundred
angstroms thick, and we can regard the interfacial perturbations on a and /3 as properties
of a surface. The lines AA' and BB' can be defined anywhere, provided they contain all
segments of the system that differ from the pure a and /3 phases as a result of the interfa-
cial perturbation.

534



13.1 Thermodynamics of the Double Layer 535

Dividing
surface

Pure a Purep

• Interfacial zone
Figure 13.1Л Schematic diagram of an
interfacial region separating phases a and /3.

Let us now compare the real interfacial zone with an imaginary reference interfacial
zone. In the reference zone, we will define a dividing surface, which is shown as the dot-
ted line in Figure 13.1.1. The position we choose for the dividing surface is arbitrary and
has no impact on the final results (see Problem 13.1), but it is convenient to think of it as
coinciding with the actual interfacial surface. In this reference system, we imagine that
the pure, unperturbed phase a extends to the dividing surface from the left, while the pure
phase /3 extends to it from the right.

The reason for defining the reference system is that the properties of the interface are
governed by excesses and deficiencies in the concentrations of components; that is, we are
concerned with differences between the quantities of various species in the actual interfa-
cial region, with respect to the quantities we would expect if the existence of the interface
did not perturb the pure phases, a and /3. These differences are called surface excess
quantities. For example, the surface excess in the number of moles of any species, such as
potassium ions or electrons, would be

n? = nf-nf (13.1.1)

where nf, is the excess quantity and nf and nf are the numbers of moles of species i in the
interfacial region for the actual system and the reference system, respectively. Surface ex-
cess quantities can be defined for any extensive variable.

One of those variables is the electrochemical free energy, which can be considered
profitably in a general way (1-4). For the reference system, the electrochemical free en-
ergy depends on the usual variables: temperature, pressure, and the molar quantities of all
components. That is, G11 = ~G^(T, P, nf). The surface area has no impact on GR because
the interface does not perturb phases a and /3. There is, therefore, no energy of interac-
tion. On the other hand, we know from experience that real systems have a tendency_to
minimize or maximize the interfacial area; hence the free energy of the actual system, G s,
must depend on the area. Thus, G s = GS(T, P, A, nf).

The total differentials are

dT
ibndnf)

dGs =
dGs

dT
dP

dA dnf
dnf

(13.1.2)

(13.1.3)

We consider experiments only at constant temperature and pressure; hence the first two
terms in each expression can be dropped. The partial derivatives (dG /дщ ) are the elec-
trochemical potentials Jiv which we encountered earlier in Section 2.2.4. Since equilib-
rium applies, this potential is constant throughout the system for any given species.
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Since it is the same in the interfacial zone as in the pure phases, a and /3, it must also be
true that

We can also give a name to the partial derivative (dG^/дА). It is the surface tension y. The
surface tension is a measure of the energy required to produce a unit area of new surface,
for example, by dividing the system more finely. Doing this requires that atoms or mole-
cules previously in the bulk of their phases be brought to the new interface. They have
fewer binding interactions with neighbors in their original phase, but may have new ones
with neighbors in the opposite phase. Thus, the surface tension depends on the chemical
identity of both a and /3.

Now we can write the differential excess free energy as

dGa = dGs - dGR = ydA + ^ JM("? - nb (13.1.5)

and from (13.1.1) we have

dGa=ydA + 2^i^< (13.1.6)

This equation tells us that the interfacial free energy can be described (under our condi-
tions of constant temperature and pressure) by the variables A and nv all of which are ex-
tensive. This feature allows us to invoke Euler's theorem,1 which yields

G(T=yA + ^JLin
<[ (13.1.8)

Let us find the total differential, dGa, from this expression.

dGa = у dA + 2 JL{dnf + A dy + 2 nfd^ (13.1.9)
i i

Clearly (13.1.6) and (13.1.9) must be equivalent; hence the last two terms in (13.1.9) must
sum to zero:

Ady + ^nfdiL{ = 0 (13.1.10)
i

In general, it is more convenient to speak of excesses per unit area of surface; there-
fore, we now introduce the surface excess concentration, Г± = nf/A. Then (13.1.10) is re-
expressed as

-dy = X r i (13.1.11)

which is the Gibbs adsorption isotherm. It already hints that measurements of surface ten-
sion will play an important role in elucidating interfacial structure, but to see the experi-
mental ramifications we need to specialize it to an electrochemical situation. That is our
next job.

]We say that G is an extensive function of the extensive variables A and щ. By this, we mean that the
electrochemical free energy depends linearly on the physical extent of the system. If we double the size of the
system by doubling A and all the щ, then G doubles. Mathematically, such behavior implies that G(A, щ) is a
linear homogeneous function of A and щ. The Euler theorem (5) applies generally to homogeneous functions
and, for linear ones, it allows us to define the function itself in terms of derivatives and variables as in (13.1.7).
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13.1.2 The Electrocapillary Equation

Let us now consider a specific chemical system in which a mercury surface contacts an
aqueous KCl solution. The potential of the mercury is controlled with respect to a refer-
ence electrode having no liquid junction with the test solution. Suppose also that the aque-
ous phase contains a neutral species, M, that might be interfacially active. For example,
the cell could be

Cu7Ag/AgCl/K+, СГ, M/Hg/Ni/Cu (13.1.12)

We will focus on the interface between the mercury electrode and the aqueous solution.
In writing the Gibbs adsorption isotherm for this case, it is useful to group terms re-

lating separately to components of the mercury electrode, ionic components of the solu-
tion, and neutral components of the solution. Since excesses of charge can exist on the
electrode surface, we need to consider a surface excess of electrons on the mercury. It
could be either positive or negative. Thus

(Гк+

( Г м ЛДМ + Г н 2 о * н 2 о ) (13.1.13)

where /Z^g refers to electrons in the mercury phase.
There are some important linkages between electrochemical potentials:

/^eH g=MeC U (13.1.14)

A^KCI = № c i = Мк+ + Mci- (13.1.15)

Moreover,

MH 2O = MH2O (13.1.16)

Мм = Дм (13.1.17)

By further recognizing that d]lUg = <1]1щ = О, we can reexpress (13.1.13) as

-dy = Ted]J^u + [ Г к + djxKa - Г к + dflci_ + ГС 1_ dJLcxJ\ + [ Г м d/xM + Г Н г 0 ф Н г 0 ]

(13.1.18)

Now we consider the important fact that our reference electrode responds to one of the
components of the aqueous phase. From the equilibrium at the reference interface, we have

MAgCl + Д ? ' = MAg + M€l- (13.1.19)

Since d]lAgCl = djLhg = 0,

d/Z£u'' = d/Zcl- (13.1.20)

Substituting (13.1.20) into (13.1.18) and regrouping terms, we obtain

-dy - Ге dj£u - [Гк+ - ГС 1-] djjC"' + Г к + ф К С 1 + Г м d ^ M + Г Н 2 0 d/xH2o

(13.1.21)

The excess charge density on the metallic side of the interface is

o-M = _Fre (13.1.22)

An equal, but opposite charge density resides on the solution side:

s м _ Г с 1 } (13.1.23)
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In addition,

Си) =- фСи) = ~FdE_ (13.1.24)

where E- is the potential of the mercury electrode with respect to the reference. We fol-
low convention in attaching a negative subscript to signify that the reference electrode re-
sponds to an anionic component of our system. Invoking (13.1.22)—(13.1.24) converts
(13.1.21) into

-dy = oMdE_ + Г к + dfiKCl + Г м ф м + Гн2о Ф н 2 о (13.1.25)

Now we must recognize that all of the parameters in this equation are not indepen-
dent. We cannot change the chemical potentials of KC1, M, and H 2 O separately (e.g., by
changing the concentrations). If one of them changes, it affects the others. A consequence
of this fact is that Г к + , Г м , and Г н о a r e n o t independently measurable. Can we convert
(13.1.25) into an expression of measurable and independently controllable quantities?

We can, by recognizing the Gibbs-Duhem relation for the aqueous phase. It says that
for any phase at constant T and P (5),

2 * ^ = 0 (13.1.26)
i

where / ranges over all components and the Xj are mole fractions. For our aqueous phase,

Хц о ^Мн о ~^~ ^-KCI ^t^KCi ~^~ хм ^ Д м = 0 (13.1.27)

Between (13.1.25) and (13.1.27), we can eliminate d/xH o to give

-dy = dE-
Г X 1 Г X 1

г

 АКС1 ^ , _i_ т м V1 К+ ~ у 1 Н2О "МКС1 + М м " у А Н2ОL А н 2 о J L А н 2 о J

d/xM (13.1.28)

The bracketed quantities are measurable parameters called relative surface excesses. They
are symbolized separately as

M

(13.1.29)

(13.1.30)

Thus we now learn that we cannot measure the absolute surface excess of K+, but only its
excess relative to water. For example, a zero relative excess does not imply a lack of ad-
sorption of K+, but only that K+ and H2O are adsorbed to the same degree. That is, K+

and H2O are adsorbed in the same mole ratio that they have in the bulk electrolyte. A pos-
itive relative excess means that K+ is adsorbed to a greater degree than water, not in ab-
solute molar quantities, but with respect to the amounts available in the bulk electrolyte.

Water is taken here as the reference component. It is advantageous to select the sol-
vent S in any electrolyte as the reference component, because one then does not have to be
concerned with its activity. Also, one can sometimes argue that the quantities (XJX^T^ are
negligibly small, so that measured relative surface excesses can be regarded as absolute
surface excesses. This assumption is not rigorous, of course, but may be sound from a
practical viewpoint in many experimental situations involving dilute solutions.

These considerations bring us to the final statement of the electrocapillary equation
for our experimental system (1-4):

М ( Н 2 О )
(13.1.31)
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Other systems would have similar equations involving terms for other components. More
general statements of the electrocapillary equation are available in the specialized litera-
ture (4).

Equation 13.1.31 is a relation involving experimentally significant quantities; that is,
every quantity is either controllable or measurable. It is our key to an experimental attack
on double-layer structure.

13.2 EXPERIMENTAL EVALUATION OF SURFACE EXCESSES
AND ELECTRICAL PARAMETERS

13.2.1 Electrocapillarity and the DME

It is not obvious why (13.1.31) is called an electrocapillary equation. The name is a his-
toric artifact derived from the early application of this equation to the interpretation of
measurements of surface tension at mercury-electrolyte interfaces (1-4, 6-8). The earliest
measurements of this sort were carried out by Lippmann, who invented a device called a
capillary electrometer for the purpose (9). Its principle involves null balance. The down-
ward pressure created by a mercury column is controlled so that the mercury-solution in-
terface, which is confined to a capillary, does not move. In this balanced condition, the
upward force exerted by the surface tension exactly equals the downward mechanical
force. Because the method relies on null detection, it is capable of great precision. Elabo-
rated approaches are still used. These instruments yield electrocapillary curves, which are
simply plots of surface tension versus potential.

A more familiar device for achieving the same end is the DME, which actually was
invented by Heyrovsky (10) for the measurement of surface tension. Of course, its utility
eventually far surpassed its original purpose (see Chapter 7). Figure 7.1.1 is a diagram of
a typical device.

The weight of the drop at the end of its life is gmtmax where m is the mass flow rate of
mercury issuing from the capillary, g is the gravitational acceleration, and £max is the life-
time of the drop. This force is counterbalanced by the surface tension у acting around the
circumference of the capillary, whose radius is rc; thus

2тггс
*шк = -щгУ (13.2.1)

One can easily see that the drop time tmax is directly proportional to y\ hence a plot of
Wx vs- potential has the same shape as the true electrocapillary curve. The ordinate is
simply multiplied by a constant factor, which can be separately taken into account. Some-
times these plots of drop time are also called electrocapillary curves.

It is difficult to overstate the importance of these devices to our current under-
standing of interfacial structure. We have already seen that the thermodynamic rela-
tions bearing on the issue emphasize surface tension. Since good measurements of
surface tension are made far more conveniently at liquid-metal electrodes, work with
mercury and amalgams dominated research in this area for decades. Mercury offers
other advantages too. It has a large hydrogen overpotential; hence there is a wide po-
tential range for which only nonfaradaic processes are significant. It is a liquid; there-
fore, surface features such as grain boundaries do not enter the picture. At the DME, a
fresh surface is exposed every few seconds, so that problems with progressive contam-
ination of the working surface are minimized. These advantages also extend to the use
of mercury surfaces for faradaic electrochemistry, but they are overwhelmingly favor-
able for probing interfacial structure. Let us now see how electrocapillary curves can
reveal part of that structure.
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13.2.2 Excess Charge and Capacitance

Again, we take up the specific chemical system discussed in Section 13.1.2. From its elec-
trocapillary equation, (13.1.31), it is clear that

(13.2.2)

hence the excess charge on the electrode is the slope of the electrocapillary curve at
any potential (1-4, 6-8). Figure 13.2.1 is a plot of the drop time of a DME in 0.1 M
KC1 vs. potential. It has the nearly parabolic shape that is usually characteristic of
these curves, although there are significant variations in the curves as the electrolyte is
changed (Figure 13.2.2).

A feature common to all of the curves is the existence of a maximum in surface ten-
sion. The potential at which it occurs is the electrocapillary maximum (ECM) and is an
extremely important point in the system. Since the slope of the curve is zero there, it is the
potential of zero charge (PZC), where aM = o~s = 0.

At more negative potentials, the electrode surface has a negative excess charge, and
at more positive potentials there is a positive surface charge. The units of electronic
charge composing any excess repel each other; hence they counteract the usual ten-
dency of the surface to contract, and they weaken the surface tension. Plots of surface
charge can be made by differentiating electrocapillary curves. Some examples are
shown in Figure 13.2.3.

The capacitance of the interface characterizes its ability to store charge in response to
a perturbation in potential. One definition is based on the small change in charge density
resulting from a small alteration in potential:

(13.2.3)

This differential capacitance is obviously the slope of the plot of 0м vs. E at any point.
Figure 13.2.4 helps to clarify the definition. One can see there and in Figure 13.2.3 that Q
is not constant with potential, as it is for an ideal capacitor.

-0.5 -1.0 -1.5
£(V vs. SCE)

-2.0

Figure 13.2.1
Electrocapillary curve of drop
time vs. potential at a DME in
0.1 M KC1. [Data of L. Meites,
/. Am. Chem. Soc, 73, 2035
(1951).]
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Figure 13.2.2 Electrocapillary curves of surface tension vs. potential for mercury in contact with
solutions of the indicated electrolytes at 18°C. The potential is plotted with respect to the PZC for
NaF. [Reprinted with permission from D. C. Grahame, Chem. Rev., 41, 441 (1947). Copyright
1947, American Chemical Society.]

The variation in Q with E causes us to define an integral capacitance, Q (sometimes
denoted K), which is the ratio of the total charge density, o-M, at potential E to the total
potential difference placing it there. That is,

(13.2.4)

where Ez is the PZC. Figure 13.2.4 contains a graphical interpretation of Cv It is related to
Q by the equation

(13.2.5)

hence it is an average of Q over the potential range from Ez to E.
The differential capacitance is the more useful quantity, in part because it is precisely

measurable by impedance techniques (see Chapter 10). As we will see in Section 13.3, ca-
pacitance measurements have played crucial roles in the formulation of structural models
for the double layer.

We can now understand that these measurements are largely equivalent to electrocap-
illary information. The capacitances can be obtained from the electrocapillary curves by
double differentiation, whereas the electrocapillary curves can be constructed from differ-
ential capacitances by double integration (11, 12):

CddE (13.2.6)= jj
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[Reprinted with permission
from D. C. Grahame, Chem.
Rev., 41, 441 (1947).
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The latter procedure requires separate knowledge of the PZC. Capacitances may be more
generally useful primary data because the generation of aM vs. E and у vs. E from them
involves integration, which averages out random experimental variations. In contrast, dif-
ferentiation of surface tension accentuates them. In addition, capacitance measurements
can be made straightforwardly at solid electrodes, where у is much less accessible.
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Figure 13.2.4 Schematic plot of charge density vs. potential illustrating the definitions of the
integral and differential capacitances.
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13.2.3 Relative Surface Excesses

Returning now to the electrocapillary equation, (13.1.31), we find that the relative surface
excess of potassium ion at the interface considered there is given by (1-4, 6-8)

Since

we have

(13.2.7)

(13.2.8)

(13.2.9)

This relation implies that we can evaluate Г к +щ 2 О ) at any potential E- by measuring the
surface tension for several KC1 activities, while we hold the activity of M constant. The
relative surface excess of chloride can then be evaluated from the charge balance in
(13.1.23).

A relation analogous to (13.2.9) can be readily derived for the neutral species M;
hence its relative surface excess can be evaluated by the effect of its activity on y.

Figure 13.2.5 is a graph of the relative surface excesses for the components of a
0.1 M KF solution in contact with mercury. Note that at potentials positive of Ez the
surface excess of F~ is positive and that of K + is negative. This negative surface ex-
cess of K+ simply implies that the concentration of K + in the vicinity of the mer-
cury/solution interface is smaller than that in the bulk solution. The opposite condition
holds for potentials negative of Ez. The behavior of KF solutions thus conforms to
what we would expect based on simple electrostatics. We can contrast this behavior
with that of a 0.1 M KBr solution shown in Figure 13.2.6. Note here that at potentials
positive of Ez (i.e., for <xM > 0), Г к + is positive. The reason for this interesting behav-
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Figure 13.2.5 Surface
excesses vs. potential for
mercury in 0.1 M KF.
Potentials are referenced both
to a NCE and the potential of
zero charge, Ez. [From data in
D. C. Grahame and B. A.
Soderberg, /. Chem. Phys.,
22, 449 (1954).]
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10 5 0 -5 -10 -15

0 м , цС/ст2

Figure 13.2.6 Surface excesses vs.
charge density on the electrode for
mercury in 0.1 M KBr. [Reprinted with
permission from M. A. V. Devanathan
and S. G. Canagaratna, Electrochim.
Acta, 8, 77 (1963). Copyright 1963,
Pergamon Press PLC]

ior is connected with specific adsorption of Br
Section 13.3.4.

on mercury. We will discuss this in

133 MODELS FOR DOUBLE-LAYER STRUCTURE

Now that we have seen how some of the basic facts about charge and molar excesses can
be obtained for an interface, we would like to develop a picture of the way in which the
excesses are arrayed. However, we cannot gain a structural view from purely thermody-
namic quantities. Our recourse is to postulate a model, predict its properties, and compare
them to the known facts of real systems. If significant differences are found, the model
must be revised and tested again. Here we will consider several models that have been
proposed for interfacial structure (2-4, 6-8, 13-19).

133.1 The Helmholtz Model

Since the metallic electrode is a good conductor, it supports no electric fields within itself
at equilibrium. In Chapter 2, we saw that this fact implies that any excess charge on a
metallic phase resides strictly at the surface. Helmholtz, who was the first to think conse-
quentially about charge separation at interfaces, proposed that the counter-charge in solu-
tion also resides at the surface. Thus there would be two sheets of charge, having opposite
polarity, separated by a distance of molecular order. In fact, the name double layer arises
from Helmholtz's early writings in this area (20-22).

Such a structure is equivalent to a parallel-plate capacitor, which has the following
relation between the stored charge density, a, and the voltage drop, V, between the
plates (23):

a = ^V (13.3.1)
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Figure 13.3.1 Differential capacitance vs.

potential for NaF solutions in contact with

mercury at 25°C. [Reprinted with permission

from D. C. Grahame, Chem. Rev., 41, 441

(1947). Copyright 1947, American Chemical

Society.]

where s is the dielectric constant of the medium, e 0 is the permittivity of free space, and d

is the interplate spacing.2 The differential capacitance is therefore

da

ЗУ
(13.3.2)

The weakness of this model is immediately apparent in (13.3.2), which predicts that

Q is a constant. We know from our earlier discussion that it is not a constant in real sys-

tems. Figure 13.3.1 is a dramatic illustration for interfaces between mercury and sodium

fluoride solutions of various concentrations. Variations in Q with potential and concen-

tration suggest that either s or d depends on these variables; hence a more sophisticated

model is clearly in order.

2Here and elsewhere in this book we use the electrical relations appropriate to SI units, which lead to the
following definition of Coulomb's law (24):

F =
qq

Aires ̂ r

The force F (in newtons) between two charges q and q' (in coulombs) is therefore related to the distance of
charge separation r (in meters), the dielectric constant of the medium e (dimensionless) and the permittivity of
free space e0. The last parameter is a measured constant equal to 8.85419 X 10~12 C ^ ^ m " 2 . This system has
the advantage that the electrical variables are measured in common units. An alternative is the electrostatic
system, where Coulomb's law is

qq'

er

The force F (in dynes) is related here to the charges (in statcoulombs) by the dielectric constant s and the
separation distance (in cm). Equations for the electrostatic system can be converted to corresponding relations
for SI units by replacing e with 4TTSSQ, and vice versa. Many treatments of interfacial structure involve
electrostatic units. They are recognizable by the absence of e 0 and the appearance of multiples of 4тг in the
results. In some treatments, es0 is denoted as a single quantity, usually s, called the permittivity of the medium.
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13.3.2 The Gouy-Chapman Theory

Even though the charge on the electrode is confined to the surface, the same is not neces-
sarily true of the solution. Particularly at low concentrations of electrolyte, one has a
phase with a relatively low density of charge carriers. It may take some significant thick-
ness of solution to accumulate the excess charge needed to counterbalance aM. A finite
thickness would arise essentially because there is an interplay between the tendency of the
charge on the metallic phase to attract or repel the carriers according to polarity and the
tendency of thermal processes to randomize them.

This model therefore involves a diffuse layer of charge in the solution like that de-
scribed earlier in Section 1.2.3 (2-4, 6-8, 15, 16). The greatest concentration of excess
charge would be adjacent to the electrode, where electrostatic forces are most able to
overcome the thermal processes, while progressively lesser concentrations would be
found at greater distances as those forces become weaker. Thus, an average distance of
charge separation replaces d in the capacitance expression (13.3.2). Also, we can expect
that average distance to show dependences on potential and electrolyte concentration. As
the electrode becomes more highly charged, the diffuse layer should become more com-
pact and Q should rise. As the electrolyte concentration rises, there should be a similar
compression of the diffuse layer and a consequent rise in capacitance. Note that these
qualitative trends are actually seen in the data of Figure 13.3.1.

Gouy and Chapman independently proposed the idea of a diffuse layer and offered a
statistical mechanical approach to its description (25-27). We outline the attack here.

Let us start by thinking of the solution as being subdivided into laminae, parallel to
the electrode and of thickness dx, as shown in Figure 13.3.2. All of these laminae are in
thermal equilibrium with each other. However, the ions of any species / are not at the
same energy in the various laminae, because the electrostatic potential ф varies. The lami-
nae can be regarded as energy states with equivalent degeneracies; hence the number con-
centrations of species in two laminae have a ratio determined by a Boltzmann factor. If
we take a reference lamina far from the electrode, where every ion is at its bulk concentra-
tion л •*, then the population in any other lamina is

= n® exp
4T

(13.3.3)

where ф is measured with respect to the bulk solution. The other quantities in (13.3.3) are
the charge on the electron, e, the Boltzmann constant, 4, the absolute temperature, Г, and
the (signed) charge, z\, on ion i.

Laminae dx

- Reference lamina
in bulk solution

Electrode Electrolyte

Figure 13.3.2 View of the solution near the electrode surface as a series of laminae.
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The total charge per unit volume in any lamina is then

v 0

= ^ n\zxe exp

(13.3.4)

where i runs over all ionic species. From electrostatics, we know that p(x) is related to the
potential at distance x by the Poisson equation (28):

(13.3.5)
dx2

hence (13.3.4) and (13.3.5) can be combined to yield the Poisson-Boltzmann equation,
which describes our system:

(13.3.6)

Equation 13.3.6 is treated by noting that

hence,

Integration gives

2dcj>\dx

and the constant is evaluated by recognizing that at distances far from the electrode
ф = 0 and {dtydx) = 0. Thus,

(13.3.10)

Now it is useful to specialize the model to a system containing only a symmetrical
electrolyte.3 Applying this limitation yields

^ (13.3.11)

The details of the transformation from (13.3.10) to (13.3.11) are left to Problem 13.2. In
(13.3.11), n° is the number concentration of each ion in the bulk, and z is the magnitude of
the charge on the ions.

(a) The Potential Profile in the Diffuse Layer
Equation (13.3.11) can be rearranged and integrated in the following manner:

ф <1ф (S4Tn\ (

-^rj Jo
3That is, an electrolyte having only one cationic species and one anionic species, both with charge magnitude z.
Sometimes symmetrical electrolytes, for example, NaCl, HC1, and CaSO4, are called "z: z electroytes."
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where ф0 is the potential at x = 0 relative to the bulk solution. In other words, фо *s m e

potential drop across the diffuse layer. The result is

_ _(UTn^m

I
or,

In T Z = - ^ x (13.3.13)

(13.3.14)

where

(13.3.15a)

For dilute aqueous solutions (s = 78.49) at 25°C, this equation can be expressed as

(13.3.15b)к = (3.29 X 107)zC*1/2

where C* is the bulk z: z electrolyte concentration in mol/L and к is given in cm l.
Equation 13.3.14 describes the potential profile in the diffuse layer in a general way,

and in Figure 13.3.3 there are calculated profiles for several different values of ф$. The
potential always decays away from the surface. At large фо (a highly charged electrode),
the drop is precipitous, because the diffuse layer is relatively compact. As ф0 becomes
smaller, the decline is more gradual.

In fact, the form is exponential in the limit of small </>o- If Фо *s sufficiently low that
(гефо/44Г) < 0.5, then tanh (ze<£/447) ~ г^ф/44Г everywhere, and

ф = фо е~кх (13.3.16)

This relation is a good approximation for ф0 < 50/z mV at 25°C.

= 10mV
(Limiting expontential form)

Figure 13.3.3 Potential profiles through the diffuse layer in the Gouy-Chapman model.
v-2Calculated for a 10 M aqueous solution of a 1:1 electrolyte at 25°C. \/к = 30.4 A. See equations

13.3.14 to 13.3.16.
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TABLE 13.3.1 Characteristic
Thickness of the Diffuse Layer"

с*(мУ
i

кг1

ю-2

ю-3

ю-4

I/K(A)

3.0
9.6

30.4
96.2

304

°For а 1:1 electrolyte at 25°C in water.

^С* = n°/NA where NA is Avogadro's

number.

Note that the reciprocal of к has units of distance and characterizes the spatial decay
of potential. It can be regarded as a kind of characteristic thickness of the diffuse layer.
Table 13.3.1 provides values 1/AC for several concentrations of a 1:1 electrolyte. The dif-
fuse layer is clearly quite thin by comparison to the distance scale encountered in typical
diffusion layers for faradaic experiments. It becomes thicker as the concentration of elec-
trolyte falls, as we anticipated in the qualitative discussion above.

(b) The Relation Between <rM and ф0

Suppose we now imagine a Gaussian surface in the shape of a box placed in our system as
shown in Figure 13.3.4. One end is at the interface. The sides are perpendicular to this end
and extend far enough into the solution that the field strength dfyldx is essentially zero.
The box therefore contains all of the charge in the diffuse layer opposite the portion of the
electrode surface adjacent to the end.

From the Gauss law (Section 2.2.1), this charge is

q = ss0
%-dS

surface
(13.3.17)

Since the field strength, %, is zero at all points on the surface except the end at the inter-
face [where the magnitude of the field strength is (dcf)/dx)x=() at every point], we have

(d4>
dS

aid
;urface

(13.3.18)

- Electrode surface

Gaussian enclosure

Surface against electrode
Figure 13.3.4 A Gaussian box
enclosing the charge in the
diffuse layer opposite an area, A,
of the electrode surface.
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or

(13.3.19)

Substituting from (13.3.11) and recognizing that qIA is the solution phase charge density
C7S, we obtain

(13.3.20a)

(13.3.20b)

For dilute aqueous solutions at 25°C, the constants can be evaluated to give

0м = 11.7C*1/2sinh(19.5z</>0)

where C* is in mol/L for aM in fxC/cm2. Note that фо is related monotonically to the state
of charge on the electrode.

(c) Differential Capacitance
Now we are in a position to predict the differential capacitance by differentiating
(13.3.20):

(13.3.21a)

(13.3.21b)

For dilute aqueous solutions at 25°C, this equation can be written,

Cd = 228zC*1 / 2cosh(19.5#0)

where Q is in /xF/cm2 and the bulk electrolyte concentration C* is in mol/L. Figure
13.3.5 is a graph of the way in which Cd varies with potential according to the dictates of
(13.3.21). There is a minimum at the PZC and a steep rise on either side.
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Figure 13.3.5 Predicted
differential capacitances
from the Gouy-Chapman
theory. Calculated from
(13.3.21) for the indicated
concentrations of a 1:1
electrolyte in water at
25°C. Note the very
restricted potential scale.
The predicted capacitance
rises very rapidly at more
extreme potentials relative
toE7.
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The predicted V-shaped capacitance function does resemble the observed behav-
ior in NaF at low concentrations and at potentials not too far from the PZC (see
Figure 13.3.1). However, the actual system shows a flattening in capacitance at more
extreme potentials, and the valley at the PZC disappears altogether at high electrolyte
concentrations. Moreover, the actual capacitance is usually much lower than the pre-
dicted value. The partial success of the Gouy-Chapman theory suggests that it has
elements of truth, but its failures are significant and indicate major defects. We will
see in the next section that one of those defects is related to the finite size of the ions
in the electrolyte.

13.3.3 Stern's Modification

The reason for the unlimited rise in differential capacitance with ф0 in the Gouy-
Chapman model is that the ions are not restricted with respect to location in the solution
phase. They are considered as point charges that can approach the surface arbitrarily
closely. Therefore, at high polarization, the effective separation distance between the
metallic and solution-phase charge zones decreases continuously toward zero.

This view is not realistic. The ions have a finite size and cannot approach the surface
any closer than the ionic radius. If they remain solvated, the thickness of the primary solu-
tion sheath would have to be added to that radius. Still another increment might be neces-
sary to account for a layer of solvent on the electrode surface. For example, see Figure
1.2.3. In other words, we can envision a plane of closest approach for the centers of the
ions at some distance x2.

In systems with low electrolyte concentration, this restriction would have little im-
pact on the predicted capacitance for potentials near the PZC, because the thickness of the
diffuse layer is large compared to x2. However, at larger polarizations or with more con-
centrated electrolytes, the charge in solution becomes more tightly compressed against the
boundary at x2, and the whole system begins to resemble the Helmholtz model. Then we
can expect a corresponding leveling of the differential capacitance. The plane at x2 is an
important concept and is called the outer Helmholtz plane (OHP).

This interfacial model (2-4, 6-8, 15, 16), first suggested by Stern (29), can be treated
by extending the considerations of the last section. The Poisson-Boltzmann equation,
(13.3.6), and its solutions, (13.3.10) and (13.3.11), still apply at distance x > x2. Now the
potential profile in the diffuse layer of a z: z electrolyte is given by

urAm

J ^ s i n h ^ / ^ r r [no) ) X 2

d X (13-3'22)

or

where ф2 is the potential at x2 with respect to the bulk solution, and к is defined by
(13.3.15).

The field strength at x2 is given from (13.3.11):

Since the charge density at any point from the electrode surface to the OHP is zero, we
know from (13.3.5) that this same field strength applies throughout that interval. Thus the
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potential profile in the compact layer is linear. Figure 13.3.6Z? is a summary of the situa-
tion. Now we find the total potential drop across the double layer to be

Фо = Фг ~ к/7 ^2
\ ал /х=х2

(13.3.25)

Note also that all of the charge on the solution side resides in the diffuse layer, and its
magnitude can be related to ф2 by considering a Gaussian box exactly as we did above.4

(13.3.26)

(13.3.27)

(13.3.28)

To find the differential capacitance, we substitute for ф2 by (13.3.25):

a" =

Differentiation and rearrangement (Problem 13.4) gives

n _daM _ (2SS0Z1 e2n°/4T)m

2 e2n°/6T)m
(x2/ss0)(2ss0z

2 e2n°/6T)

Figure 13.3.6 (a) A view of the
differential capacitance in the
Gouy-Chapman-Stern (GCS) model
as a series network of Helmholtz-
layer and diffuse-layer capacitances.
(b) Potential profile through the

j solution side of the double layer,
50 according to GCS theory. Calculated

from (13.3.23) for 1 0 " 2 M 1:1
electrolyte in water at 25°C.

4See (13.3.15b), (13.3.20b), and (13.3.21b) for evaluations of the constants for aqueous solutions at 25°C.
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(13.3.29)

This expression says that the capacitance is made up of two components that can be
separated in the reciprocal, exactly as one would find for two capacitors in series. Thus we
can identify the terms in (13.3.29) as the reciprocals of component capacitances, CH and
CD, which can be depicted as in Figure 13.3.6a:

L (13.3.30)

By comparing the terms of (13.3.29) with (13.3.2) and (13.3.21), it is clear that CH corre-
sponds to the capacitance of the charges held at the OHP, whereas CD is the capacitance
of the truly diffuse charge.

The value of Сц is independent of potential, but CD varies in the V-shaped fashion
we found in the last section. The composite capacitance Q shows a complex behavior and
is governed by the smaller of the two components. Near the PZC in systems with low
electrolyte concentration, we expect to see the V-shaped function characteristic of CD. At
larger electrolyte concentrations, or even at large polarizations in dilute media, CD be-
comes so large that it no longer contributes to Q and one sees only the constant capaci-
tance of СЦ. Figure 13.3.7 is a schematic picture of this behavior.

This model, known as the Gouy-Chapman-Stern (GCS) model, gives predictions that
account for the gross features of behavior in real systems. There are still discrepancies, in
that Сц is not truly independent of potential. Figure 13.3.1 is a plain illustration. This aspect
must be handled by refinements to the GCS theory that take into account the structure of the
dielectric in the compact layer, saturation (i.e., full polarization) of that dielectric in the
strong interfacial field, differences in x^ for anionic and cationic excesses, and other similar
matters (2-4, 6-8, 13, 15-18, 30). The theory also neglects ion pairing (or ion-ion correla-
tion) effects in the double layer and strong nonspecific interactions of the ions with the sur-
face charge on the electrode. The latter effect can be described in terms of "ion
condensation" in the electrical double layer and can be treated by a model in which the sur-
face charge is considered as an "effective surface charge," smaller than the actual charge on
the electrode because of the condensed ionic counter charge (30, 31). These types of effects
are not easily probed by measurements of capacitance or surface tension, but may be ad-
dressed by alternative methods of studying the interface, as discussed in Chapters 16 and 17.

High electrolyte
concentration

Low electrolyte
concentration

E-EZ,(V)

Figure 13.3.7 Expected
behavior of Q according
to GCS theory as the

~ ) electrolyte concentration
changes.
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Often one must also consider the influence of charged or uncharged species that are ad-
sorbed by chemical interactions with the electrode surface. That issue is our next concern.

13.3.4 Specific Adsorption

In constructing models for interfacial structure, we have so far considered only long-range
electrostatic effects as the basis for creating the excesses of charge found in the solution
phase. Aside from the magnitude of the charges on the ions, and possibly their radii, we
have been able to ignore their chemical identities. They are said to be nonspecifically
adsorbed?

However, there is more to the picture. Consider the data in Figure 13.2.2. Note that at
potentials more negative than the PZC, the surface tension follows the kind of decline we
have come to expect, and the decline is the same regardless of the composition of the sys-
tem. This result is predictable from the GCS theory. On the other hand, the curves at po-
tentials more positive than the PZC diverge markedly from each other. The behavior of
the system in the positive region depends specifically on the composition. Since the devia-
tions in behavior occur for potentials where anions must be in excess, we suspect that
some sort of specific adsorption of anions takes place on mercury (2-4, 6-8, 13, 16-19,
32). Specific interactions would have to be very short-range in nature; hence we gather
that specifically adsorbed species are tightly bound to the electrode surface in the manner
depicted in Figure 1.2.3. The locus of their centers is the inner Helmholtz plane (IHP), at
distance x\ from the surface.

What experimental approaches are available for detecting and quantifying specific
adsorption? Perhaps the most straightforward approach is through relative surface ex-
cesses. Turning now to Figure 13.2.6, we note several peculiarities. First, there are posi-
tive relative excesses of bromide at potentials negative of the PZC and potassium at
values more positive than the PZC. At the PZC itself, positive excesses of both species are
found. None of these features is accountable within an electrostatic model, such as the
basic GCS theory.

The identity of the specifically adsorbed ion is revealed by considering the slopes of
ZiFF^o) vs. (7м in key regions. It is always true that

*M = - [ F r K + ( H 2 O ) - 7Т В г - ( Н 2 О ) ] (13.3.31)

In the absence of specific adsorption, the charge on the electrode is counterbalanced
by an excess of one ion and a deficiency of the other, as we see in the negative region
of Figure 13.2.6. If the electrode becomes even more negative, the excess charge is ac-
commodated by a growth in both the excess and the deficiency, so that F F K + ( H o) does
not grow as fast as crM. In other words, the slope of ^ F K + ( H 2 0 ) vs. aM in the negative
region should have a magnitude no greater than unity. By similar reasoning, we con-
clude that the slope magnitude of ~~^TBr-(HQ) vs. crM should also be less than or
equal to unity in the positive region.

The data of Figure 13.2.6 show that the system is well-behaved in this respect at po-
tentials much more negative than the PZC. However, in the positive region, there is
superequivalent adsorption of bromide. The slope d(- FT^-^Q^/da^1 exceeds unity in
magnitude; hence a change in charge on the electrode is countered by more than an equiv-
alent charge of Br~. This evidence points strongly to specific adsorption of bromide at po-
tentials more positive than the PZC. The existence of a positive excess of K + in the same

5Note that nonspecifically adsorbed species are not really adsorbed at all in the terms usually meant by the word
adsorption. There is no close-range interaction in this case.
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region is explained by the necessity to compensate partially the superequivalence of ad-
sorbed bromide. Apparently, the forces responsible for specific adsorption are strong
enough to withstand the opposing coulombic field in at least part of the negative region,
as one may infer from the positive excess of bromide in the zone of small negative crM.

Another indicator of specific adsorption of charged species is the Esin-Markov ef-
fect, which is manifested by a shift in the PZC with a change in electrolyte concentra-
tion (33). Table 13.3.2 provides data compiled by Grahame (2). The magnitude of the
shift is usually linear with the logarithm of electrolyte activity, and the slope of the lin-
ear plot is the Esin-Markov coefficient for the condition of <xM = 0. Similar results are
obtained at nonzero, but constant, electrode charge densities; hence the Esin-Markov
coefficient can be written generally as

j _ / дЕ± \ =

RT \d In a s a l t Дм " (13.3.32)

Nonspecific adsorption provides no mechanism for the electrode potential to depend
on the concentration of the electrolyte, so the Esin-Markov coefficient should be zero in
the absence of specific adsorption.

Now consider a system in which the anion is specifically adsorbed and the electrode
is being held at the PZC. If we introduce more of the same electrolyte, more anions will
be adsorbed; hence as becomes nonzero and must be balanced. Since the electrode is
more polarizable than the solution, the countercharge is induced there. To regain the con-
dition 0м = О, the potential must be shifted to a more negative value, so that the charge
excess of specifically adsorbed anions is exactly counterbalanced by an opposing excess
charge in the diffuse layer. Thus specific adsorption of anions is indicated by negative
shifts in potential at constant charge density, whereas specific cationic adsorption is re-
vealed by positive shifts, as the electrolyte concentration is elevated.

TABLE 13.3.2 Potentials of Zero Charge
in Various Electrolytes"

Electrolyte

NaF

NaCl

KBr

KI

Concentration,
M

1.0
0.1
0.01
0.001
1.0
0.3
0.1
1.0
0.1
0.01
1.0
0.1
0.01
0.001

V vs. NCEb

-0.472
-0.472
-0.480
-0.482
-0.556
-0.524
-0.505
-0.65
-0.58
-0.54
-0.82
-0.72
-0.66
-0.59

flFrom D. C. Grahame, Chem. Rev., 41, 441 (1947).
bNCE = normal calomel electrode.



556 Chapter 13. Double-Layer Structure and Adsorption

From the data in Table 13.3.2, we see that chloride, bromide, and iodide all appear to
be specifically adsorbed, but fluoride is not. It is clear now why sodium and potassium flu-
oride solutions in contact with mercury are the standard systems for testing the GCS the-
ory of nonspecific adsorption.

It is obvious that specific adsorption will also introduce a capacitive component and
should also be detectable by the study of C<j. In fact, we could anticipate that changes in
the degree of specific adsorption with changes in potential would be highlighted by exam-
ining the derivative of Q that is, dC^ldE. Some of the most general approaches to the
analysis of interfacial structure are based on these ideas. Since their details are beyond our
scope, the interested reader is urged to pursue them in the literature.

Specific ionic adsorption can alter the potential profile in the interfacial zone to an
extreme degree. Figure 13.3.8 is a set of curves presented by Grahame (2) for a mercury
interface with 0.3 M NaCl. Note particularly the traces for the most positive potentials.
These profiles can influence electrode kinetics by mechanisms considered in Section
13.7 below.

Neutral molecules are also interesting as adsorbates, because they influence or partic-
ipate in faradaic processes (2-4, 6-8, 13, 16-19, 34). They can be detected and studied by
the methods we have outlined above (see Problem 13.6). An interesting aspect of their be-
havior is that adsorption from aqueous solutions is often effective only at potentials rela-
tively near the PZC. The usual rationale for this phenomenon rests on a recognition that
adsorption of a neutral molecule requires the displacement of water molecules from the
surface. When the interface is strongly polarized, the water is tightly bound and its dis-
placement by a less dipolar substance is energetically unfavorable. Adsorption can take

-1.0
s Mercury surface

I I I I I I

2 4 6 8

Distance in angstrom units

10

Figure 13.3.8 Calculated
potential profiles in the
double layer for mercury in
contact with aqueous 0.3 M
NaCl at 25°C. Potentials
given with respect to the
PZC in NaF. At positive
electrode potentials the
profile has a sharp minimum
because chloride is
specifically adsorbed.
[Reprinted with permission
from D. C. Grahame, Chem.
Rev., 41, 441 (1947).
Copyright 1947, American
Chemical Society.]
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place only near the PZC, where the water can be removed more easily. The applicability
of this rationale in any given case obviously depends on the electrical properties of the
specific neutral species at hand (19).

13.4 STUDIES AT SOLID ELECTRODES

13A1 The Double Layer at Solids

Most of the work in the previous sections of this chapter has dealt with mercury elec-
trodes for the reasons discussed in Section 13.2.1. However, electrochemists are also in-
terested in studying the interfacial structure of solids, because most electrochemical
studies are carried out with solid electrodes (e.g., platinum or carbon). Such studies are
difficult, because there are problems in reproducing a surface and in keeping it clean. Im-
purities in solution can diffuse to the electrode surface and adsorb, thereby significantly
changing the interfacial properties. Moreover, the surfaces of solids, unlike those of mer-
cury, are not atomically smooth, but have defects, such as dislocation lines, with a density
of at least 105 to 107 cm"2. In comparison, a typical metal surface density has about 1015

atoms cm"2. Especially important to the understanding of solid electrodes has been the
use of so-called "well-defined" metal electrodes, that is, single crystal metals with very
carefully prepared surfaces of known orientation (35).

Measurements of the surface tension and surface stress of solids are not easy. Some
attempts have been made to measure the surface energy, or at least to determine the PZC,
of solid electrodes attached to piezoelectric materials (36, 37). More often there is a re-
liance on studies of differential capacitance (Section 13.4.3) (35, 38). In principle, these
measurements could provide all of the information needed to describe the surface charges
and relative excesses; however, one must first know the PZC. Evaluating it for a solid
electrode/electrolyte system is not straightforward, and indeed, as discussed below, the
PZC is not uniquely defined for a polycrystalline electrode. The most widely used ap-
proach is to evaluate the potential of minimum differential capacitance in a system in-
volving dilute electrolyte. The identification of this potential as the PZC rests on the
Gouy-Chapman-Stern theory discussed in Section 13.3.

Surface excesses of electroactive species are often examined by methods sensitive to
the faradaic reactions of the adsorbed species. Cyclic voltammetry, chronocoulometry,
polarography, and thin layer methods are all useful in this regard. Discussions of their ap-
plication to this type of problem are provided in Section 14.3. In addition to these electro-
chemical methods for studying the solid electrode/electrolyte interface, there has been
intense activity in the utilization of spectroscopic and microscopic methods (e.g., surface
enhanced Raman spectroscopy, infrared spectroscopy, scanning tunneling microscopy) as
probes of the electrode surface region; these are discussed in Chapters 16 and 17.

There has also been growing interest in the investigation of metals in ultrahigh vac-
uum environments that have coadsorbed water and other species in an attempt to model
the double layer (39).

13.4.2 Well-Defined Single-Crystal Electrode Surfaces

Most of the reported electrochemistry with solid electrodes involves polycrystalline mate-
rials. Such electrodes consist of a variety of small domains with different crystal faces and
edges presented to the contacting electrolyte. As discussed below, different crystal faces
exhibit different properties (e.g., PZC or work function) so that the behavior observed at a
polycrystalline electrode represents an average of that for a number of different crystal
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planes and sites. The desire to obtain a better understanding of solid electrode interfaces,
if possible with an atomic-level perspective, has led to studies with single-crystal elec-
trodes having clean, well-defined, and well-ordered surfaces (35, 40, 41).

Single crystals of metals can be grown by zone-refining and are commercially available.
Many of the metals used as electrodes, that is, Pt, Pd, Ag, Ni, Cu, form face-centered cubic
(FCC) crystal structures. These can be cut to expose different crystal faces (index planes), as
indicated in Figure 13.4.1. The low-index crystal faces, that is, the (100), (110), and (111)
planes, are shown in this figure, and are the surfaces most frequently used as electrodes, be-
cause they tend to be stable and can be polished to yield fairly smooth, uniform surfaces. The
higher-index planes, shown in Figure 13.4.2, have smaller atomically smooth terraces, with
many more exposed edges and kink sites. Crystals are cut along a particular index plane after
careful orientation with an x-ray or laser beam. Alternative approaches to obtaining well-de-
fined crystal faces include flame annealing or vacuum evaporation. In the flame annealing
method, a small wire (e.g., Pt, Pd, Au) is melted in a hydrogen-oxygen flame and then cooled
to produce a small metal bead with eight clear (111) facets in an octahedral configuration
(42). Vacuum evaporation on the proper substrate (e.g., Au on mica or glass) under carefully

Atop site

Bridge site

4-fold hollow site

(100)

(110)

1 -fold atop site

2-fold bridge site

3-fold hollow site

(111)

Face-centered cubic (FCC) structure

Figure 13.4.1 The atomic structure of the low-Miller-index surfaces, that is, the (100), (110), and
(111) faces, of a face-centered cubic crystal obtained by cutting along the planes shown on the left.
The Miller indices are obtained by noting the intersection of the plane of interest with the principal
axes (x, y, z) shown in the lower left diagram. The Miller indices (hkl) are the smallest integers h, к,
and / such that h:k:l = (l/p): (l/q): (1/r), where /?, q, and r are the coordinates of the intersections
with the x, y, and z axes, respectively. For example, if a plane intersects the axes at x = 2, у = 2,
z = 2, then h: k: / = (1/2): (1/2): (1/2) = 1:1:1, so this is the (111) plane. The atomic arrangements
for the indicated planes are shown on the right. The shaded atoms in the (110) face are in the plane
below the unshaded (surface) atoms. The names used for the different sites on the surfaces are also
indicated.
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Figure 13.4.2 The atomic structure of several high-Miller-index stepped surfaces, showing
terraces, step edges, and kink sites. [From G. A. Somorjai in "Photocatalysis—Fundamentals and
Applications," N. Serpone and E. Pelizzetti, Eds., Wiley, New York, 1989, p. 265, with permission.]

controlled conditions can also produce (111) regions of atomic smoothness. Such surfaces
can be characterized by low-energy electron diffraction and the other techniques described in
Chapters 16 and 17. One should be aware that even the most carefully prepared surfaces are
not atomically smooth over areas larger than a few square micrometers, and they inevitably
show step edges and defect sites (as seen by scanning tunneling microscopy).

Moreover, surfaces can reconstruct. When a solid is cleaved, the surface atoms are no
longer subjected to the same bonding forces and will sometimes undergo a change in con-
figuration to minimize the surface energy. This reconstruction of an electrode can be a
function of potential and the extent of specific adsorption.

Carbon is another widely used electrode material. The well-defined form of carbon is
highly oriented pyrolytic graphite (HOPG), which consists of sheets of hexagonally close-
packed (HCP) carbon atoms in a layered or stacked structure (Figure 13.4.3). The carbon
atoms are strongly bonded to each other within the HCP surface (the basal plane), which
atomically is similar to the FCC (111) plane. Bonding to the next (lower) layer of atoms
involves van der Waals forces and is much weaker. Thus HOPG is easily cleaved along
the basal plane to expose a fresh, smooth, HCP surface.
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Basal Plane

Edge Plane •

Interplanar
Distance

Figure 13.4.3 Structure of highly oriented pyrolytic graphite. The interplanar distance between
the a and b layers is 3.35 A. Note that the unit cell distance, c0, is 6.70 A, because of the abab . . .
stacking arrangement. [Adapted from A. J. Bard, "Integrated Chemical Systems," Wiley, New
York, 1994, p. 132, with permission.]
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Figure 13.4.4 First cyclic
voltammograms of flame treated
platinum of different orientations
in 0.5 M H2SO4 at 50 mV/s.
Positive potentials are plotted to
the right, and anodic currents up.
Compare these to the
voltammogram of a
polycrystalline electrode, Figure
13.6.1. 2H a n d Go represent the
areas under the hydrogen and
oxygen desorption peaks,
respectively. [Reprinted with
permission from J. Clavilier in
"Electrochemical Surface
Science: Molecular Phenomena
at Electrode Surfaces," M.
Soriaga, Ed., ACS Books,
Washington, D.C., 1988, p. 205.
Copyright 1988, American
Chemical Society.]
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Studies with single-crystal electrodes and well-defined surfaces have demonstrated that
the properties (e.g., PZC and work function) of solid electrodes can depend strongly on the
index plane presented to the solution. For example, with a silver electrode there is a signifi-
cant difference between the PZC on Ag(l 11) (-0.69 V vs. SCE) and Ag(l 10) (-0.98 V vs.
SCE). Since a poly crystalline electrode presents many different exposed crystal faces to a
solution, different sites on the same surface can carry a different charge. For example on a
silver electrode held at -0.8 V vs. SCE, the (111) sites will be negative of their PZC and
carry a negative charge, while the (110) sites will carry a positive charge (38). In addition
the catalytic and adsorptive properties of solid surfaces can depend upon the crystal face. A
striking example is the difference in cyclic voltammograms for reductive adsorption and ox-
idative desorption of hydrogen on the different surfaces of platinum (Figure 13.4.4).

The Solid Metal-Solution Interface

Information about the PZC and the nature of the solid/electrolyte interface can be obtained
from capacitance measurements with scrupulous care in electrode surface preparation and
solution purity (35). For example, capacitance curves for Ag (100) at different concentra-
tions of two electrolytes, KPF6 and NaF, are shown in Figure 13.4.5. The essential inde-
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KPF R

0
-1.5

I

о 50
LL

t

-1.0 -0.5

E (S.C.E.)/V

NaF

-1.5 -1.0 -0.5
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Figure 13.4.5 Capacitance curves for Ag(100) in aqueous solutions of (a) KPF6 and (b) NaF for
different concentrations of electrolyte: Top to bottom, 100, 40, 20, 10, and 5 mM. v = 5 mV/s.
со/2тг = 20 Hz. [Reprinted from G. Valette, J. Electroanal Chem., 138, 37 (1982), with permission
from Elsevier Science.]
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pendence of the minimum in capacitance with the electrolyte and concentration suggests
that the species are only weakly specifically adsorbed on Ag (if they are adsorbed at all)
and that the PZC can be identified with the capacitance minimum. Note, however, the dif-
ferences in behavior with the same electrolyte for different crystal faces of Ag (Figure
13.4.6). Identification of the capacitance minimum with the PZC clearly suggests that the
PZC depends upon the crystal face exposed to the solution. The capacitance of a model
poly crystalline electrode, with the assumption that the surface was 46% (110), 23% (100)
and 31% (111) is also shown. The PZC in this case is close to that of the (110) surface. The
situation is more complicated with a real polycrystalline electrode surface with exposed
high-index planes and defect sites.

Another complication with solid electrodes is the possibility that the surface can re-
construct, even during a potential scan (43). As an example, consider a Au(100) electrode.
When this surface is heated in a flame, it undergoes reconstruction to form a surface layer
of the close-packed form, a slightly-buckled (111) arrangement often called a (5 X 20)
surface from its LEED (low-energy electron diffraction) pattern. This surface structure is
maintained when the electrode is immersed in a solution of 0.01 M HC1O4. When the po-
tential of the electrode is cycled to more positive potentials, the reconstructed surface is
maintained as long as the potential is not larger than about +0.5 V vs. SCE, and the ca-
pacitance curve is representative of the (5 X 20) surface (Figure 13.4.7b). If the potential
is cycled to +0.7 V, the surface converts to the original (100) surface [with a (1 X 1)
LEED pattern]. The original reconstruction is said to have been lifted. Accompanying this
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Figure 13.4.6
Capacitance curves for
the (111), (100) and (110)
faces of Ag in 10 mM
NaF. v = 5 mV/s.
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model polycrystalline Ag
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Valette and A. Hamelin,
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reprinted from A.
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0.4 0.6

Figure 13.4.7 Capacitance curves
for an Au(100) electrode with a
reconstructed (5 X 20) surface in
0.01 M HC1O4 at v = 10 mV/s.
The abscissa is potential vs. SCE.
Numbers refer to the sequence of
scans. The (5 X 20) reconstructed
surface is maintained in scans 1 and 2
to a potential of about 0.4 V vs. SCE.
However on scan 3, beyond 0.6 V,
the surface reverts to the original
Ag(100)-(l X 1) surface. [Reprinted
from D. M. Kolb and J. Schneider,
Electrochim. Acta, 31, 929 (1986),
with permission from Elsevier
Science.]

change is a large change in the capacitance curve and a shift in the PZC. Similar effects
have been seen with other surfaces and suggest that surface structure can change signifi-
cantly during potential sweeps.

13.5 EXTENT AND RATE OF SPECIFIC ADSORPTION

In the preceding sections, we have discussed nonspecific adsorption, where long-range
electrostatic forces perturb the distribution of ions near the electrode surface, and specific
adsorption, where a strong interaction between the adsorbate and the electrode material
causes the formation of a layer (partial or complete) on the electrode surface. The differ-
ence between nonspecific and specific adsorption is analogous to the difference between
the presence of an ion in the ionic atmosphere of another, oppositely charged, ion in solu-
tion (e.g., as modeled by the Debye-Hiickel theory) and the formation of a bond between
the two solution species (as in a complexation reaction).

Nonspecific adsorption of an electroactive species can affect the electrochemical re-
sponse, because it affects the concentration of the species, as well as the potential distrib-
ution, near the electrode. These consequences are described in Section 13.7.

Specific adsorption can have several effects. If an electroactive species is adsorbed,
the theoretical treatment of a given electrochemical method must be modified to account
for the presence of the reactive species at the electrode surface in a relative amount higher
than the bulk concentration at the start of the experiment. In addition, specific adsorption
can change the energetics of the reaction, for example, adsorbed О may be more difficult
to reduce than dissolved O. The effects of specific adsorption in different electrochemical
methods are discussed in Section 14.3.

Specific adsorption of an electroinactive species can also alter the electrochemical re-
sponse, for example, by forming a blocking layer on the electrode surface. However, ad-
sorption may also increase the reactivity of a species, for example, by causing
dissociation of an unreactive material into reactive fragments, such as in the adsorption of
aliphatic hydrocarbons on a platinum electrode. In this case, the electrode behaves as a
catalyst for the redox reaction, and this phenomenon is usually called electrocatalysis (see
Section 13.6 and Chapter 14).
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13.5.1 Nature and Extent of Specific Adsorption

Electrocapillary methods, described in Sections 13.2 and 13.3, are very useful in the de-
termination of relative surface excesses of specifically adsorbed species on mercury. As
discussed in Section 13.4, such methods are less straightforward with solid electrodes. For
electroactive species and products of electrode reactions, the faradaic response can fre-
quently be used to determine the amount of adsorbed species (Section 14.3). Nonelectro-
chemical methods can also be applied to both electroactive and electroinactive species.
For example, the change in concentration of an adsorbable solution species after immer-
sion of a large-area electrode and application of different potentials can be monitored by a
sensitive analytical technique (e.g., spectrophotometry, fluorimetry, chemiluminescence)
that can provide a direct measurement of the amount of substance that has left the bulk so-
lution upon adsorption (7, 44). Radioactive tracers can be employed to determine the
change in adsorbate concentration in solution (45). Radioactivity measurements can also
be applied to electrodes removed from the solution, with suitable corrections applied for
bulk solution still wetting the electrode (45). A general problem with such direct methods
is the sensitivity and precision required for accurate determinations, since the bulk con-
centration changes caused by adsorption are usually rather small (see Problem 13.7).

The amount of material in a monolayer of adsorbate depends on the size of the ad-
sorbing molecule and its orientation on the electrode surface. Atoms or molecules can
adsorb on the surface in different ways and in different patterns. If the molecules adsorb
in a pattern that is in exact correspondence with the surface atoms, the adsorption is said

Figure 13.5.1 Scanning tunneling microscope image of a 23 A X 23 A region of an Au (111)
surface prepared by evaporation of Au on a mica substrate. [Reprinted with permission from Y.-
T. Kim, R. L. McCarley, and A. J. Bard, /. Phys. Chem., 96, 7416 (1992). Copyright 1992,
American Chemical Society.]
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to be commensurate. For example, there are 1.5 X 1015 Au atoms/cm2 on the surface of
gold (111), with an interatom spacing of 2.9 A (Figure 13.5.1). If adsorbate atoms took
atop sites (Figure 13.4.1) on each gold atom (denoted as a 1 X 1 superlattice), the sur-
face coverage would be 2.5 X 10" 9 mol/cm2. Generally the molecular dimensions of ad-
sorbates are too large to pack in this way and they are more widely spaced on the
surface. When iodine or 4-aminothiophenol adsorb on the Au (111) surface they presum-
ably are in 3-fold hollow sites. However, they are too large to fit into every vacant site,
so they seem to be spaced into every other site as suggested in Figure 13.5.2. Simple
geometry indicates that the distance between adjacent adsorbate molecules is V 3 times
the Au to Au spacing, or 5.0 A. Moreover, a row of adsorbate molecules is at an angle of
30° with respect to a row of Au atoms in the underlayer. Thus this structure is called (V3
X V3)R30°. The number of adsorbate molecules in this case is one-third that of the gold
atoms, or 8.3 X 10~10 mol/cm2. Lower coverages are found with larger molecules. Typi-
cally, for low molecular weight substances, coverages lie in the range of 10~9 to 10~10

mol/cm2. This represents an easily measurable amount of charge (>10 /лС/ст2), so that
electrochemical measurements of adsorbed electroactive materials can detect fractions of
monolayers (see Section 14.3).

Figure 13.5.2 (a) Schematic
representation of an adsorbed layer
with a (V3 X V3)R30° structure on
a gold (111) surface, (b) Scanning
tunneling microscope image of a 40
A X 40 A region of a 4-
aminothiophenol monolayer on an
Au (111) surface. Note difference in
spacing compared to that in Figure
13.5.1 [Part b reprinted with
permission from Y.-T. Kim, R. L.
McCarley, and A. J. Bard, J. Phys.
Chem., 96, 7416 (1992). Copyright
1992, American Chemical Society.]
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Note that the coverages quoted above are for an atomically smooth surface. The sur-
faces of essentially all solid electrodes, including single-crystal surfaces, are much
rougher because of steps, plateaus and defects, and so will show larger coverages per unit
projected area. The ratio of the actual area of an electrode to the projected area (the area
assuming the electrode is perfectly smooth) is called the roughness factor (see Section
5.2.3). Even apparently smooth and polished solid electrodes have roughness factors of
1.5 to 2 or more.

There has also been interest in studying adsorbed layers on the electrode surfaces by
spectrometric methods, either with the electrode immersed in the solution (e.g., by ellip-
sometry, surface enhanced Raman spectroscopy, scanning tunneling microscopy) or after
removal (emersion) of the electrode from solution. These methods are useful, since they
can supply information about the structure of the adsorbed layer. They are discussed
briefly in Chapter 17.

13.5.2 Adsorption Isotherms

The relationship between the amount of substance / adsorbed on the electrode per unit area,
r i 5 the activity in bulk solution, a\, and the electrical state of the system, E or qM, at a
given temperature, is given by the adsorption isotherm. This is obtained from the condition
of equality of electrochemical potentials for bulk and adsorbed species / at equilibrium

^ = ~Й (13.5.1)

where the superscripts A and b refer to adsorbed / and bulk /, respectively. Thus

U°'A + RTln at = Mi°'b + RTln a\ (13.5.2)

where the /xf terms are the standard electrochemical potentials. The standard free energy
of adsorption, AGf, which is a function of the electrode potential, is defined as

AG? = u ° ' A - U 0 > b (13.5.3)
Thus

aA = abe-AG°/*r = / V b ( 1 3 5 4 )

where (4)

JJ (13.5.5)

Equation 13.5.4 is a general form of an adsorption isotherm, with a(" being a function of
a\ and j8j. Different specific isotherms result from different assumptions or models for the
relationship between a(" and Tv A number have been proposed (4, 7, 34, 46); some com-
monly used ones are discussed below.

The Langmuir isotherm involves assumptions of (a) no interactions between the ab-
sorbed species on the electrode surface, (b) no heterogeneity of the surface, and (c) at high
bulk activities, saturation coverage of the electrode by adsorbate (e.g., to form a mono-
layer) of amount F s . Thus

(13.5.6)

Isotherms are sometimes written in terms of the fractional coverage of the surface, в =
IV F s; the Langmuir isotherm in this form is

JZTQ = PA (13-5.7)
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The Langmuir isotherm can be written in terms of the concentration of species / in solu-
tion by including activity coefficients in the /3 term. This yields

1 +
(13.5.8)

If two species, / andy, are adsorbed competitively, the appropriate Langmuir isotherms are

г в с
(13.5.9)1 + , +

Г : = " (13.5.10)

where Fj,s and Fj,s represent the saturation coverages of i and j , respectively. These equa-
tions can be derived from a kinetic model assuming independent coverages of 0; and 0j,
with the rate of adsorption of each species proportional to the free area, 1 - 0; - ву and
the solution concentrations, Q and Cj. The rate of desorption of each is assumed to be pro-
portional to 0; and в у

Interactions between adsorbed species complicate the problem by making the energy
of adsorption a function of surface coverage. Isotherms that include this possibility are the
logarithmic Temkin isotherm:

and the Frumkin isotherm:

г,-*

т:

о
р

<g

ь
Mi

«ft

—

(0.2

/

expl

< в < 0.8)

RT J

(13.5.11)

(13.5.12)

The Frumkin isotherm arises from the assumption that the electrochemical free energy of
adsorption, defined in (13.5.3), is linearly related to Fj:

AG? (Frumkin) = AG? (Langmuir) - 2gFi (13.5.13)

The parameter g typically has units of J/mol per mol/cm2, and it expresses the way in
which increased coverage changes the adsorption energy of species /. If g is positive, the
interactions between neighboring adsorbed molecules on the surface are attractive; and if
g is negative, the interactions are repulsive. As g —> 0, the Frumkin isotherm approaches
the Langmuir isotherm. This isotherm can also be written in the form (including activity
coefficients in the /3 term)

g'0) (13.5.14)

where g' = igTJRT. The range of g' is generally - 2 < g' < 2; gr may also be a function
of potential (34).

Rate of Adsorption

The adsorption of a species / from solution upon creation of a fresh electrode surface
(e.g., at a fresh mercury drop at a DME) follows a general behavior analogous to that of
an electrode reaction. If the rate of adsorption at the surface is rapid, equilibrium is estab-
lished at the electrode surface, and the amount of substance adsorbed at a given time, Fi(f),
is related to the concentration of the adsorbate at the electrode surface, Q(0, t), by the ap-
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propriate isotherm. The rate of buildup of the adsorbed layer to its equilibrium value, Г ь

is then governed by the rate of mass transfer to the electrode surface. This situation, for

mass transfer by diffusion and convection using the diffusion layer approximation, has

been treated for a linearized isotherm (47). When /3Q < < 1, the isotherm in (13.5.8) can

be expressed in a linear form to yield (see Problem 13.8)

i — i s p i C j — Oi^i yiD.jAj)

where by = /3[Т$. This equation becomes the boundary condition for the problem, that is,

3,0 (13.5.16)

The other needed equations are Fick's second law for i, and the conditions Q(x, 0) =
C*, and lim Q(JC, t) = C*. Moreover, the amount of material adsorbed at t is related to the
flux of i at the electrode surface:

d t (13.5.17)

The solution to this problem for a stationary plane electrode (semi-infinite linear diffu-
sion) is (47)

Qfr, i)
-r— = 1 - exp — + — ) erfc ~ + — г —
f V̂ i b\) L2(DiO1/2 h J

г,

(13.5.18)

(13.5.19)

This function is plotted in Figure 13.5.3.
Note that under the conditions of the linearized isotherm, 1^(0/1^ is independent of

Cf. A consequence is that for realistic values of Д and h\ a rather long time is re-
quired to attain equilibrium coverage [i.e., for Y\{f)IYy ~ 1; see Problem 13.9]. Adsorption
equilibrium may not be attained at the DME at the usual drop times or at a stationary elec-
trode during a linear potential sweep at moderate rates from initial potentials where ad-
sorption does not occur.

The assumption of a linear isotherm is, of course, valid only over a limited concentra-
tion range. The use of the full adsorption isotherm may require numerical solution of the
problem; the results of such treatments are in qualitative agreement with that for the lin-
earized isotherm (48, 49) (see Figure 13.5.4). The rate of attainment of equilibrium is
clearly seen to depend on the bulk concentration C*, however.

Of course, the rate of adsorption can be increased by stirring the solution. For the lin-
earized isotherm in stirred solution (47),

T{(t)
= 1 - exp

b-,
(13.5.20)

1.0 i-

0.5

2

Dt/b2

Figure 13.5.3 Attainment
of equilibrium coverage, Tv

for diffusion-controlled
adsorption under conditions
of a linearized isotherm; see
(13.5.19). b = pTs.
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0.08 0.32 0.72

Dt/b2

Figure 13.5.4 Attainment of equilibrium
coverage, Г ь for diffusion-controlled
adsorption under a Langmuir isotherm at
several values of 6С*/Г8 (indicated on
curves). [Reprinted with permission from
W. H. Reinmuth, J. Phys. Chem., 65, 473
(1961). Copyright 1961, American Chemical
Society.]

where mx = DJd^ is the mass-transfer coefficient. Other treatments of mass-transfer-con-
trolled kinetics have been reviewed (16).

The case where the rate of adsorption at the electrode is governed by the adsorption
process itself has also been treated, with the assumptions of a logarithmic Temkin isotherm
and Temkin kinetics (4, 34, 50). The results of this approach have not been widely applied,
although measurements of adsorption rates have been attempted (51). Delahay (34) con-
cludes that the inherent rate of adsorption, at least on mercury from aqueous solution, usu-
ally is rapid, so that the overall rate is frequently governed by mass transfer.

13.6 EFFECT OF ADSORPTION OF
ELECTROINACTIVE SPECIES

The adsorption of electroinactive species on an electrode surface (sometimes referred to as
"getting crap on the electrode") occurs frequently. Such adsorption can inhibit (or poison) an
electrode reaction (e.g., by formation of an impervious layer that blocks a portion of the elec-
trode surface), or it can accelerate the electrode reaction (e.g., by double-layer effects, as dis-
cussed in Section 13.7, or as in the anion induced adsorption of metal ions discussed in
Section 14.3.6). Indeed, in many studies with solid electrodes, one observes a slow change in
the electrochemical response with time, which can be ascribed to the buildup of adsorbed im-
purities on the electrode surface at a rate limited by their diffusion from the bulk solution.
Moreover, in aqueous solutions, metals form layers of adsorbed oxygen (or equivalently,
oxide film monolayers) or adsorbed hydrogen, and they can affect the electrochemical behav-
ior. A great advantage of mercury electrodes is the possibility of easily renewing the surface,
and thus allowing repetitive measurements at surfaces essentially free of adsorbed films.

At solids, reproducible surface behavior can sometimes be attained by preceding an
experiment with a program of potential steps to values where desorption of impurities oc-
curs or where oxide films are formed and then reduced. Applying such a program is some-
times described as "activating" the electrode surface (52). Several reviews have appeared
dealing with these topics (34, 53-57).

An adsorbed film may inhibit an electrode reaction by completely blocking the elec-
trode surface so that reaction only occurs at the uncovered fraction, (1 — 0). Alternatively,
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the reaction may occur also at the filmed portion of the electrode, for example, by penetra-
tion of the reactive species or by transfer of electrons through the film, but at a reduced rate
compared to the free surface. It is even possible that the sites of adsorbed material promote
the electrode reaction. These effects are sometimes treated by assuming that the rate con-
stant for a heterogeneous electron transfer, k°, is a linear function of the coverage в (53):

k° = *g = 0 (i - в) + к°се (13.6.1)

where £$=0 is the standard rate constant at the bare surface and к® that at the filmed por-
tions. For complete blockage by the film, к® — 0; while for catalysis by the filmed area,
к® > &[j=o Actual attempts at experimental verification of this equation under conditions
of equilibrium coverage are few. A study of the reduction of Zn(II) on Zn(Hg) with block-
age by adsorbed alcohols, such as amyl alcohol, thymol, and cyclohexanol, showed such a
linear dependence at small coverages, but significant deviations were observed at higher
coverages (58). In this case, correction for ф2 effects (see Section 13.7) and the determi-
nation of the extent of coverage at higher alcohol concentrations caused some difficulty in
obtaining corrected rate constants. Other studies at mercury electrodes that also failed to
confirm (13.6.1) have been reported (59, 60).

The effect of adsorbed substances on solid electrodes has been the subject of numer-
ous investigations because of the technological implications of such adsorption. This is
especially true for noble metals that are used as electrodes or electrocatalysts in fuel cells
and other applications (52, 61). For example, the current-potential curve for a platinum
electrode in an aqueous solution shows peaks for the formation and oxidation of both ad-
sorbed hydrogen and adsorbed oxygen (Figure 13.6.1). Measurement of the areas under
the peaks, assuming they represent monolayer coverage, have been suggested as a means
of determining the "true" (as opposed to "geometric" or "projected") area of the electrode
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Figure 13.6.1 Cyclic voltammogram for a smooth platinum electrode in 0.5 M H2SO4. Peaks Hc:
formation of adsorbed hydrogen. Peaks Ha: oxidation of adsorbed hydrogen. Peaks Oa: formation
of adsorbed oxygen or a platinum oxide layer. Peak Oc: reduction of the oxide layer. Point 1: start
of bulk hydrogen evolution. Point 2: start of bulk oxygen evolution. The shape, number, and size
of the peaks for adsorbed hydrogen depend on the crystal faces of platinum exposed (62),
pretreatment of electrode, solution impurities, and supporting electrolyte. See also Figure 13.4.4.
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(Section 5.2.3). Many substances can adsorb onto a platinum electrode and inhibit the hy-
drogen electrode reactions. Evidence for this effect is the decrease in the area under the
adsorbed hydrogen region of the i-E curve when such substances (e.g., compounds of
mercury and arsenic, carbon monoxide, and many organic substances) are added to the
system. Alternatively, the formation of an adsorbed oxygen (or oxide) layer on platinum
inhibits many oxidation processes (e.g., the oxidation of hydrogen, oxalic acid, hydrazine,
and a number of organic substances). Adsorption of electroinactive substances plays an
important role in electrodeposition processes, where they can act as brighteners (see Sec-
tion 11.3.2). Adsorbed organic molecules (such as acridine or quinoline derivatives) can
also act as corrosion inhibitors by decreasing the rates of any of the reactions that may
occur at a metal surface (e.g., metal dissolution or oxygen reduction).

13.7 DOUBLE-LAYER EFFECTS ON
ELECTRODE REACTION RATES

13.7.1 Introduction and Principles

The fact that the structure of the double layer and the specific adsorption of ions can affect
the kinetics of electrode reactions was recognized as early as 1933 (63). Such effects can
give rise to a number of apparent anomalies. For example, the rate constant, k°, for a
given heterogeneous electron-transfer step might be a function of the nature of the sup-
porting electrolyte ions or the supporting electrolyte concentration, even when no appar-
ent bulk reaction involving electrolyte ions (e.g., complexation or ion pairing) occurs.
Nonlinear Tafel plots (see Section 3.4.3) can be observed. Sometimes rather spectacular
effects can be observed in the i-E curves. For example, in the reduction of anionic species
(e.g., S2Og~), the current on the diffusion plateau can drop at a certain potential, with a
resulting minimum in the i-E curve.

These effects can be understood and interpreted in terms of the variation of potential
in the double-layer region, as discussed in Section 13.3. The basic concepts were de-
scribed by Frumkin (7), and this effect is sometimes called the Frumkin effect.

If we assume that the species undergoing reduction, Oz, in the one-step, one-
electron reaction

Oz + e«±Rz~l (13.7.1)

is not specifically adsorbed, then its position of closest approach to the electrode is the
OHP (JC = x2) (see Section 13.3.3). The potential at the OHP, ф2, is not equal to the po-
tential in solution, cf)S, because of the potential drop through the diffuse layer (and possi-
bly because some ions are specifically adsorbed). These potential differences in the
double layer, as shown for example in Figure 13.3.6, can affect the electrode reaction ki-
netics in two ways.

(a) If z ^ 0, the concentration of Oz at x2 will be different from that immediately
outside the diffuse layer, CQ, which for our calculations can be regarded as the
concentration "at the electrode surface."6 Thus from (13.3.3),

Со(хъ t) = C& e-
zF^/RT (13.7.2)

6In this section, we need to distinguish two separate meanings of "the concentration at the electrode surface."
For electrode kinetics, the relevant distance scale is angstroms; thus "x = 0" is very near the interface, and
CQ(0, t) must be understood essentially as CQ(X2, t). When the focus is on diffusion, "x = 0" is the inner
boundary of the diffusion layer. Since the diffuse layer thickness (~l//c, see Table 13.3.1) is normally much
smaller than the diffusion layer thickness (typically micrometers even for dilute solutions and rather short
experimental durations), this plane is operationally quite close to the electrode. Thus, in equations derived from
diffusion theory, Co(0, t) is what we mean here as CQ.
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(b)

An alternate way of expressing this idea is to note that when the electrode has a
positive charge (i.e., qM > 0), ф2 > 0, and anions (e.g., z = -1) will be at-
tracted to the electrode surface, while cations (e.g., z = +1) will be repelled.
For qM < 0, the opposite effect will hold, while at the PZC, qM = 0, ф2 = 0,
and C0(x2, t) = CQ.

The potential difference driving the electrode reaction is not фм — </>s (as in
Section 3.4), but instead фм — ф^ — ф2; thus the effective electrode potential is
Е-ф2.

Consider the rate equation for a totally irreversible one-step, one-electron reaction as
written previously (e.g., in Section 3.3):

FA
(13.7.3)

Let us now apply the correction in (13.7.2) and that for E. The equation written in terms
of the true rate constant, k®, is then

FA

or

i

FA

By comparison of (13.7.3) and (13.7.5), noting that C& « Co(0, t), we find

(13.7.4)

(13.7.5)

(13.7.6)

This important relationship, in which the exponential term is sometimes called the
Frumkin correction, allows the calculation of the true (or corrected) standard rate constant
k°t from the apparent one k°. In a similar way, a true exchange current, /0,t» can be defined
as in (3.4.6):

(13.7.7)

(13.7.8)

Alternative, and somewhat more rigorous, derivations of (13.7.6) and (13.7.8) can be ob-
tained using the approach based on electrochemical potentials (34, 64), as outlined in the
first edition.7

The overall effect of the double layer on kinetics (sometimes also referred to as "the
ф2 effect" or, in the Russian literature, as "the ф effect") is that the apparent quantities, k°
and /o, are functions of potential, through the variation of ф2 with E — Ez. They are func-
tions of supporting electrolyte concentration as well, since ф2 depends on it. Correction of
apparent rate data to find the potential- and concentration-independent k® or /0,t therefore
involves obtaining a value of ф2 for the given experimental conditions based on some
model for the double-layer structure (see Section 13.3).

7First edition, Sections 3.4 and 12.7.1.
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13.7.2 Double-Layer Effects in the Absence
of Specific Adsorption of Electrolyte

Corrections for the ф2 effect can be made most readily for the mercury electrode, since the
variation of aM with E and electrolyte concentration can be obtained from electrocapillary
curves, as discussed in Section 13.2. In the absence of specific adsorption of electrolyte, ф2

can then be calculated by assuming that the GCS model applies [from (13.3.26)]. Such cor-
rections are less frequently attempted at solid electrodes because data about the double-
layer structure at them is often lacking. Typical results showing such corrections for the
reduction of Zn(II) at a Zn(Hg) electrode in aqueous solution (58) and for the reduction of
several aromatic compounds in A^Af-dimethylformamide solution (65) are given in Table
13.7.1. Note that for the Zn(II) reduction, where z = 2, and a = 0.60, the /0 value is larger
than /0,t for negative ф2 values, since the negative charge on the electrode attracts the posi-
tively charged zinc ion and this effect outweighs the kinetic effect of the potential drop in
the diffuse double layer. On the other hand, for reduction of uncharged aromatic com-
pounds, z = 0, a ~ 0.5, and ф2 is negative, so that k® is larger than k°.

The correction factors in several different possible cases for the actual ф2 values ob-
served for a mercury electrode in NaF (66) are shown in Table 13.7.2. Clearly these fac-
tors can be quite large, especially at low concentrations of supporting electrolyte and at
potentials distant from Ez. A number of other cases and details about the treatment of ex-
perimental data are discussed in more extensive reviews (16, 34).

While these results involving double-layer corrections are very useful in explaining
supporting electrolyte effects on rate constants, we must be aware of several limitations in
this treatment. The absence of specific adsorption of electrolyte, reactants, and products is
a rather rare occurrence. The limitations of the GCS model, as well as the general lack of

TABLE 13.7.1 Typical Experimental Results Showing Corrections
of Heterogeneous Electron-transfer Rate Data for Double-Layer Effects

A. Zn(II) Reduction at Zn(Hg)a

Supporting Electrolyte/M ф2/тУ /0/mAcm~2 /Од/тА cm" 2

0.025 Mg(ClO4)
0.05
0.125
0.25

-63.0
-56.8
-46.3
-41.1

12.0
9.0
4.7
2.7

0.39
0.41
0.38
0.29

B. Reduction of Aromatics at Mercury in 0.5 M TBAP in DMFb

Compound Em/V vs. SCE а ф2/тУ A c m s " 1 4 m s " 1

Benzonitrile
Phthalonitrile
Anthracene
p-Dinitrobenzene

-2.17
-1.57
-1.82
-0.55

0.64
0.60
0.55
0.61

-83
-71
-76
-36

0.61
1.4
5
0.93

4.9
7.5

26
2.2

aData from reference 58, T = 26 ± 1°C, C Z n ( I I ) = 2 mM, CZ n ( H g) = 0.048 M. Exchange
currents determined by galvanostatic method, a — 0.60. Final column calculated according to
(13.7.8). In the original literature, this case was analyzed under the assumption that it had a 2e
RDS, so the authors found a = 0.3. Treating it as a multistep process (Section 3.5), one finds
best agreement with a mechanism having the first electron transfer upon reduction as the RDS
with a = 0.6.

^From reference 65, T = 22 ± 2°C, concentration of compounds ~1 mM. Rate constants
measured by ac impedance method. Final column calculated according to (13.7.6).
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TABLE 13.7.2 Double-Layer Data for Mercury Electrode in NaF
Solutions and Frumkin Correction Factors for Several Cases"

E-Ez

(V)

Frumkin correction factors (a =

(/xC/cm2) (V)

0.010 M NaF (Ez =
-1 .4
-1 .0
-0.5

0
+0.5

-23.2
-16.0
-8.0

0
11.5

0.10MNaF(£z =
-1.4
-1.0
-0 .5

0
+0.5

-24.4
-17.0
-8.9

0
13.2

: -0.480 V vs
-0.189
-0.170
-0.135

0
0.153

-0.472 V vs.
-0.133
-0.114
-0.083

0
0.102

z = 0

'. NCE)
0.025
0.037
0.072
1.0

19.6

NCE)
0.075
0.11
0.20
1.0
7.3

1 M NaF (Ez = -0.472 V vs. NCE)
-1.4
-1.0
-0.5

0
+0.5

-25.7
-18.0

-9.8
0

14.9

-0.078
-0.062
-0.039

0
0.054

0.22
0.30
0.47
1.0
2.9

z = 1

39.5
27.3
13.8
1.0
0.051

13.3
9.2
5.0
1.0
0.14

4.6
3.3
2.1
1.0
0.35

z= - 1

1.6 x
4.9 X
3.8 X
1.0
7.5 X

4.3 X
1.3 X
7.9 X
1.0
3.8 X

1.1 X
2.6 X
0.10
1.0

23

0.5)*

io-5

10"5

10"4

103

10-4

10~3

io-3

102

io-2

10"2

V м and <f>2 data taken from compilation (66) based on Grahame's data.

^Correction factor = exp[(a - z)/</>2].

a single "plane of closest approach" when the electrolyte contains a number of different
ions, leads to uncertainties in the correct values for ф2 and x2. Indeed these uncertainties
often lead to sufficient differences in correction factors as to hinder a comparison of mea-
sured apparent rate constants with those predicted by different theories of electron transfer
(65). In addition, the GCS model involves average potentials in the vicinity of the elec-
trode and ignores the discrete nature of charges in solution. Such "discreteness of charge
effects" have been treated and invoked to account for failures in the usual double-layer
corrections (67).

13.7.3 Double-Layer Effects with Specific Adsorption of Electrolyte

When an ion from the supporting electrolyte (e.g., Cl~ or I~) is specifically adsorbed, ф2

is perturbed from the value calculated strictly from diffuse double-layer corrections. Spe-
cific adsorption of an anion will cause ф2 to be more negative, while specific adsorption
of a cation will cause ф2 t° be more positive. In principle, these effects could be taken
into account using the Frumkin correction factor; however, the location of the plane of
closest approach for the reacting species and the actual potential at the OHP often cannot
be defined, and qualitative, rather than quantitative, explanations of these effects are usu-
ally given. Specific adsorption of an ion may also result in blocking of the electrode sur-
face, as discussed in Section 13.6, and may inhibit the reaction, independent of the ф2

effect. Consider the case of the polarographic reduction of СгО|~ at the DME. Because
z = - 2 , the rate of reaction is very sensitive to ф2 effects (68). The addition of quaternary
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Figure 13.7.1 Variation of the rate of reduction of chromate (0.2 mM) in the presence of different
tetra-alkylammonium hydroxides (R4NOH) at -0.75 V vs. SCE and 25°C. (Me, methyl; Et, ethyl;
Pr, propyl; Bu, butyl). [From L. Gierst, J. Tondeur, R. Cornelissen, and F. Lamy, /. Electroanal
Chem., 10, 397 (1965), with permission.]

ammonium (R4N+) hydroxides at low concentrations greatly accelerates the reduction,

because R4N+ is specifically adsorbed from aqueous solutions, and this adsorption makes

</>2 more positive (Figure 13.7.1). At higher concentrations, however, the rate is de-

creased. This effect is attributed to blocking of the electrode surface and is clearly of more

importance as the size of the R-group increases (Bu > Pr > Et > Me). Studies of the ef-

fects of double-layer structure on reaction rates, although frequently complicated, can

provide information about details of the electrode reaction mechanism, the location of the

reacting species, and the nature of the reacting site. See, for example, studies on the elec-

troreduction of complex ions at a mercury electrode (69).
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13.9 PROBLEMS

13.1 Prove that relative surface excesses are independent of the position of the dividing surface used in
the reference system chosen for the thermodynamic treatment of the interface.

13.2 Derive the special case (13.3.11) from (13.3.10).

13.3 Present an argument, based only on Gaussian boxes, for a linear potential profile inside the compact
layer.

13.4 Obtain (13.3.29) from (13.3.27).

13.5 Why do we view adsorbed neutral species as being intimately bound to the electrode surface, rather
than being collected in the diffuse layer?

13.6 Interpret the data in Figures 13.9.1 and 13.9.2. How do the traces in Figure 13.9.2 relate to those
in Figure 13.9.1? What implications can be derived from the flat region in the electrocapillary
curves in the presence of я-heptyl alcohol? Construct a chemical model to explain the very low
differential capacitance from —0.4 to -1.4 V in the presence of n-heptyl alcohol. Can you pro-
vide a formal (i.e., mathematical) rationale for the sharp peaks in Q ? Can you rationalize them
chemically?

440 -

420 -

400 -

380 -

360 -

340

320 -

0.4 0.8 1.2

-£(V vs. NICE)
1.6 2.0

Figure 13.9.1 Electrocapillary curves
for mercury in contact with 0.5 M
Na2SO4 in the presence and absence of
n-heptanol. Data from G. Gouy, Ann.
Chim. Phys., 8, 291 (1906). [Reprinted
with permission from D. C. Grahame,
Chem. Rev., 41, 441 (1947). Copyright
1947, American Chemical Society.]
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0.4 0.8 1.2 1.6
-£(V vs. NCE)

2.0 2.4

Figure 13.9.2 Differential
capacitance curves corresponding to
the systems of Figure 13.9.1.
[Reprinted with permission from D.
C. Grahame, Chem. Rev., 41, 441
(1947). Copyright 1947, American
Chemical Society.]

13.7 A solution containing a certain organic compound, Z, at a concentration of 1.00 X 10 4 M shows a
UV absorbance, si, of 0.500 when measured at 330 nm in a spectrophotometric cell of path length
1.00 cm. Into 50 cm3 of this solution, a platinum electrode with a surface area of 100 cm2 is im-
mersed. If the amount of Z adsorbed corresponds to 1.0 X 10~9 mol/cm2, what will be the ab-
sorbance of this solution after adsorption equilibrium occurs?

13.8 The adsorption of a certain substance, X, follows a Langmuir isotherm. Saturation coverage of the
material is 8 X 10~10 mol/cm2 and /3 = 5 X 107 cm3/mol (assuming a{ = C\). At what concentra-
tion of X will the electrode surface be half covered (i.e., в = 0.5)? Sketch the adsorption isotherm
of the substance. At what concentrations of X will the linearized isotherm be valid to ~1%?

13.9 For the substance X in Problem 13.8, under linearized conditions and taking D = 10~5 cm2/s, how
long after immersion will be required for the surface of a plane electrode to attain half of the equi-
librium coverage (see Figure 13.5.3)? How long will be required to attain half of equilibrium cover-
age if the solution is stirred and m = 10~2 cm/s?

13.10 Derive, using a kinetic model, the Langmuir isotherms for the simultaneous adsorption of two
species, i and; [see (13.5.9) and (13.5.10)].

13.11 Calculate the values of crM corresponding to various values of ф2 (from —0.2 to +0.2 V) for a mer-
cury electrode in 0.01 M NaF based on the GCS model, (a) Plot ф2 vs. aM. (b) From the variation of
aM with E - E7, shown in Table 13.7.2, prepare a plot of ф2 vs. E - Ez.

13.12 Because of the Frumkin effect, Tafel plots are not linear and have the following varying slopes in
the cathodic region:

(a) Derive this equation, (b) Asada, Delahay, and Sundaram [J. Am. Chem. Soc, 83, 3396 (1961)]
suggested that a plot of ln[/ ехр(гРф2/^Г)] against ф2 - т? (a "corrected Tafel plot") is linear and
has a slope of aF/RT. Show, by suitable manipulation of the equations, that this is so.
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13.13 Aramata and Delahay (58) found that for a solution containing 2 mM Zn(II) and 0.025 M Ba(C104)2

at a Zn(Hg) electrode containing 0.048 M Zn, the apparent exchange current density was 9.1
mA/cm2. At the equilibrium potential for this system, ф2 = -60.8 mV. Calculate /0,t

 a n d k®, given
a = 0.60 and z = +2. See Table 13.7.1, footnote a.

13.14 Write a spreadsheet program for the Frumkin isotherm, (13.5.14), to calculate в vs. Cx curves for g'
= - 2 , 0, and 2. Discuss how attractive (gr = 2) and repulsive (gf = -2) interactions affect the
isotherm.

13.15 The potential dependence of adsorption can be treated by expanding AGf, as is usually done for

electrochemical potentials, into a standard free energy of adsorption at E = 0 (against an arbitrary

reference electrode) and the potential dependence, z\ F(</>A - фь). (See equation 13.5.3.) This yields

for the Langmuir isotherm

- a\ exp(-AG^ds//?D exp(-ZiFE/RT)
1 - в

which is sometimes written

where ^ a d s is the "equilibrium constant for adsorption." Derive these equations. What do they pre-
dict about the effect of potential on the adsorption of anions and cations? What is neglected in this
model (e.g., to account for the behavior of neutral species)? Derive the equivalent expression for the
Frumkin isotherm.



CHAPTER

14
ELECTROACTIVE LAYERS

AND MODIFIED
ELECTRODES

14.1 INTRODUCTION—INTELLECTUAL AND
TECHNOLOGICAL MOTIVATIONS

Chapter 13 was largely concerned with adsorbed species that are not electroactive. In this
chapter we consider electroactive monolayers and thicker films on conductive substrates;
these are frequently called chemically modified electrodes. This area of electrochemistry
has been a very active one in recent years, and a number of reviews discussing the prepa-
ration, characterization, and electrochemical behavior of chemically modified electrodes
are available (1-14). These electrodes are often prepared by the modification of a conduc-
tive substrate to produce an electrode suited to a particular function, whose properties are
different from those of the unmodified substrate. Modified electrodes can be prepared in
several different ways, as discussed in Section 14.2, including irreversible adsorption, co-
valent attachment of a monolayer, and coating the electrode with films of polymers or
other materials.

The strong, and sometimes irreversible, adsorption of a species to an electrode surface
will often change the electrochemical behavior of an electrode. For example, the adsorp-
tion of CN~ on Pt increases the hydrogen overpotential and thus extends the range of the
electrode to more negative potentials in electroanalytical applications. Conversely, adsorp-
tion of alkaloids and proteins on Hg decreases the hydrogen overpotential; polarographic
waves produced in this way with solutions containing cobalt ions and small amounts of
proteins or other sulfhydryl-containing species (Brdicka waves) were investigated many
years ago (15). Purposeful covering of electrode surfaces with adsorbed layers or films can
also change the electron-transfer rates at an electrode surface. For example, a Pt electrode
immersed in an acidic solution containing Sn(IV), when subjected to potentials where hy-
drogen is evolved, becomes coated with a layer of hydrous tin oxide because of the pH in-
crease at the electrode surface. This layer increases the hydrogen overpotential and allows
a Pt electrode to be used for the coulometric generation of Sn(II) from Sn(IV), a process
not possible at a bare Pt electrode because of concomitant hydrogen evolution (16).

In the 1970s, interest arose in the modification of electrode surfaces by covalent at-
tachment of monolayers of different species to electrode surfaces. Electrodes modified
with thicker polymeric films and inorganic layers were introduced later. Paralleling this
work was activity in the field of electronically conductive polymers and organic metals,
many of which can be produced electrochemically. More complex structures (bilayers, ar-
rays, biconductive films) have also been prepared.

580
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Interest in chemically modified electrodes is based mainly on possible applications.
Electrocatalysis has been of prime interest. For example, an electrode of an inexpensive
and rugged material that could reduce oxygen to water effectively at a potential near the
thermodynamic one would find wide use in fuel cells, batteries, and other electrochemical
systems. Modified electrodes involving materials that change color upon oxidation and re-
duction could be employed in electrochromic devices, such as displays or "smart" win-
dows and mirrors. There are also examples of surface films that emit light upon
electrochemical excitation (electrogenerated chemiluminescence, Chapter 18). These
have the potential for use as active displays. Another application of modifying layers is to
protect the underlying substrate from corrosion or chemical attack during use. Layers of
different materials on semiconductor electrodes have been suggested for this application.
Modified electrodes can also serve as analytical sensors and reference electrodes. Finally,
there is growing interest in molecular electronic devices, that is, electrochemical systems
that can mimic the behavior of diodes, transistors, and electrical networks.

In addition to these applications, however, studies with modified electrodes have
proven useful in the characterization of electron- and mass-transfer processes in polymers
and other materials (as discussed in Section 14.4) and in gaining insight into how surface
structures can be designed to carry out specified reactions or processes.

14.2 TYPES, PREPARATION, AND PROPERTIES
OF FILMS AND MODIFIED ELECTRODES

14.2.1 Substrates

The substrate is the platform upon which the modifying layer assembled. Typically it is a
material that is also used in an unmodified form as an electrode, such as a metal (Pt, Au),
carbon, or a semiconductor (SnO2). Generally substrates are chosen for good mechanical
and chemical stability and are frequently pretreated before modification, such as by pol-
ishing or by a chemical or electrochemical procedure which prepares the surface for
subsequent modification steps, as discussed below. For applications where extreme
smoothness of the surface is important, materials like HOPG, single crystals of metals, or
metal films evaporated on a mica substrate can be used. In other applications a high sur-
face area may be desired; this can sometimes be obtained by extended electrochemical cy-
cling of the electrode or by forming the electrode by sintering of small particles.

14.2.2 Monolayers

Monolayers can be formed on electrode surfaces by irreversible adsorption or covalent at-
tachment, or, in the form of organized assemblies, by Langmuir-Blodgett transfer and
self-assembly techniques.

(a) Irreversible Adsorption
As discussed in Section 13.5, many substances spontaneously adsorb on a substrate sur-
face from solution, generally because the substrate environment is energetically more fa-
vorable than that in solution (Figure 14.2.1). For example, sulfur-containing species are
strongly held on mercury, gold, and other metal surfaces, because of strong metal-sulfur
interactions. When a mercury electrode is placed in contact with a solution containing
only small (</JLM) amounts of cystine or a sulfur-containing protein, such as bovine
serum albumin, a monolayer forms on the Hg surface. Electrochemical oxidation and re-
duction of the surface species can then be observed. Strong adsorption from aqueous solu-
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Hg
1

(a)

MLX

X

Hg

Pt Au
2 3

X = СГ, ВГ, Г, SCN~

M = Cd2 +, Zn 2 +

(b)

Figure 14.2.1 Examples of specific adsorption on electrodes, (a) Adsorption of (1) a disulfide or
protein on Hg; (2) an olefin on Pt; (3) an organized Langmuir-Blodgett film on Au. (b) Adsorption
of a metal ion or complex through an anionic ligand bridge. [From A. J. Bard, "Integrated Chemical
Systems," Wiley, New York, 1994, with permission.]

tions of some ions (e.g., halides, SCN , CN ) and many organic compounds (especially
those containing aromatic rings, double bonds, and long hydrocarbon chains) takes place
on metal or carbon surfaces. A typical example (displayed below in Figure 14.3.3) is that
of 9,10-phenanthraquinone (PAQ), which forms a monolayer on the basal plane of py-
rolytic graphite simply by immersion into a solution of the PAQ in 1 M HC104 (17). The
electrochemical response shows that 37 yuC of charge/cm2 of electrode surface is passed
during the reduction and reoxidation steps; this is equivalent to 1.9 X 10~10 mol
PAQ/cm2 or 1.1 X 1014 molecules/cm2 (for a two-electron redox process). Adsorption of
metal ions that normally would not adsorb can take place by anion-induced adsorption
(Figure 14.2.Ib). In this case the strong adsorption of an anion (e.g., SCN" on Hg) that
can act as a ligand for a particular metal, M, will induce its adsorption on the substrate.
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>
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Figure 14.2.2 Formation of functional groups
on a metal or a carbon surface via oxidation
before treatment with linking agents. [From
A. J. Bard, "Integrated Chemical Systems,"
Wiley, New York, 1994, with permission.]
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(b) Covalent Attachment
Stronger attachment to the substrate surface can be accomplished by covalent linking of
the desired component to surface groups present on, or formed on, the substrate. These
covalent linking procedures frequently employ organosilanes and other linking agents and
are discussed in detail in several references (2, 8, 12). The substrate surface is usually pre-
treated, e.g., by an oxidative reaction, to form surface groups (Figure 14.2.2). The surface
is then treated with the linking agent and the desired component. Favorite components
linked to electrode surfaces in this way, because they show easily detected electrochemi-
cal reactions, include various ferrocenes, viologens, and M(bpy)jJ+ species (M = Ru, Os,
Fe). Typical covalent attachments and the electrochemical responses of the layers are
shown in Figure 14.2.3. A table listing many examples of such electrodes is given in ref-
erence 2.

Pt/РЮ J-OSi(CH2)3NH(CH2)2NHC— C H 2 — C 6 H 4 — FeCp2

(a)

vs. SSCE

Г-С—ivgraphite I— C — N H C H 2 - ^

(b)
-0.3 -0.1 +0.1 +0.3 +0.5

£(V) vs. SCE

GC H O
NHCH2CH2-

(c)

10 mA

0.0 -0.2 -0.4 -0.6 -0.8 -1.0 -1.2
Potential (V) vs. Ag/AgCI

Figure 14.2.3 Cyclic voltammograms of electrodes modified by covalent attachment of
monolayers of different types, (a) Pt electrode with attached ferrocene, 200 mV/s. [Reprinted with
permission from J. R. Lenhard and R. W. Murray, J. Am. Chem. Soc, 100, 7870 (1978). Copyright
1978, American Chemical Society.] (b) Graphite with attached py-Ru(NH3)5, 5 V/s. [Reprinted
with permission from С A. Koval and F. C. Anson, Anal. Chem., 50, 223 (1978). Copyright 1978,
American Chemical Society.] (c) Glassy carbon with attached viologen, 100 mV/s. [Reprinted from
D. C. S. Tse, T. Kuwana, and G. P. Royer, J. Electroanal Chem., 98, 345 (1979), with permission
from Elsevier Science.]
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(c) Organized Assemblies
Monolayers of surface-active compounds [Langmuir-Blodgett (LB) films] can be trans-
ferred from the liquid/air interface to a substrate surface. For example, an organized
monolayer can be formed on an SnO2 surface by using a film balance to transfer mole-
cules consisting of a viologen head group with a long chain hydrocarbon tail (18). Alter-
natives to LB films are self-assembled monolayer films that can be formed without a film
balance. We define self-assembly as a spontaneous process leading to a structure with
some degree of order imposed by lateral interactions among the component molecules.
Good examples involve layers of organosulfur (e.g., thiol) compounds with long chain
alkyl groups on Au. The thiol head-groups bind tightly to the gold, and the lateral interac-
tions between neighboring alkyl chains create a regular structure in which the chains are
extended in parallel at an angle from the normal (see Figures 3.6.7 and 14.5.6). Self-

TABLE 14.2.1 Typical Polymers Used for Electrode Modification"

Name Structure Abbreviation

Electroactive Polymers
Poly(vinylferrocene) -—(-CH2——

2+ib
Poly[Ru(vbpy)n

Poly(xylylviologen)

Polymerized
viologen
organosilane

Nafion

PVF

_.// \w/ \\.

OMe OMe

I // \ // \ I
m - 0 Si (CH 2 ) 3

 +NT X ) (/ V — (CH2)3 Si О

OMe

Ion-exchange Polymers (Polyelectrolytes)

OMe

PQ:2+

NAF

О — C3F6 О CF2CF2 !

Poly(styrenesulfonate) —(-CH—CH PSS

(continued)
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assembled alkyl siloxane monolayers can be formed by treating surfaces containing hy-
droxyl groups with long chain alkyl trichlorosilanes (19).

14.2.3 Polymers

(a) Types
By using polymeric modifying layers, fairly thick films, containing many more electroac-
tive sites than a monolayer, can be formed on an electrode surface. Several different types
of polymers have been used to modify electrode surfaces (Table 14.2.1). Electroactive
polymers contain oxidizable or reducible groups covalently linked to the polymer back-
bone. Typical examples are poly(vinylferrocene) and polymerized Ru(vbpy)3+. Coordi-
nating (ligand-bearing) polymers, such as poly(4-vinylpyridine), contain groups that can

TABLE 14.2.1 (continued)

Name Structure Abbreviation

Ion-exchange Polymers {Polyelectrolytes)
Quaternized poly
(4-vinylpyridinium)

QPVP

Coordinating Polymer
Poly(4-vinylpyridine) —fCH2— PVP

Electronically Conducting Polymers0

Polypyrrole

Polythiophene

Polyaniline

PP

PT

PANI

fl Adapted from A. J. Bard, "Integrated Chemical Systems," Wiley, New York, 1994, pp 142-143.

\ b p y = 4-vinyl-2,2'-bipyridine.
cShown in the reduced (nonconductive) state. These polymers become conductive after oxidation and the incorporation of
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coordinate to species like metal ions and bring them into the polymer matrix. Ion-
exchange polymers (polyelectrolytes) contain charged sites that can bind ions from solu-
tion via an ion-exchange process; typical examples are Nafion, polystyrene sulfonate, and
protonated poly(4-vinylpyridine). Electronically conductive polymers, such as polypyr-
role and polyaniline, can also be considered as ion-exchange materials, since the polymer
redox processes are usually accompanied by incorporation of ions into the polymer net-
work. Biological polymers, such as enzymes and other proteins, are often useful in sensor
applications. Blocking polymers are formed from the monomers, such as by oxidation of
phenols, to produce impermeable layers and blocked or passivated surfaces.

(b) Preparation
Polymer films can be formed on an electrode surface from solutions of either the polymer
or the monomer. Methods that start with dissolved polymer include cast or dip coating,
spin coating, electrodeposition, and covalent attachment via functional groups. Starting
with the monomer, one can produce films by thermal, electrochemical, plasma, or photo-
chemical polymerization.

14.2.4 Inorganic Films

Different types of inorganic materials, such as metal oxides, clays, and zeolites, can also
be deposited on electrode surfaces. Such films are of interest, because they frequently
show well-defined structures (e.g., they have unique pore or interlayer sizes), they are
thermally and chemically very stable, and are usually inexpensive and readily available.
A few examples will be described.

(a) Metal Oxides
Films of oxides can be produced by anodization of metal electrodes. For example, A12O3

forms on an aluminum anode immersed in a solution of H3PO4. The thickness of the film
can be controlled by the applied potential and the time of anodization. Such a film can be
used as a support for other materials, such as poly(vinylpyridine) (PVP). Oxide films of
other metals, such as Ti, W, and Та, can be produced in a similar way. Oxide films can
also be produced by CVD, vacuum evaporation and sputtering, and deposition from col-
loidal solution. Related inorganic films are those of polyoxometallates (iso- and het-
eropolyacids and their salts) (20). For example, the heteropolyanion P2W1 7MoO6 2K6

shows a number of reduction waves at a glassy carbon electrode. A wide variety of metal-
lic polyanionic species (e.g., of W, Mo, V) exist and have a rich chemistry. Films of such
materials are interesting for their electrocatalytic possibilities.

(b) Clays and Zeolites
Clays and zeolites, both naturally-occurring and synthetic, are aluminosilicates with well-
defined structures that usually show ion-exchange properties (10, 21). In addition to their
high stability and low cost, they often show catalytic properties and have been widely
used as heterogeneous catalysts. Clay layers can be "pillared" by treatment with appropri-
ate inorganic or organic agents, such as polyoxyanions of Fe, Al, or Zr, to form structures
between the silicate layers that maintain the interlayer spacing at a given value (e.g., —17
A). Films of clay can be cast on substrate surfaces and will remain intact when they are
used as electrodes. Electroactive cations, such as Ru(bpy)3

+ or MV2 +, can be exchanged
into the clay film and show typical cyclic voltammetric responses of surface-confined
species. Zeolites are aluminosilicates with structures consisting of well-defined cages and
pores. These also show ion-exchange properties and can be employed as modifying layers
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on electrode surfaces. For example, a suspension of zeolite Y particles, ~1 /mi diameter,
containing a small amount of polystyrene as a binder in THF can be used to cast a film on
a SnO2 electrode surface. The film, of about 60 fim total thickness, shows most of the
polystyrene forming a porous layer at the outer (solution) surface of the film, with only a
first few micrometers of zeolite on the inner (electrode) side active for electrochemical re-
actions. Ions, such as Ru(bpy)3

+ and Co(CpCH3)J, can be incorporated into the film by
soaking the formed electrode in the appropriate solution or by pre-soaking the zeolite par-
ticles before the film is cast.

(c) Transition-Metal Hexacyanides
Thin films of materials such as Prussian Blue (PB) (a lattice of ferric ferrocyanide) and re-
lated materials can be formed on electrode surfaces and show interesting properties (22).
PB can be deposited on a suitable substrate by electrochemical reduction in a solution
of FeCl3 and K3Fe(CN)6. The resulting blue film, which is often given the formula
KFeniFen(CN)6, can be oxidized in a KC1 solution to form FeinFeni(CN)6 (Berlin Green)
and reduced to form K2FenFen(CN)6 (Everitt's salt). PB electrodes show electrocatalytic
properties (e.g., for the reduction of oxygen) and the color changes that occur suggest
possible electrochromic applications. Other metal ferricyanide films have also been stud-
ied. For example, a film of nickel ferricyanide can be deposited by oxidizing a nickel elec-
trode in the presence of ferricyanide.

14.2.5 Biologically Related Materials

Many electrodes modified with biologically-derived materials have been described, usu-
ally in connection with the preparation of electrochemical sensors (23). The basic ap-
proach in such biosensors involves the immobilization of a biologically sensitive coating
(e.g., an enzyme, antibody, DNA) which can interact with ("recognize") a target analyte,
and in the process, produce an electrochemically detectable signal. Probably the most
highly developed are electrodes containing surface-confined enzymes (24). Related types
of electrodes involve suspensions of bacteria and slices of tissue. In many cases, the en-
zyme or suspension is simply held in the vicinity of the electrode by a permeable polymer
membrane, such as a dialysis membrane. Alternative methods of immobilization include
entrapment in a gel, encapsulation, adsorption, and covalent linkage.

14.2.6 Composites and Multilayer Assemblies

In addition to the modified electrodes described in the previous sections, which usually in-
volve a conductive substrate and a single film of modifying material, more complicated
structures have been described. Typical examples (Figure 14.2.4) include multiple films
of different polymers (e.g., bilayer structures), metal films formed on the polymer layer
(sandwich structures), multiple conductive substrates under the polymer film (electrode
arrays), intermixed films of ionic and electronic conductor (biconductive layers), and
polymer layers with porous metal or minigrid supports (solid polymer electrolyte or ion-
gate structures) (6, 7). These often show different electrochemical properties than the sim-
pler modified electrodes and may be useful in applications such as switches, amplifiers,
and sensors.

Porous metal films, such as Pt or Au, can be deposited on free-standing polymer
membranes or on polymer films on an electrode surface by chemical reduction or by
evaporation in vacuum. For example, a porous film of Pt can be deposited on a Nafion
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Figure 14.2.4 More complex modified electrode structures based on electroactive polymers, (a)
Sandwich electrode; (b) array electrode; (c) microelectrode; (d, e) bilayer electrodes; if) ion-gate
electrode. [Reprinted with permission from C. E. D. Chidsey and R. W. Murray, Science, 231, 25
(1986), copyright 1986, American Association for the Advancement of Science.]

membrane by clamping it between a solution of PtCl^ and a solution of a reducing agent,
such as hydrazine. The reducing agent diffuses through the membrane and causes precipi-
tation of metallic Pt on the membrane surface and partially within the membrane structure
as well. Such structures are of interest as electrodes in solid polymer electrolyte (SPE)
cells, employed, for example, in fuel cells and for water electrolysis. In the former appli-
cation two porous Pt films on either side of a Nation membrane form the anode (for hy-
drogen oxidation) and the cathode (for oxygen reduction). Deposition of a porous metal
on top of a polymer film formed on a conductive substrate leads to a structure in which a
thin polymer film is sandwiched between two electronically conductive films, at least one
of which is porous to solution or gas phase species. While this structure is formally simi-
lar to that used in SPE electrolysis, the polymer films in these are much thinner and are
usually deposited on a nonporous conducting substrate before formation of the second,
porous, metal layer.

A bilayer structure usually consists of two different films deposited on a substrate,
one overlying the other. A typical system consists of a Pt substrate with an electro-
deposited film of poly-[Ru(vbpy)3+] on which a film of poly-[Os(bpy)2(vbpy)2+] is elec-
trodeposited (25).l Another type of sandwich structure involves a pair of closely spaced
electrodes such as in an electrode array (26), bridged by a polymer film. Alternatively, a
different polymer can be deposited on each electrode of an array pair to form a bilayer-
like arrangement having a junction where the films meet. Three-electrode devices of this
type can produce a structure functionally equivalent to a field effect transistor (FET) (27).

Multicomponent structures containing both electronic and ionic conductors, called Ы-
conductive films (or mixed conductivity composites), can be fabricated electrochemically. In-
terest in these stems from the possibility of improving the rates of charge transport through
the films and of incorporating catalysts or semiconductor particles within an ionically con-
ducting polymer layer. An early example of this kind of structure was the deposition of the
electronically conducting solid tetrathiafulvalenium bromide (TTF+Br~) within a Nafion

]vbpy = 4-vinyl-2,2'-bipyridine.
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layer on an electrode (28). Electronically conductive polymers can also be deposited within
ionically conductive supports. For example, polypyrrole can be formed inside Nafion or clay
layers by electrochemical oxidation of a pyrrole solution (29). These films show electrochem-
ical and mechanical properties that are different from those of the single component (Nafion
or polypyrrole). Biconductive films are also formed when metal clusters are produced within
ionic polymers, for example, the deposition of Cu and Ag at poly [Ru(bpy)2(vpy)2]

2+ (30).

14.3 ELECTROCHEMICAL RESPONSES
OF ADSORBED MONOLAYERS

14.3.1 Principles

The electrochemical response (e.g., the voltammetric i-E curve) for the electrode reaction
О + ne —» R can be affected quite significantly by the adsorption of О or R. In this sec-
tion, we will examine the consequences of strong or weak adsorption of either or both
species. First we consider the behavior of an electroactive species, O, when it is so
strongly adsorbed that the contribution of dissolved О to the response is negligible, as
well as the case where both adsorbed О and dissolved О undergo electrode reactions.

The treatment of such problems is more complicated than those involving only dissolved
species, because one must choose an adsorption isotherm, which involves the introduction of
additional parameters and, in general, nonlinear equations. In addition, the treatment must in-
clude assumptions about (a) the degree to which adsorption equilibrium is attained before the
start of the electrochemical experiment (i.e., how long after the formation of a fresh electrode
surface the experiment is initiated) and (b) the relative rate of electron transfer to the ad-
sorbed species compared to that for the dissolved species. These effects complicate the evalu-
ation of the voltammetric data and make the extraction of desired mechanistic and other
information more difficult. Thus adsorption is often considered a nuisance to be avoided,
when possible, by changing the solvent or changing concentrations. However, adsorption of a
species is sometimes a prerequisite for rapid electron transfer (as in forms of electrocatalysis),
and can be of major importance in processes of practical interest (e.g., the reduction of O2,
the oxidation of aliphatic hydrocarbons, or the reduction of proteins). Our discussion here
will deal with the basic principles and several important cases.

The equations governing the voltammetric method (e.g., assuming only species О is
present initially) include the same ones as used previously, namely the mass-transfer
equations [such as (5.4.2)] and the initial and semi-infinite conditions (5.4.3) and (5.4.4).
However, the flux condition at the electrode surface is different, because the net reaction
involves the electrolysis of diffusing О as well as О adsorbed on the electrode, to produce
R that diffuses away and R that remains adsorbed. The general flux equation is then

<?Го(0_ Г (dCRQct)

r r ^ L J
where Г о (0 and FR(0 are the amounts of О and R adsorbed at time t (mol/cm2). The in-
troduction of these terms requires additional equations relating Г to С Most frequently,
one assumes the Langmuir (or linearized Langmuir) isotherms, for example, see (13.5.9)
and (13.5.10):

)8 о Г О 8 С о (0,0
Г о ( 0 = ' ( U 3 2 )

l + j 8 o C o ( 0 , 0 + / 3 R C R ( 0 , 0

/3RrR>sCR(0, 0
( 1 4 ' 3 * 3 )
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Initial conditions must also be supplied, for example,

(, = 0) r o = rg FR = 0 (14.3.4)

The other equations appropriate to the given electrochemical method and the rates of elec-

tron transfer are then added and a solution of the problem is attempted.

14.3,2 Cyclic Voltammetry: Only Adsorbed О and
R Electroactive—Nernstian Reaction

Let us consider the case where adsorbed O, but not dissolved O, is electroactive (31-33).
This could be the case when the sweep rate, v, is so large that О does not have time to dif-
fuse appreciably to the electrode surface [i.e., Do(dCo(0, t)/dx)x=o « dro(t)/dt]. Alter-
natively, the wave for adsorbed О could be shifted to potentials well before the reduction
wave for dissolved O. The conditions for such behavior will be given below. There are
also cases where adsorption is so strong that the adsorbed layer of О can form even when
the solution concentration is so small that the contribution to the current from dissolved О
is negligible. We also assume that within the range of potentials of the wave, the F's are
independent of E. Under these conditions, (14.3.1) becomes

at at nFA

Equation (14.3.5) implies that reduction of adsorbed О produces adsorbed R with no ad-
sorption or desorption occurring during the scan. This equation, along with (14.3.4),
yields

Г о (0 + TR(0 = Fg (14.3.6)

From (14.3.2) and (14.3.3),

Г о (0 /3oro,sCo(0, t) boCo(0, t)
- - - (14.3.7)r R ( 0 /3RrR, scR(o, i

with b0 = /3ОГО,89 ^R = /3RF R S . If the reaction is nernstian, so that

Co(0, 0
CR(0,

then (14.3.7) yields

(£-£°) (14.3.9)J
From (14.3.5), (14.3.6), and (14.3.9), with

and E = E-x — vt, the equation for the 1-Е curve is obtained:

(14.3.11)n

2F2 УАЩЬр/Ьъ) exy[(nF/RT)(E -
RT {1 + (bo/bR) exp[(nF/RT)(E -

Note the similarity between this equation and that derived for a thin-layer cell
(11.7.16). This is readily understandable, since the sample is fully converted without
mass-transfer limitations in both cases. In the thin-layer cell, VCQ moles of О are elec-
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trolyzed during the potential sweep, compared to AFQ moles of adsorbed О on the elec-
trode surface. Thus the i-E curve (Figure 14.3.1) has the same shape as that in Figure
11.7.3. The peak current is given by

Р ART

and the peak potential by

(14.3.12)

(14.3.13)

The peak current, and indeed the current at each point on the wave, is proportional to
v, in contrast to the um dependence observed for nernstian waves of diffusing species.
The proportionality between / and v is the same as that observed for a purely capacitive
current [see (6.2.25)], and this fact has led to some treatments of adsorption in terms of
pseudocapacitances (32, 34). The area under the reduction wave, corrected for any resid-
ual current, represents the charge required for the full reduction of the layer, that is,
UFATQ. The anodic wave on scan reversal is the mirror image of the cathodic wave re-
flected across the potential axis. For an ideal nernstian reaction under Langmuir isotherm
conditions, £ра = £pc, and the total width at half-height of either the cathodic or anodic
wave is given by

Д£ р Д / 2 = 3.53 g = Щ£ mV (25°C) (14.3.14)

Figure 14.3.1 Cyclic
voltammetric curve for
reduction and subsequent
reoxidation of adsorbed O; see
(14.3.11). Current is given in
normalized form and the
potential axis is shown for
25°C.
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The location of Ep with respect to E0' depends on the relative strength of adsorption
of О and R according to the principles of stabilization discussed in Section 5.4.4. If bo =
Z?R, £p = E°\ If О is adsorbed more strongly (bo > &R), the wave is displaced toward
negative potentials, beyond the position where the reversible wave of a diffusing species
would occur. For this reason, it is termed a postwave. If R is adsorbed more strongly
(bR > bo), the wave occurs at more positive potentials than £°' and is called a prewave.
The wave shape observed for this case in experimental studies depends strongly on the ac-
tual isotherm and rarely shows the ideal shape in Figure 14.3.1.

When lateral interactions exist between О and R in the film, the shape of the i-E
curve depends upon the energies of the interactions of О with O, R with R, and О with R.
The exact shape of the curve depends upon how these interactions are taken into account.
For example, if a Frumkin-type isotherm (35, 36) is assumed, the relevant expression is:

exp j£.(E- E°J = -5exp[2j/0o(*OR " «o) + 2 ^ R К " «OR)] (14.3.15)
i_ j к

where a0R> ao> and aR are the O-R, O-O, and R-R interaction parameters (aY > 0 for an
attractive interaction and a\ < 0 for a repulsive one), v is the number of water molecules
displaced from the surface by adsorption of one О or R, and 0o and 0R are the fractional
coverages of О and R, respectively. The expression for the i-E curve is then (37)

. _ n2F2AvT%\
1 RT

where 6T = (0O + 0R), g = ao + aR - 2aO R, Г$ = Г о + TR, в{ = i y r g . The potential
variation in (14.3.16) arises through the variation of 6R with E, via (14.3.9). Typical i-E
curves based on (14.3.16) are given in Figure 14.3.2. The curve shape is governed by the
interaction parameter, vgdj. When this is 0, the behavior is that of Figure 14.3.1 and the
width at half height, Д£рд/2, is 90.6/n mV (T = 25°C). When vgOT > 0, Д£рд/2 < 90.6/л;
when vgSj < 0, Д£рд/2 > 90.6/n. An example of an experimental voltammogram com-
pared to a theoretical treatment involving interaction parameters is shown in Figure 14.3.3.

The equations given above, based on the Frumkin isotherm, assume a random distrib-
ution of О and R sites in the film. If the film is structured, such as in an organized mono-
layer deposited by the L-B technique, there will be an ordered distribution of the sites.
Under these conditions, a statistical mechanical approach is needed to account for the in-
teractions and to find the i-E curve (38). For negative values of the interaction parameter
in a structured film, a double wave results, even for a single electrode reaction, while the
random distribution produces only a single broadened wave.

The above approaches to treatments of nonideal surface films rely upon empirical ad-
justable parameters to produce waves with the shapes of experimental ones. By taking
into account the interfacial potential distribution (related to such factors as the dielectric
constants of film and solution, the concentrations of electroactive adsorbate and support-
ing electrolyte, and the film thickness) the shape of the cyclic voltammetric curves can
also be modeled without the need for such parameters (39).

The treatment discussed in this section also applies to covalently attached monolayers
and thicker films under some conditions, although in actual studies of modified surfaces the
voltammetric waves frequently deviate from the above behavior, which is still rather ideal-
ized. Often there is severe asymmetry or strong departure from a bell shape (40). Rarely
can actual experimental voltammograms of thicker films be described simply in terms of
parameters like those discussed here. The overall situation is usually much more compli-
cated, with factors such as inhomogeneity of the film, finite mass and charge transport
through the film, and structural and resistive changes in the film during oxidation and re-
duction coming into play. Some of these factors will be considered in Section 14.4.
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Figure 143.2 Effect of
interactions on cyclic
voltammetric wave shape for a
thin layer on an electrode. A
Frumkin isotherm is assumed,
and values of vgOj are shown
on each curve. The curve with
vgBj = 0 corresponds to that in
Figure 14.3.1. [Reprinted from
E. Laviron, J. Electroanal.
Chem., 100, 263 (1979), with
permission from Elsevier
Science.]
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Figure 14.3.3 Experimental and
theoretical cyclic voltammograms for
reduction and reoxidation of 9,10-
phenanthrenequinone irreversibly
adsorbed on a pyrolytic graphite
electrode. Г о = 1.9 X 10" 1 0

mol/cm2; v — 50 mV/s in
1 MHC104. (—) experimental

voltammogram; ( ) theoretical
voltammogram calculated from
(14.3.11); (•) calculated including
nonideality parameters. [Reprinted
with permission from A. P. Brown
and F. С Anson, Anal. Chem., 49,
1589 (1977). Copyright 1977,
American Chemical Society.]
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1 4 3 3 Cyclic Voltammetry: Only Adsorbed О
Electroactive—Irreversible Reaction

For the case where adsorbed О is reduced in a totally irreversible one-step, one-electron
reaction (32, 33), the langmuirian-nernstian boundary condition (14.3.9) is replaced by a
kinetic one, similar to that used for dissolved reactants [e.g., (6.3.1)]:

FA
= kfTo(t) (14.3.17)

Note that for adsorbed reactants, kf has units of s \ although it can still be given in the
form of (3.3.9), or for the potential sweep experiment [see (6.3.3)]:

kf = kue
at (14.3.18)

where k& = k° exp[—а/Щ — £0')] and a = afu. Like kf, the standard rate constant, A:0, for
a surface bound species has units of s"1. By combining (14.3.10) with (14.3.17) and
(14.3.18), we obtain

dTo(t) _

dt
(14.3.19)

This is solved with the initial condition that at t = 0, Г о (0 = FQ, and the results are the
expressions for Г о (0 and the 1-Е curve:

(14.3.20)

(14.3.21)

Note that these equations were obtained under the usual assumption that the sweep was
started at sufficiently positive potentials that k& —> 0, hence ехр(А:̂ /а) —» 1. The potential
dependence of the current is obtained by substitution for kf. Again note the similarity be-
tween these equations and those in the thin-layer case [equations 11.7.22 and 11.7.23].
The shapes of the i-E curves (Figure 14.3 Ad) are independent of v and k° and follow
closely those shown in Figures 11.7.4 and 11.7.5 with suitable minor modifications of pa-
rameters. The peak values are given by

(14.3.22)

(14.3.23)

aF2AvT%

*P 2.1 URT

Д£ р Д / 2 = (25°C) (14.3.24)

Again /p is proportional to v, but the wave is shifted negatively from the reversible value
and is distorted from its symmetrical shape. An experimental example of such a wave is
shown in Figure 14.3.4Z?.

The treatment for the general case of a quasireversible one-step, one-electron reaction
follows that given above, but involves consideration of the back reaction [i.e., use of
(3.2.8)] as well as the adsorption isotherms for both О and R. This case, as well as vari-
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Figure 14.3.4 Experimental
and theoretical linear sweep
voltammograms for a system
where adsorbed О is
irreversibly reduced.
(a) Theoretical curve; see
(14.3.21). (b) Experimental
curve for reduction of 5 /JLM
trans-4,4' -dipyridyl-1,2-
ethylene in aqueous 0.05
M H2SO4 at mercury drop
electrode (A = 0.017 cm2);
v = 0.1 V/s. [From E.
Laviron, J. Electroanal
Chem., 52, 355 (1974), with
permission. Upper frame
adapted for the one-step,
one-electron case.]

ants where coupled chemical reactions are associated with the electron-transfer reactions,
have been discussed rather extensively in the literature (32, 33, 41, 42 and references
therein).

Cyclic Voltammetry: Both Dissolved
and Adsorbed Species Electroactive

When both the dissolved and adsorbed species are electroactive, the theoretical treatment
involves the use of the full flux equation (14.3.1), along with adsorption isotherms, the
usual diffusion equations, and the initial and semi-infinite conditions, as discussed in
Chapter 6. Since the partial differential equations involving mass transfer must be em-
ployed, the mathematical treatment is more complicated and we consider here only the
case for a nernstian electron-transfer reaction where either О (reactant) or R (product) is
adsorbed, but not both (43).

(a) Product (R) Strongly Adsorbed
For this case /30 -> 0 and /3R is reasonably large (i.e., /3RC* > 100). Initially C o = CQ,
CR = 0, Г | = 0. The equations to be solved are the diffusion equations for О and R, the
total flux equation (14.3.1), the adsorption isotherm (14.3.3), and (since the electrode re-
action is assumed nernstian) equation 14.3.8. We assume that adsorption equilibrium is
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Figure 14.3.5 Cyclic voltammogram for reduction when the
product is strongly adsorbed, showing a prepeak. The dashed
line gives behavior in absence of adsorption. [Reprinted with
permission from R. H. Wopschall and I. Shain, Anal Chem.,
39, 1514 (1967). Copyright 1967, American Chemical Society.)

maintained at all times. The solution to the problem generally follows that described in
Section 6.2 (43). In their treatment, Wopschall and Shain also consider the possibility of a
variation of /3R with potential, that is,

(14.3.25)

where crR represents a parameter that shows how AG-* varies with potential; crR = 0 im-
plies that j8R is independent of E.

The results can be summarized as follows. Aprewave (or prepeak) of the same shape
and general properties as that described in Section 14.3.2 appears (Figure 14.3.5), repre-
senting the reduction of dissolved О to form a layer of adsorbed R. This response occurs
at potentials more positive than the diffusion-controlled wave, because the free energy of
adsorption of R makes reduction of О to adsorbed R easier than to R in solution. The pre-
peak is followed by the wave for reduction of dissolved О to dissolved R. While the latter
resembles that observed in the absence of adsorption, it is perturbed by the depletion of
species О at the foot of the diffusion wave during reduction of О to adsorbed R. The
larger the value of /3R, the more the prepeak precedes the diffusion peak (Figure 14.3.6).

300 200 100
(E-EV2)n,mV

-100

Figure 14.3.6 Variation of linear scan voltammograms for reduction when the product is strongly
adsorbed. Calculated for Co(7rDo)

m/[4TR^(nFv/RT)m] = 1, aRF/RT = 0.05 mV~\ and 4rRjSj3&
(nFv/RT)m/(TrDR)m values of: curve A, 2.5 X 106; curve B, 2.5 X 105; curve C, 2.5 X 104; curve
A 2.5 X 103. [Reprinted with permission from R. H. Wopschall and I. Shain, Anal. Chem., 39,
1514 (1967). Copyright 1967, American Chemical Society.]
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Figure 14.3.7 Effect of scan rate and F R s on linear scan voltammograms when the product is
strongly adsorbed. Calculated for <TRF/RT = 0.05 mV~\ PRCQ(D0/DR)1/2 = 2.5 X 105 and
values of 4TRjVm(nF/RT)m/Co(irDo)

m of: curve A, 1.6; curve В; 0.8; curve С, О.2. Note that
with all parameters constant except y, relative scan rates are 64:16: 1. [Reprinted with permission
from R. H. Wopschall and I. Shain, Anal. Chem., 39, 1514 (1967). Copyright 1967, American
Chemical Society.]

Since the peak current for the prepeak, Op)ads> increases with v, while that for the dif-
fusion wave, (/p)diff, varies with vm, O'p)ads/('p)diff increases with increasing v (Figure
14.3.7). In a similar way, Op)ads/Op)diff increases with F R s at a given CQ. However,
Op)ads/Op)diff decreases with increasing CQ (Figure 14.3.8). At very low concentrations
(assuming significant amounts of R are still adsorbed), only the prepeak is observed. As
CQ increases, the prepeak increases, because F R increases. However, (/p)ads essentially at-
tains a limiting value as F R approaches F R s, and then the diffusion peak grows with re-
spect to the adsorption peak. The width of the prepeak at half height, Д£рд/2, is a function
of crR, and varies from 90.6/n to 7.5/n mV for cr^FIRT increasing from 0 to 0.4 mV"1.

200 -100

(E-EV2)n,mV

Figure 14.3.8 Effect of CQ on linear scan voltammograms when the product is strongly adsorbed.
Calculated for <rRF/RT = 0.05 mV~\ 4FR,s^u1/2(nF//?D1/2/(7rZ)R)1/2 = 1.0 X 106, and
Co(TrDo)

V2/[4rR,sv
m(nF/RT)m] values of: curve A, 0.5; curve B, 2.0; curve C, 8.0. [Reprinted

with permission from R. H. Wopschall and I. Shain, Anal. Chem., 39, 1514 (1967). Copyright
1967, American Chemical Society.]
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Figure 14.3.9 Cyclic voltammogram for reduction when the
reactant is strongly adsorbed, showing a postpeak. Dashed
line gives behavior in the absence of adsorption. [Reprinted
with permission from R. H. Wopschall and I. Shain, Anal.
Chem., 39, 1514 (1967). Copyright 1967, American Chemical
Society.

Details concerning the derivation, results, and treatment of data are given in reference 43.
A general discussion of the effect of adsorption is given in reference 44.

(b) Reactant (O) Strongly Adsorbed фк -+ 0, Эо^о ^ 100)
The adsorption of О results in a postwave (от postpeak), for the reduction of adsorbed O, fol-
lowing the peak for the diffusion-controlled reduction of О to R in solution (Figure 14.3.9).
The postwave results from the greater stability with respect to reduction of adsorbed О com-
pared to dissolved O. The general treatment and results are analogous to those discussed in
subsection (a) above. The diffusion wave on the forward scan is unperturbed by the adsorp-
tion of O, since it is assumed that adsorption equilibrium has been attained and CQ(X, t) = Co

at all x before the scan is initiated. The reduction of dissolved О presumably occurs either
through the adsorbed О film or at the free surface. The postwave has the typical bell shape, as

0.0 -

-0.4 -

-0.1

{E-EV2)n,xvN

Figure 14.3.10 Effect of scan rate on
cyclic voltammograms when the
reactant is weakly adsorbed.
Calculated for /30C$ = ° 0 1 a n d

4ro,sj8o^
 ll\nFIRT) 1 / 2 /(TTD 0 ) m values

of: curve A, 5.0; curve B, 1.0; curve C,
0.1. (Curve С corresponds to an
essentially unperturbed reaction).
Note that relative scan rates are
2500:100:1. [Reprinted with
permission from R. H. Wopschall and
I. Shain, Anal Chem., 39, 1514 (1967).
Copyright 1967, American Chemical
Society.]
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Figure 14.3.11 Variation of peak current with scan rate for linear scan voltammogram when the
reactant (Л) or product (B) is weakly adsorbed. Curve А: T[ = r O s , /30CQ = 1. Curve B; T{ = I \ s ,
/3RCQ = 1. [Reprinted with permission from R. H. Wopschall and I. Shain, Anal Chem., 39, 1514
(1967). Copyright 1967, American Chemical Society.]

well as the properties of adsorption waves discussed in subsection (a) and in Section 14.3.2,
on the forward and reverse scans. The diffusion wave on reversal is only slightly perturbed.

(c) Reactant (O) Weakly Adsorbed фк -> 0, POCQ < 2)
When adsorption is weak the difference in energies for reduction of adsorbed and dis-
solved О is small, and a separate postwave is not observed (Figure 14.3.10). The net ef-
fect is an increase in the height of the cathodic peak compared to that in the absence of
adsorption, because both adsorbed and diffusing О contribute to the current. The anodic
current on reversal is also increased (but to a smaller extent), because there is a larger
amount of R near the electrode at the time of scan reversal. As in the case of strong ad-
sorption of O, the relative contribution of adsorbed О increases at increasing scan rates
(Figure 14.3.11). At the very high v limit, /p approaches a proportionality with v, while at
very low v, /p oc vm (see Problem 14.3). Similarly the ratio, /pa//pc, is a function of i?,and
is smaller than the value of unity, found in the absence of adsorption (Figure 14.3.12). As

100

Figure 14.3.12 Peak current ratio vs. scan rate for cyclic voltammetry when the reactant (A) or
the product (B) is weakly adsorbed. Curve A: T{ = Го,5, POCQ = 1. Curve В: Т{ = T R s , /3RCQ = 1.
Reversal potential = Ey2 ~ (180/n) mV. [Reprinted with permission from R. H. Wopschall and I.
Shain, Anal. Chem., 39, 1514 (1967). Copyright 1967, American Chemical Society.]
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with strong adsorption, the relative contribution of the effect of adsorption decreases at
high bulk concentrations of O.

(d) Product (R) Weakly Adsorbed фо = 0, j8RCg < 2)
When R is weakly adsorbed, the cathodic current on the forward scan is only slightly per-
turbed, while the anodic current on reversal is enhanced (Figure 14.3.13). The forward
peak shifts slightly toward more positive potentials with increasing v, representing a de-
crease in dissolved R near the electrode surface because of adsorption. The effect is simi-
lar to the positive shift observed in £pc when R is involved in a following reaction (e.g.,
ErQ, see Section 12.3.3). In this case ipa/ipc

 i s greater than unity and decreases with de-
creasing v.

(e) Digital Simulations—Irreversible Electron-Transfer Reactions
A more general treatment of cyclic voltammetry involving adsorbed and dissolved reac-
tants and products has been worked out with the aid of digital simulation techniques (45).
This approach allowed application of the more general Frumkin isotherm, as well as con-
sideration of rate limitations in the electron-transfer reactions involving the dissolved
or the adsorbed species. Several representative simulations showing the effects of inter-
actions between adsorbed reactant or irreversibility are shown in Figure 14.3.14.
Feldberg (45) has pointed out that irreversibility will begin to manifest itself when
k°dm/(7rDovF/RT)m + k°adsro^

l
o~

a^/(7TDovF/RT)m < /3oCg, where the k°s refer to
the diffusing and adsorbed species. Adsorption effects on cyclic voltammetric studies of
the E rQ reaction scheme (46) and the effects of rate-controlling adsorption have also been
discussed (45, 47).
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Figure 14.3.13 Effect of scan rate on
cyclic voltammograms for initial reduction
when the product is weakly adsorbed.
Calculated for J8RCQ = 0.01 and

4rR,sj8Ri;1/2(nF/Rr)1/2/(7rZ)R)1/2 values of:
curve A, 20; curve B, 5; curve C, 0.1.
(Curve С corresponds to an essentially
unperturbed reaction). Note that relative scan
rates are 4 X 104:2500:1. [Reprinted with
permission from R. H. Wopschall and I.
Shain, Ana/. Chem., 39, 1514 (1967).
Copyright 1967, American Chemical Society/
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Figure 14.3.14 Simulated cyclic voltammograms for initial reduction where reactant is strongly
adsorbed. /3Q = Ю4. (a) Nernstian reaction, Langmuir isotherm, (b) Nernstian system, Frumkin
isotherm, 2gTOs/RT = -1.5. (c) Irreversible reaction, k%ff/(>rrDovF/RT)m = 1, a = 0.5, Frumkin
case, 2gT0JRT = 0.6. Additional curves in the figure show variation of Го/Го,8 as a function of E
during scan. [Reprinted from S. W. Feldberg in "Computers in Chemistry and Instrumentation,"
Vol. 2, "Electrochemistry," J. S. Mattson, H. B. Mark, Jr., and H. C. MacDonald, Jr., Eds., Marcel
Dekker, New York, 1972, Chap. 7, by courtesy of Marcel Dekker, Inc.]

Adsorption in dc Polarography

While the treatment of adsorption at the DME generally follows that for linear sweep

voltammetry at a stationary electrode, it is complicated by the growth of the drop with

time and the continuous exposure of fresh surface. In this case, the rate of mass transfer

of reactant and product (see Section 13.5.3) and the rate of adsorption can affect the

height of the adsorption wave. Although the first explanation of adsorption in voltam-

metric methods and the explanation of prewaves and postwaves arose from the classic

studies by Brdicka (48, 49), dc polarography is not the method of choice in the study of

adsorption. Only a brief discussion will be given here; more detailed treatments have ap-

peared (33, 44, 50).
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Let us consider the case where only product R is strongly adsorbed (i.e., the case of a
prewave). After detachment of a drop, a new drop starts with a fresh surface. If the poten-
tial is in the region of the prewave, О is reduced to adsorbed R. The quantity of R ad-
sorbed is given by [see (7.1.3)]

moles R = A(f)TR(t) = (8.5 X 10"3)m2 /¥ / 3rR(0 (14.3.26)

If the rate of reduction is diffusion limited, then

moles R = —- (14.3.27)

Substitution of the instantaneous polarographic current (7.1.6) for i& integration, and
combination with (14.3.26) yields (51)

(8.5 X 10"3)m2/V /3rR(0 = (6.3 X 10"3)^ /2Cgm2/3r7/6 (14.3.28)

#2C$f1/2 (14.3.29)

Thus the time tm needed to achieve saturation coverage, FR s, at a given concentration (as-
suming adsorption itself is rapid) is

(14.3.30)

When the drop time, £max, is less than tm, the height of the prewave is limited by
diffusion, and is governed by the Ilkovic equation (7.1.6) (Figure 14.3.15a). When
Wx > tm> ш е surface becomes saturated, the current attains a limiting value /a defined by
the rate at which new area opens up. Excess О remains at the electrode surface. The value
of /a, which is independent of CQ and tm3X, is obtained from the expression

nFd[A(t)TRs]

dt

ia = (5.47 X 102)nm2/3rRst
-1/3

(14.3.31)

(14.3.32)

Adsorption postwave
°ads + ne -> R

5

Figure 14.3.15 Polarographic current-potential curves showing (a) prewave and (b) postwave.
Curves 1, 2: £max < tm; only adsorption wave observed. Curve 3: fmax = tm; current attains /a.
Curves 4, 5: tmax > rm; adsorption wave height remains at za and main wave grows. This behavior is
usually observed at constant tmSiX with increasing CQ. tm= 1.83F| S/CQ2D0; tmax — drop time.
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(/a in A; m in mg/s; t in s; F R s in mol/cm2). Note that the form of (14.3.32) is the same
as that for the charging current, equation 7.1.17. Again we see the analogy between ad-
sorption and capacitance. When the potential is scanned into the region of the main
wave, the excess О at the electrode surface is reduced and the diffusion wave appears
(Figure 14.3.15a). The total current for this wave is also governed by the Ilkovic equa-
tion, since all О reaching the electrode surface is reduced, either to adsorbed or dis-
solved R.

Because of the different dependency of the current on time for t < tm and t > tm, the
i-t curve at potentials of the adsorption prewave can have an unusual appearance for
'max > rm- The current increases until t ~ fm, then falls off with a t~m dependence. For a
nernstian reaction, both the prewave and the main wave will have the usual reversible
shapes (33). Note also, from the dependence of m and t on the corrected mercury column
height, /*corr, [i.e., m °c hcon and t oc h~^ (see Section 7.1.4)] that /a is directly propor-
tional to hcon [see (14.3.32)], compared to the hlj^n dependence for /d.

A similar treatment holds for the polarographic behavior in the presence of adsorp-
tion of O, when a postwave appears (Figure 14.3.15b).

14.3.6 Chronocoolometry

It is possible in principle to determine the amount of adsorbed reactant, FQ, by inte-
grating the area under the postwave in the linear sweep voltammogram, when this
wave is well-separated from the main wave. In practice, it is often difficult to subtract
the main wave baseline and to correct for double-layer charging. The result becomes
more uncertain as the separation between the waves becomes smaller, although estima-
tion of F o at very high scan rates is still possible. Chronocoulometry, discussed in
Section 5.8, provides a method for determining F o independent of the relative posi-
tions of the dissolved О and adsorbed О reductions, as well as the kinetics of the reac-
tions (52-54).

We consider the case where only О is adsorbed. The potential is stepped from a
value Ev where the amount of О adsorbed per unit area is F o (which may be a function of
Е{), to a value sufficiently negative that all О on the electrode surface is reduced and
Co(0, t) ~ 0. As shown in (5.8.2), the total charge at time t is

+ a , (Ы.З.ЗЗ,

where the terms on the right side of the equation represent the contributions of dissolved
O, adsorbed O, and double-layer charging, respectively. As shown in Figure 5.8.1, a plot
of Qf vs. t m yields an intercept Q® given by

Q°f = nFATo + Gdi (14.3.34)

The determination of F o requires an independent estimate of <2dl. While the amount
of charge for the supporting electrolyte solution alone, Q£h can be obtained in an experi-
ment involving a potential step over the same region in the absence of O, often the ad-
sorption of О perturbs Cd, so that Q£\ Ф £?dl. The proper correction can be obtained,
however, by a double potential step experiment, in which the potential is returned to Ex at
t = r. The charge during this reverse step, g r, measured as shown in Figure 5.8.2, is
given by

Qr(t > т) = 2nFAC%Dx^-xl4 + nFATo(l - | s i n " 1 ^ + Gdl (14.3.35)
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where в = тт + (t - r)m - tm. Christie et al. have shown (53) that, to a good approxi-
mation, the plot of <2r vs. в is linear and follows the equation

Qr(t > r) = fid (14-3.36)

where Qc is the total charge arising from the diffusing species during the forward step,
that is,

Qc =
1/2

(14.3.37)

and the values of a0 and a\ depend slightly on the range of Sir112, but are usually taken as
#o = —0.069 and a\ — 0.97. Thus a plot of Qx vs. в has an intercept, Q®, given by

2? = a0nFATo + Gdi (14.3.38)

The value of Qd\ in the presence of adsorption is thus near Q?, or more exactly

QuX = Q*-_a*$ (14.3.39)

Once <2dj is determined, nFATo can be obtained from (14.3.34).
The results of a typical experiment (54) involving the reduction of Cd(II) at an

HMDE are shown in Figure 14.3.16. In the absence of SCN~, Cd 2 + is not adsorbed on
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Figure 14.3.16 Double potential
step chronocoulometric study of
the induced adsorption of Cd(II)
by SCN~ at an HMDE. Potential
stepped from Ex = -0.200 V to
-0.900 V vs. SCE and back to Ev

A. (•) 1 mM Cd(II) in 1 M NaNO3.
The lines have the following
slopes (S) and intercepts (Q°):
Sf = Sr = 0.58 AtC/ms172;
<2? = 0.54 /xC, Q? = 0.55 fiC.
B.(o) lmMCd(II)inO.2M
NaSCN + 0.8MNaNO3.
Sf = 0.60 /iC/ms1/2; Q°f = 1.67
fjuC; Q® = 0.86 /JLC. The points
labeled "blank" in A and В refer to
the coulombs required to charge
the double layer in the cadmium-
free supporting electrolyte
solutions alone. The area of HMDE
was 0.032 cm2. [From F. C. Anson,
J. H. Christie, and R. A. Osteryoung,
/. Electroanal. Chem., 13, 343
(1967), with permission.]



14.3 Electrochemical Responses of Adsorbed Mondayers 605

Hg, and the chronocoulometric responses show equal intercepts of Q&\. In the presence of
SCN~, Cd 2 + is adsorbed, and the plots of Qf vs. t m and Qr vs. 0m have significantly dif-
ferent intercepts, which allow calculation of Г о by using the treatment given above. The
variation of Г о with potential can be studied by changing Ev The variation of Г о at differ-
ent concentrations of О (or supporting electrolyte) is often of interest. The adsorption of
Cd(II) in the presence of SCN~ is an example of anion-induced adsorption, in which a
specifically adsorbed substance (e.g., SCN~, Nf, halide ion) binds to a metal ion in solu-
tion and promotes specific adsorption of the metal [e.g., Cd(II), Pb(II), Zn(II)] as well (55,
56) (see Section 14.2).

Chronocoulometry can also be applied to the cases discussed in Section 14.3.2 where
only adsorbed species are electroactive (57). In this situation the potential step causes
only double-layer charging and the electrolysis of the adsorbed species. One can estimate
<2dl by steps between a potential at the foot of the adsorption wave, Ev and potentials, £f,
beyond the adsorption wave. If Q is not a function of E in the region of the wave, the fol-
lowing equation results (57):

Q = Gdi + Gads = ACd(E{ - Ef) + nFAT0 (14.3.40)

so that a plot of Q vs. (£• - Ef) can be employed to determine Cd and Г о .

14.3.7 Other Methods

Adsorption of electroactive reactant or product also affects the response in the other meth-
ods considered in previous chapters.

(a) Chronopotentiometty
In constant current step methods (58-61), the treatment depends on the order in which the
adsorbed and diffusing species are electrolyzed. If only adsorbed О is electrolyzed, then
the transition time т follows the relation

IT = nFATo (14.3.41)

A similar equation holds for a prewave where dissolved species О is reduced to adsorbed
R. If both dissolved and adsorbed О are reduced, but with adsorbed О being reduced al-
most completely before reduction of the dissolved O, then the IT equation is

H2F2TTDOA2C%2

IT = -^ — + nFAT0 (14.3.42)

If adsorbed О is reduced last (i.e., in a postwave), the situation becomes more com-
plicated, because the two processes are not separated in time. Some of the current must be
devoted to the continuing flux of diffusing О as the adsorbed О is reduced. The overall
transition time is given by т = т\ + т2, where T\ is the transition time due only to diffus-
ing species:

n2F27rD0A
2C%2

тх = \ ^ (14.3.43)
4r

and r 2 is defined implicitly by
I / T I — т 9 \ 1 / 0

= rcos-Ч Л р " 1 ) - 2(т1т2)
ш (12.3.44)

For simultaneous reduction of adsorbed and dissolved species, the behavior is still
more complex and depends on the form of the adsorption isotherm as well as the manner
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in which the current divides between adsorbed and diffusing O. The problem is, in many
ways, similar to that concerning the effect of double-layer charging in chronopotentiome-
try (see Section 8.3.5). For example, with the assumption that the fraction of the current
contributing to the reduction of adsorbed О remains constant for 0 ^ t ^ т,

Clearly, constant current methods are not as useful as chronocoulometric ones for deter-
mination of adsorbed reactant. However, once TQ is determined, the chronopotentiometric
response can yield information about the order in which dissolved and adsorbed species
are reduced.

(b) Coulometry in Thin-Layer Cells
Thin-layer methods (Section 11.7) are very valuable in studying irreversibly adsorbed
substances (62, 63). The cells used in these studies usually are of the type shown in Figure
W.I Ad. They contain a thin layer (e.g., 40 д т ) of electrolyte between a smooth cylindri-
cal Pt electrode and surrounding precision glass tubing. The surface area of the electrode,
A, is typically about 1 cm2; hence the solution volume, V, is about 4 fxL. The cell is filled
quite reproducibly by capillary action and can be flushed with pressurized inert gas.

Determination of the amount of species adsorbed, Г, depends upon the electroactivity
of the adsorbate. Consider the case where a molecule is irreversibly adsorbed and does
not undergo an electrochemical oxidation at potentials where the dissolved species shows
a cyclic voltammetric wave. An example of this type of behavior is hydroquinone (H2Q)
in 1 M HC1O4. When an aliquot of solution containing a known concentration, C°, is in-
troduced into the thin-layer cell, ГА moles of the H2Q will adsorb, so the new concentra-
tion in the solution, C, will be

C=C° - TA/V (14.3.46)

Anodic coulometry yields the amount of charge, Gi> required to electrolyze the dis-
solved material in equilibrium with the adsorbed layer. By filling and flushing the cell
several more times (without removing adsorbed material from the electrode), the sur-
face of the electrode picks up enough adsorbate to be at equilibrium with the original
solution concentration, so that the solution in the cell is no longer depleted by adsorp-
tion. Anodic coulometry performed on that solution gives the charge, £)*, correspond-
ing to C°. Thus

Г = (Q* - Qi)/nFA (14.3.47)

The adsorbate layer can then be removed by oxidation at very positive potentials.
If the adsorbed molecule is electroactive and shows a voltammetric postpeak well

separated from the voltammetric response of the dissolved species, it may be possible to
measure Q\ by coulometry at a potential between the peaks for the dissolved and ad-
sorbed species, and to measure Q* — Q\ as the additional charge passed when the poten-
tial is changed to a value beyond the postpeak.

Values of Г (mol/cm2) are sometimes used to ascertain the orientation of the ad-
sorbed molecules on the electrode surface. This is done by calculating the average area, o\
occupied by the molecule, where

a (A2) = 1016/(6.023 X 1023 Г) (14.3.48)

and comparing that number with values obtained from molecular models assuming different
orientations in a close-packed, immobile structure (62) (Figure 14.3.17; see Problem 14.6).
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Figure 14.3.17 Adsorbed coverage of 1,4-naphthohydroquinone as a function of molar
concentration in 1 M HC1O4 at 5, 25, 35, 45, and 65°C (top to bottom). These data were obtained for
a Pt electrode in a thin-layer cell like that in Figure W.I Ad. The existence of multiple levels of
saturation coverage is evidence that the molecule adsorbs in a different geometries (e.g., flat vs.
edgewise) as the coverage changes. [Reprinted with permission from M. P. Soriaga, J. H. White, and
A. T. Hubbard, /. Phys. Chem., 87, 3048 (1983). Copyright, 1983, American Chemical Society.]

(c) Impedance Measurements
The effect of adsorption of electroactive species in ac methods is taken into account by
modification of the equivalent circuit representing the electrode reaction (44, 64-68). This
is usually accomplished by adding an "adsorption impedance" in parallel with the War-
burg impedance and double-layer capacitance. Expressions for this impedance have been
suggested for reversible (65, 66) and irreversible (67, 68) systems, but the complexity of
the resulting analysis has limited the application of these techniques.

The situation in ac polarography with adsorption of the solution component is even
more complicated, since the effect of adsorption on the dc process, as well as the rate of at-
tainment of adsorption equilibrium at the DME, must be taken into account (44, 69). If the
adsorbed layer engages in reversible charge transfer at the potentials where the dissolved
species gives a response, the general effect on the ac polarogram is an enhancement of the
peak height and an increase in the phase angle ф, sometimes to values greater than the 45°
characteristic of a reversible process. (Recall that slow electron-transfer kinetics or coupled
chemical reactions lead to ф values below 45°.) The reason for the larger phase angle is
that reversible charge transfer to a surface layer mimics the reversible charging and dis-
charging of a capacitor, which involves a phase angle approaching 90° if the uncompen-
sated resistance is not too high. The net result is similar to that discussed in Section 10.7,
where the effects of double-layer charging are considered. The approach has not been ap-
plied widely to studies of adsorption itself, but one should be aware of the complications
adsorption can cause in interpretation of ac (and dc) voltammetry (44, 70).

Impedance methods have been more useful in studying electron-transfer kinetics in
electroactive monolayers in the absence of an electroactive solution species (71-73), such
as alkylthiol layers with tethered electroactive groups (Section 14.5.2). The equivalent
circuit adopted is shown in Figure 14.3.18, where the adsorbed layer is represented by
C a d s = (F2AT)/4RTmd the electron-transfer kinetics by Rct = (2RT)/F2ATkf, so that

= l/(2#ctCads) (14.3.49)
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I W r
cads

Figure 14.3.18 Equivalent circuit for an
electroactive monolayer. R^ = solution
resistance, Q = double-layer capacitance,
Rct = charge-transfer resistance, and
Cads = capacitance of the adsorbed layer.

and values of kf and Г can be extracted readily from impedance spectroscopy studies.

Creager and Wooster (73) propose an alternative method of treating ac voltammetric re-

sults by plotting the ratio of the ac peak current to the background (obtained by extrapo-

lating the baseline on either side of the ac peak) as a function of frequency and fitting

these results to predictions based on the equivalent circuit.

14.4 OVERVIEW OF PROCESSES AT
MODIFIED ELECTRODES

In general, a complex structure is designed toward a particular end, perhaps to facilitate an

electrode process (such as the electrocatalytic oxidation of methanol), or to inhibit a reac-

tion (such as metallic corrosion), or to produce selectivity toward a particular process (such

as the enzyme-catalyzed oxidative determination of glucose in whole blood). The end is

Substrate Film Solution

Figure 14.4.1 Schematic diagram
of processes that can occur at a
modified electrode. P represents a
reducible substance in a film on the
electrode surface and A, a species in
solution. Processes shown are:
(1) heterogeneous electron transfer to
P to produce the reduced form, Q;
(2) electron transfer from Q to
another P in the film (electron
diffusion or electron hopping in the
film); (3) electron transfer from Q to
A at the film/solution interface;
(4) penetration of A into the film
(where it can also react with Q or at
the substrate-film interface);
(5) movement (mass transfer) of Q
within the film; (6) movement of A
through a pinhole or channel in the
film to the substrate, where it can be
reduced. [From A. J. Bard,
"Integrated Chemical Systems,"
Wiley, New York, 1994, with
permission.]
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achieved by developing within the structure a favorable interplay of the dynamics by
which electrons are conveyed between the electrode and the species whose oxidation or re-
duction is ultimately required to achieve the goal. It may be necessary to employ a selec-
tive catalyst, or to restrict access to the interior of the structure, or to allow for the ready
flow of electrons to more remote parts of an assembly. Many modified electrodes are based
on films thicker than the monolayers considered in Section 14.3, and the theoretical treat-
ments are more complex, because mass transfer and reaction kinetics within the film must
be considered. A schematic picture of the typical situation is given in Figure 14.4.1,
wherein a primary reactant, A, in the external solution is converted to a product, B. This
can occur by mass transport of A moving through the film to the underlying electrode or by
cross-reaction with a catalyst, Q, contained in the film and renewed electrochemically.
Species A might react with Q either within the film or at the film/solution interface.2

The performance of the whole system is determined by the interrelation of several
different dynamical processes; hence the behavior is intrinsically multidimensional and
complex. The understanding and improvement of such systems is greatly aided by use of
steady-state methods and a systematic theoretical framework. Saveant, Andrieux, and
their coworkers (74) have provided the most comprehensive treatment, and the develop-
ment given here follows their approach and notation.

14,4.1 General Behavior at a Rotating Disk

It is advantageous to study modified electrodes and other complex structures at steady
state, precisely because of the complexity of their dynamics. By so doing, one can elimi-
nate time as a variable and simplify the treatment considerably. One way to achieve
steady state is to assemble the structure on an electrode that can be rotated. Another is to
use a UME in the steady-state regime. Hydrodynamic voltammetry at the RDE yields
waves for the conversion of primary reactant to product, as shown in Figure 9.3.8.

As we saw in Section 9.3.4, a Koutecky-Levich plot (1/// vs. l/col/2) allows one to
separate the effects of rate limitation within the assembly from those of convective diffu-
sion outside. The limiting current for the voltammetric wave is expressed by

Щ = l/iA + 1//F (14.4.1)

where iA is simply the Levich current expressing the arrival rate of species A at the
outer boundary of the film (iA = 0.62nFAC%DJl3p~l/6o)in), and /F is an expression of
the maximum rate at which A can be converted to В in the film. This latter current is
the limit for rotation at an infinite rate, so that there is no limitation on the supply of A
at the outer boundary of the structure. The Koutecky-Levich plot is a convenient means
for extrapolating behavior to infinite w, and it yields l//p as the intercept, as shown in
Figure 9.3.7.

The power of this approach in dealing with modified electrodes lies in its generality.
The treatment does not require any assumption about the identity of the rate-limiting
processes within the film, and there is only one constraint on the mathematical form of the
kinetic relationship, which is that the overall rate of conversion of A be proportional to its
concentration just outside the film. That is,

iF/nFA = kCA(y = ф) (14.4.2)

2In this book, the term substrate is used consistently in the sense of a platform, such as might be used to support
the assembly of a larger structure. In much of the literature on modified electrodes, the same term is used in the
sense of a consumable reactant, as often found in biochemistry. In this nomenclature, our primary reactant, A,
is called the substrate.
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The proportionality constant, k, describes the overall rate law and can reflect any of the para-
meters describing partitioning, transport, or reaction within the film. Diagnosis of the rate-
controlling processes is possible by examining the dependence of k (or /F) on experimental
variables, such as the thickness of the film, ф, or the concentration of catalyst within the
film. In the next section, we will establish a basis for describing different situations.

14.4.2 Dynamical Elements, Characteristic
Currents, and Limiting Behavior

Figure 14.4.1 provides a convenient basis for introducing the principal dynamical compo-
nents in complex systems. Several different types of activity can affect the rate at which A
is converted to B. Each such conversion causes a transfer of n electrons; hence ilnFA is
the rate in moles per unit area per second. Species A must arrive at the film-solution
boundary by convective diffusion; it might enter the structure by rate limited partitioning;
it might require diffusion to the electrode surface or to a redox site within the film; there
might be a rate limitation in the transfer of electrons at the electrode surface or at the
redox site; and there might be a need for electrons to distribute themselves among redox
sites throughout the structure. Any of these processes might be rate controlling for the
overall conversion. In real systems, one also has to recognize the possibility of pores or
pinholes in the film through which A can diffuse to the electrode.

For diagnosis of the rate-limiting elements in any system, we need a common format
for comparing the rate capacities of the different processes. In electrochemistry, it is often
convenient to express rates as currents, and we will do so in considering this set of prob-
lems. Our strategy is to express, as a set of characteristic currents, the maximum rates that
would be observed if each individual dynamic element, in turn, defined the rate of the
overall process entirely on its own. These situations are mostly imaginary and the corre-
sponding currents ought to be regarded as conceptual. They are indices of capacity and
are not the same as the current measured in the cell under any particular set of operating
conditions. They have value because they afford a convenient, systematic way to treat
limiting conditions where one process controls the rate and, eventually, to help express
the current that would be observed under all operating conditions. We first consider these
different limiting cases, and then (in Section 14.4.3) the general case where several
processes together are rate-determining.

(a) Convective Diffusion in Solution
Let us imagine a situation in which events in the film are all very fast. Then, the rate of the
overall conversion of A is the same as the rate at which A arrives at the outer boundary of
the structure. This is the Levich flux, 0.62C%D^3v~vea)1/2; thus the current would be /A.
This is the maximum conversion rate that could ever be seen in any system under any op-
erating conditions, for it is impossible to convert A any faster than it arrives.

(b) Diffusion of A within the Film
Now let us consider the situation in which convective diffusion is very fast and species A
partitions into the film quickly; yet no processes operate to convert A to В inside the film
(e.g., process 4 in Figure 14.4.1). If the heterogeneous conversion of A is fast, then the
overall process is entirely controlled by the rate at which the primary reactant, A, can ar-
rive at the electrode surface by diffusion through the film.

Figure 14.4.2 provides a schematic view of the situation. The concentration of A at
the electrode surface is zero (because the heterogeneous kinetics are fast). Just inside
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Figure 14.4.2 Steady-state
concentration profiles for Case S,
where the current is determined
by the mass transfer of A in the
film and in solution. The system
is an RDE with a film of
thickness ф on the electrode
surface. The thickness of the
diffusion layer in solution is
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various fluxes of species A are
indicated by arrows. Distances
are not to scale; ordinarily 8 » ф.

the outer boundary of the film (ф ), the concentration differs from that just outside the
film (ф+) because partitioning occurs. The concentrations are related via the partition
coefficient

СА(ф')

СА(Ф+)
(14.4.3)

This partitioning equilibrium applies only at the film-solution boundary. The system is at
steady state; therefore the flux of A at all points in the film is constant. If the diffusion coef-
ficient of A in the film, D$, is uniform everywhere in the film, the slope of the concentra-
tion profile must be constant; hence the profile must be linear as shown in Figure 14.4.2.

Under conditions of very fast convective diffusion, the depletion layer outside the
film would disappear, so that the concentration of A exposed to the film would become
the bulk value. The largest possible concentration just inside the outer boundary is there-
fore KC% and the maximum flux is Б^кСХ/ф. This is the greatest possible rate at which A
can be converted to В when the process rests entirely upon reactant diffusion in the film,
and this reactant diffusion current, i$, becomes one of our conceptual descriptors of the
system.3

(14.4.4)

3The subscript "S" is consistently used in the literature for this conceptual current and for the diffusion

coefficient of A in the film. The usage is rooted in the fact that A is often called the substrate. See the footnote

in the introduction to Section 14.4 for further relevant comment.
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In the actual situation, both convective transfer of A to the film surface and diffusion
of A through the film occur serially. At steady state these processes take place at equal
rates, so that

Р$СА(ф~) = D[C* - СА(ф+)] _ j

ф 8 nFA
(14.4.5)

where D applies to A in solution. The relevant equation for the limiting current from
(14.4.3)-(14.4.5) is

± = -Л- + ̂ - (14.4.6)
4 lA lS

Thus, if diffusion of A within the film is the rate-determining process, the value of /s

can be determined from the intercept of a plot if1 vs. a)~m. An example of the situation
just described involves the reduction of benzoquinone on an electrode coated with a film
of poly(vinylferrocene). The results of an RDE study are shown in Figure 14.4.3. Note
that the slopes of the curves of if1 vs. co~l/2 are the same in the presence and absence of
film, since they are determined by mass transport only in solution (i.e., iA). The intercepts
depend upon ф and C*, as predicted by (14.4.4).

The case where an extraction equilibrium is not attained at the film/solution interface
has also been considered (75). In this case, the transport of A across the interface becomes
another limiting flux, given by the expression Xf СА(ф+) - ХЪСА(Ф~)> where Xf and хъ
are the rate constants for transfer of A from solution into film, and from film into solution,
respectively. This situation yields the equation

1=1+1+1
4 *A h l?

(14.4.7)
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Figure 14.4.3 Experimental
results for the reduction of
benzoquinone (BQ) through a film
of poly(vinylferrocene) on a Pt
RDE. The reciprocal current
[normalized for the concentration of
BQ in solution: 5.82, 3.84, and 1.96
mM (top to third curves)] vs. com.
The open circles show the results for
a bare Pt RDE immersed in a
solution containing 5.82 mM BQ.
[Reprinted from J. Leddy and A. J.
Bard, J. Electroanal. Chem., 153,
223 (1983), with permission from
Elsevier Science.!



14.4 Overview of Processes at Modified Electrodes 613

where the permeation current, ip, is given by

(14.4.8)

When the flux of A across the interface, measured by /P, is large, the limiting behavior of
(14.4.6) is obtained.

The situation just discussed is sometimes called the membrane model, since the film
behaves as a membrane through which species A must diffuse to reach the substrate sur-
face. In Section 14.4.3, we will discuss the general case of film-mediated reduction of A
in terms of a zone diagram that shows how different experimental parameters affect the
observed voltammetric behavior. Within this formalism, the condition that we have just
covered, where diffusion of A through the film is totally limiting is called Case S.

(c) Diffusion of Electrons in the Film
Many potential applications of modified electrodes involve the need to distribute electrons
(or holes) throughout the structure. For example, if a given electrode process does not
proceed at the electrode surface because of slow kinetics, one might still achieve success
by placing a catalyst in the film. This is shown in Figure 14.4.1 by the introduction of a
species P to the film that can be reduced to Q at the electrode surface. We assume that A
cannot enter the film, but that electrons can move through the film by hopping from Q to
P as shown as process 2 in the figure, with electron transfer to A taking place at the
film/solution interface (process 3). Electrons might also reach the interface by physical
diffusion of Q through the film (process 5), but here we consider the situation where this
does not occur. Such would be the case, for example, when species P is an electroactive
group attached to a polymer chain incorporated in the film (Section 14.2.3), so that long
range motion of P and Q would be highly restricted. Note, however, that charge hopping
between P and Q implies the existence of counter ions in the film that can undergo some
motion to compensate charge.

Under these circumstances, the apparent rate at which Q appears to move through the
film from electrode to the outer boundary of the film depends upon the rate of the electron-
transfer reaction between P and Q. Considerations of analogous reactions in homogeneous
solution showed that such a process is equivalent to diffusion (76, 77). The apparent diffu-
sion coefficient observed for a species, DE, is composed of contributions from the physical
movement of the species (governed by its translational diffusion coefficient, D) and the
electron-transfer process. When bimolecular kinetics apply and the species can be consid-
ered as points, then DE can be estimated from the Dahms-Ruff equation,

DE = D (14.4.9)

where 8 is the distance between sites for electron transfer, b is a numerical constant
(frequently taken as тг/4 or as 1/6 for three-dimensional diffusion), and C* is the total
concentration of sites, oxidized and reduced. Similar and equivalent representations
were given for polymer films on electrodes, where charge hopping was again treated as
a diffusional process (40, 78, 79). Thus the movement of charge by electron transfer
through the polymer can be treated in terms of a diffusion coefficient, DE (sometimes
also written in the literature as D E T or Dc t), which is related to the electron-transfer ki-
netics, and should be distinguished from actual mass-transfer diffusion coefficients,
such as D and D s .

Now let us imagine an assembly in which electron diffusion carries the whole weight
of the process by which A is converted to B. We disallow the permeation of A into the
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film, so we can disregard the direct reaction of the primary reactant at the electrode sur-
face, and we have no kinetic limitations from the dynamics of partitioning or diffusion of
A in the structure. Thus we require that all electrons participating in the overall process be
transported entirely across the film, where a fast reaction of A takes place.

The maximum current arises when the concentration of electrons in the film is at its
largest possible value near the electrode surface, but approaches zero at the outer bound-
ary (because species A arrives in high flux and reacts quickly). The largest possible con-
centration of electrons is the concentration of redox sites hosting them, Cp; therefore the
maximum flux of electrons (formally a flux of Q outward, or of P inward, in the model of
Figure 14.4.1) is D^Cp/ф in moles per unit area per unit time. The corresponding electron
diffusion current,

(14.4.10)

is the principal expression of charge delivery capacity via electron diffusion in the system.
The amount of P in the film is sometimes given in terms of a surface concentration, ГР,
(mol cm" 2), Cp = Гр/ф. This limiting case is designated Case E.

A more complicated example where electron transfer within a modified layer is im-
portant is in the design of an electrode for the oxidation of glucose. This reaction pro-
ceeds at a slow rate on most electrode surfaces. Placement of glucose oxidase in a film
on the electrode allows glucose to be oxidized, but that process results in reduction and
deactivation of the oxidase. Moreover, the fact that the glucose has been oxidized, even
to the extent of one turnover, cannot be communicated to the electrode, because the
kinetics of electrooxidation of the enzyme are poor. The missing element is a means
for shuttling electrons from the reduced enzyme, wherever it might be located in the
structure, to the electrode. A happy solution is shown in Figure 14.4.4, where
Os(bpy)2(PVP)Cl2+ (representing species P) is introduced as a electron-transfer media-
tor by coordination to a polymeric matrix (PVP).

(d) Cross-Reaction in the Film
It is also possible, as in the example of glucose detection, that the cross-reaction of pri-
mary reactant with redox sites in a film, that is, the rate of the reaction of A with Q, is
rate-determining in the overall conversion of A. This is a common situation, so we need a
means for characterizing the capacity of a system to deliver charge by cross-reaction
when nothing else is limiting.

Let us imagine a system in which A partitions and permeates rapidly, so that its con-
centration everywhere in the film is the partitioned value in equilibrium with the concen-
tration in solution just outside the film. Suppose also that electrons diffuse rapidly through
the structure, so that their concentration is uniform. Finally, suppose that A does not react
at the electrode surface. In this situation, depicted in Figure 14.4.5, A is converted to В
uniformly in the film, because there is a uniform availability of electrons, reaction sites,
and primary reactant.

The maximum rate of charge delivery is defined by the maximum rate of cross-
reaction, which occurs when two conditions are satisfied. First, the potential of the elec-
trode must be sufficiently negative to leave the redox sites fully reduced (if the conver-
sion of A to В is a reduction), so that the electron concentration is Cp. Second, the
convective-diffusion outside the film must be efficient enough to bring the concentra-
tion just outside the film-solution boundary to the bulk value. Then the concentration of
A inside the film is the greatest possible value кС*.
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Figure 14.4.4 (a)
Representation of an
enzyme electrode based
on glucose oxidase
(containing FADH2

centers) and a polycationic
polymer incorporating
redox groups, R. (b) The
electron-transfer steps in
the reaction, with
approximate potentials of
the electrode and the
redox couples. [Reprinted
with permission from A.
Heller, Accts. Chem. Res.,
23, 128 (1990). Copyright
1990, American Chemical
Society.]

In most published treatments, the redox sites used to shuttle electrons are assumed to

be the same as those where A is converted to B. This assumption is valid in many real

systems and it affords a simplification, so we will use it here. The consequence is that the

electron concentration is also the concentration of reaction centers. Given a bimolecular

cross reaction, the greatest possible rate is ккС%С* in moles per unit volume per second.
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Figure 14.4.5 Schematic
concentration profiles for Case R,
where the rate of reaction between A
(solid line) and Q (dashed line) limits
the current.
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The corresponding current flow, called the cross-reaction current /k, is the product of this
rate, the volume of the film, and charge passed per mole of reaction nF,

%C% =ik = nFA<f>kKC%C% = (14.4.11)

This characteristic current is the principal index of an assembly's capacity for cross-reac-
tion. As in the previous limiting cases, the expression for the current is

^ = ̂ - + 4- (14.4.12)
4 lA *k

This limiting case is designated Case R.
The example of Figure 14.4.4 clearly shows that the species involved in shuttling

electrons need not be the same as those engaged in cross-reaction with A; hence the redox
site concentration might differ from Cp in Equation (14.4.11). Adaptation of that equation
is straightforward, although such systems might also require an explicit consideration of
the rate capacity for electron transfer between the shuttle and the cross-reaction site.

14.4.3 Interplay of Dynamical Elements

In the general case, several of the processes previously considered and illustrated in Fig-
ure 14.4.1 can contribute simultaneously to the rate of the reaction. For example, A might
be reduced in the film at a rate controlled, not by a single process, but jointly by the paral-
lel processes of its diffusion within the film and its cross-reaction with mediator Q. The
overall general mathematical treatment is more complicated than for the various limiting
cases discussed in Section 14.4.2 and requires a fuller discussion than can be given here
(80). The different processes are represented by the characteristic currents described
above:

/A mass transport rate of A in solution to a bare electrode or the outer film boundary.

i s maximum mass transport rate of A in the film, (14.4.4)

J'E maximum effective charge diffusion rate via the mediator Q in the film, (14.4.10)

/P maximum mass-transfer rate of A across the film-solution interface, (14.4.8)

/k maximum rate of electron-transfer reaction between A and Q, (14.4.11)

Schematic concentration profiles for the general case are shown in Figure 14.4.6. The
limiting current with all of the processes contributing can be obtained only by numerical
solution of the differential equations governing the system. However, in most experimen-
tal systems only one or two of the processes will be important. Which limiting case or
subcase applies (i.e., which factors are rate-determining) is determined by the relative
magnitudes of the characteristic currents, or more explicitly, by the ratios f*//* and *У*к >
where

* 4 H ] <i4Ai3)

With knowledge of these ratios, the appropriate limiting case or subclass can be deter-
mined from the zone diagram of Figure 14.4.7.

For example, consider first the case where the reaction rate between A and Q is slow,
but A can readily penetrate the film and electron diffusion in the film is rapid. This is Case
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Figure 14.4.6 Schematic concentration profiles for the general case of mediated (catalytic)
reduction of the primary reactant, A, by electrogenerated Q. The electrode is held at a potential
where all P at the electrode surface is reduced to Q, so that the concentration of Q at the
electrode surface is C* (= Гр/ф). Within the solution (x > ф), the concentration profile for A
is approximately linear. Xf and хъ a r e t n e r a t e constants for the transport of A into and out
of the film, respectively. [Reprinted from J. Leddy, A. J. Bard, J. T. Maloy, and J.-M. Saveant,
J. Electroanal. Chem., 187, 205 (1985), with permission from Elsevier Science.]
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Figure 14.4.7 Zone diagram
for different special cases
involved in the general case of
mediated reduction of a primary
reactant at a film-covered
electrode. Some of these cases
(e.g., cases S, R, E) are
discussed in the text. Cases
marked * are those that produce
linear plots of (1///) vs. a>~1/2.
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various experimental parameters
shown at the top of the figure.
Schematic concentration profiles
of the species A (dotted line)
and Q (solid line) are shown for
the different cases. [Reprinted
from J. Leddy, A. J. Bard, J. T.
Maloy, and J.-M. Saveant, J.
Electroanal. Chem., 187, 205
(1985), with permission from
Elsevier Science.]
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R in the upper right corner of the diagram, which also shows the normalized concentra-
tion profiles of A and Q (see also Figure 14.4.5). If we now consider this case as D s de-
creases, so that movement of A in the film becomes slower, we find a change in behavior,
first to Case R + S and then to Case SR. In the latter case, which often occurs in practical
studies, both the cross-reaction rate and diffusion of A in the film affect the behavior. The
relevant expressions for the various limiting cases and subcases are given in Table 14.4.1.
In this table i\ is the plateau current corresponding to reduction of A via reaction with Q
(the catalytic reaction) and i2 represents the plateau current for the direct reduction of A.
The latter is observed only in certain situations where A can penetrate the film and reach
the metal substrate before it is all consumed by reaction with Q. For example, one can see
in Table 14.4.1 that Case SR will produce a linear Kouteck/-Levich plot (l/ij vs. l/a>1/2

or l/ij vs. 1//A) with an intercept of 1//P + l/0Vs)1/2- Also, /2 = 0 for this case.
In actual studies, the problem is more complicated, since one must determine which

case applies from the experimental results, that is, // as a function of со, Гр, С*, and ф.
Procedures and diagnostic criteria are given in reference 80. Also discussed there are sev-
eral experimental studies featuring analysis of results using this approach. In addition, this
reference covers situations where the catalyst and the electron carrier are different
species, such as in the glucose oxidase enzyme electrode.

TABLE 14.4.1 Expressions for Plateau Currents in Koutecky-Levich Format for Various
Dynamical Cases in Modified Electrode Systems"

, 1 1 , Я , 1 1
'"1 /А l l P (V)1/2tanh(ik)1/2J

(/и) = 1

/ /Л1/2

1 1 Я t a n h W 1
'1 + ' 2 'A I'D ' С • \1 / 2 I

(m) = 1

t / 1 - ; A

+ { / p

 + /k}

* 1 + / 2 ~ ' А ' U P ' isS

1 1 1 '1

. 1 1/1 1 \
1Л+12 /Д lip lQj

(R + S) (R) R)

t 1 !
'1 'A

(m) = 1

i 2 = 0

i1+ 1 }
(b) = VFCX^Dsk^ + ^

(SR)

1 1 Ц

(m) = (/k/Er1 (b) = /p1

(m) = 1 (fc) = Ф/FCAKDS + /p1

(ER)

f Exhibits linear Koutecky-Levich
behavior with (m) = slope and (b)
= intercept

U Non-linear Koutecky-Levich behavior,

but a linear form is given having (m)

= slope and (b) = intercept
1

1 •, -A

(m) = (/k/E)-1 (b) =

(m) = 1 (fc) =

(SR + E) (ER + S)

'1 Ы
(m) = 0 (b) = i - 1

, 1 _ Г f s 1 1 , Г 1
T 'A L'S+'Ej ' A ' I ' S + 'E

(b)/(m) = Ф/FCJKDS + ip1

/2 = 0

- S B 1 1 M П

(E) (S + E) (S)

^Adapted from J. Leddy, A. J. Bard, J. T. Maloy, and J. M. Saveant, J. Electrocuted. Chem., 187, 205 (1985)
with permission from Elsevier Science.
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One can also consider the case where the cross-reaction is so fast that it occurs at a
single monolayer of mediator at the film/solution interface. The limiting current is then

Щ = 1/IA + {ik[l - OVIE)]}" 1 (14.4.15)

When /E > > //, this yields the same expression as that for Case R, (14.4.12).

14.5 BLOCKING LAYERS

While the previous sections mainly dealt with layers that contain electroactive species,
layers that serve to block electron and ion transport between an electrode and a solu-
tion are also of interest. These can have practical applications, for example, to prevent
corrosion of the surface or to serve as electrical insulators. Electrochemical methods
are useful in establishing how well such layers block transfer to the surface and, as dis-
cussed in Section 14.5.2, can be used to study the distance dependence of electron
transfer.

14.5.1 Permeation Through Pores and Pinholes

Consider an electrode covered with a film that has continuous pores or channels from
the solution to the electrode (Figure 14.4.1, process 6). We can ask how the electroly-
sis of a species in solution at such an electrode differs from that at the bare (unfilmed)
electrode. The answer depends upon the extent of coverage of the electrode by the
film, the size and distribution of the pores, and the time scale of the experiment. The
situation is complicated, because the pores can have different dimensions and degrees
of tortuosity, and their distribution within the film may not be uniform. Thus, theoreti-
cal treatments of such films often use idealized models. The theory for electrodes of
this type is closely related to that for ultramicroelectrode arrays (Section 5.9.3), which,
however, often involve a better-defined geometry and uniform distribution of active
sites (81, 82).

(a) Chronoamperometric Characterization
One can examine the current passed at the modified electrode during a potential step to
the diffusion-limited regime for a solution species and then compare the result to the Cot-
trell behavior at a bare electrode (equation 5.2.11). Usually simple models, like those in
Figure 14.5.1, are used.

2a p R

(a)

Figure 14.5.1 Idealized models for a surface with active sites (shaded) of radius a, spaced 2R0

apart. Shown are (a) a hexagonal array and (b) an approximation where the inactive zones are taken
as circular.
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Most often we consider the case where the fraction of the surface uncovered, (1—0),
is small, the pore radius, a, is small, and the pores are spaced far apart compared to a. This
is much like the situation shown in Figure 5.2.4. When the time scale of the experiment is
small, so that (Dt)m « a , the electrode will show a linear electrochemical response, ex-
cept that the area will be (1 - 0) times that of the bare electrode, that is, electrolysis of so-
lution species occurs directly at the substrate only within the pores of the film. At longer
times, each site will show steady-state ultramicroelectrode behavior, and the current that
results represents the sum of that from the individual sites. When the time is such that the
diffusion layers from the individual sites grow together, overlap, and merge, the electrode
behavior approaches that of the unfilmed electrode with a total area of that of the bare elec-
trode. Thus a study of the electrochemical response as the effective time scale of the exper-
iment is varied can provide information about 0, a, and the pore distribution.

Gueshi et al. (83) considered an electrode surface with uniformly distributed, circu-
lar, active regions of radius a inside hexagonal, inactive regions of total radius RQ. The
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Figure 14.5.2 Working curves for chronoamperometric (potential step) experiments at electrodes
covered with a blocking film assuming (a) pinhole and (b) membrane models. The curves are given
in terms of dimensionless parameters [the current ratio, i(r)/i^(T), and r (see text)] for different
coverages, в, or values of A = K ( D S / D A ) 1 / 2 . [Reprinted from J. Leddy and A. J. Bard, J.
Electroanal Chem., 153, 223 (1983), with permission from Elsevier Science.]
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current at such an electrode, i(t), normalized to the current at the same time at the bare
electrode, is given by (84)

Kr) 1 - erf(71/2)]} (14.5.1)
/d(T) o2 _

where T = rl(a2 - 1), a = 0/(1 - 0), т = it, and € is a function of Д the hole size and
distribution, and 0, as defined in (83). A plot of i(r)/id(T) is given in Figure 14.5.2a for dif-
ferent values of 6. Note that at short times (small r) the current ratio attains the limiting
value of 1 - 0. At long times, when the diffusion layer grows to a thickness that is large
compared to Ro, the ratio approaches unity. The location of the intermediate region de-
pends upon 0 and a, and thus a plot of /(r)//d(r) vs. t can be used to estimate these parame-
ters. This treatment assumes a thin film where the rate of diffusion of solution reactant
through the pores is rapid and no region where steady-state microelectrode behavior is ob-
served (i.e., RQ/П not very large). In many systems these assumptions do not hold, and
more complex models are needed.

The chronoamperometric behavior of the case just considered is very similar to that
seen for partitioning of the solution reactant, A, into the film and diffusion in the film with a
diffusion coefficient, D§, to the electrode surface. This is just the membrane model or Case
S considered in Section 14.4.2(b). The concentration profiles for a potential step experiment
where the concentration of A at the electrode/film interface, CpXx = 0) ~ 0 are shown in
Figure 14.5.3. The expression for the current, normalized to that at the bare electrode is (84)

22 1 -u
jti\ 1 + и

ехр(-/7т) (14.5.2)

where т = D^t/ф2 and и = K ( D S / D A ) 1 / 2 . Plots of the normalized current vs. log т, for differ-
ent values of w, are shown in Figure 14.5.2b. Note the similarity to the pinhole model curves
in Figure 14.5.2a. At short times, when the diffusion layer thickness is small compared to
the film thickness, that is, (D$i)l/2 « ф, the electrolysis occurs completely within the film
and is characterized by a diffusion coefficient, Ds, and an initial concentration, кС%. Under
these conditions the current ratio approaches K ( D S / D A ) 1 / 2 . At long times, the diffusion layer
extends well into the solution phase, and the current ratio approaches unity.

ELECTRODE MEMBRANE

c{x,t)

SOLUTION

cm

Kc*

c s

Figure 14.5.3 Concentration profiles for the membrane model of a thin film of thickness ф. Solid
lines, initial concentrations; dashed lines, after a potential step. In this figure, К is the partition
coefficient, к, identified in the text. The situation considered is for К = к < 1. [Reprinted from
P. Peerce and A. J. Bard, J. Electroanal Chem., Ill, 97 (1980), with permission from Elsevier
Science.]
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A chronoamperometric investigation of this type involved poly(vinylferrocene) films
(~1 ^im thick), where benzoquinone or methyl viologen were the solution species whose
movement through the film was studied (85). For this system, a membrane model fit the
experimental results better than a pinhole model, and values of к and Ds were estimated.

(b) RDE Studies
Given the similarity in the chronoamperometric results for the pinhole and membrane
models, we would expect that the response of a solution species at an RDE with the surface
covered by a blocking film with pores or pinholes would also be similar to that described in
Section 14.4.2(b). Indeed the form of the equation in the latter case is (80, 85, 86):

щ = i//A + mCD (14.5.3)

where the expression for the maximum current attributable to channel diffusion, /CD, de-
pends upon the details of the model used in the treatment. In one treatment (86), mainly
applicable to pinholes of average radius, a, spaced so that the distance between centers is
2RQ (with both a and Ro being of the order of the thickness of the diffusion layer), the fol-
lowing expression results:

nFAB.C^

(14.5.4)

where 8 = 1 . 6 Ш д 3 Л 1 / 2 is the thickness of the diffusion layer in solution and An is a
function of a, RQ, and xw with xn, representing the zero points of first-order Bessel func-
tions. In the limiting case where 8 > Ro, An tanh[jcn6/?0] —* ̂ n and a linear plot following
(14.5.3) would be expected.

The simple model in Figure 14.5.Ib can be used to give a simpler approximation for
/CD. Since 7ra2/rrRl ~ (1 - 0), a = R0(l - 0)m. When the site radius and spacing are
small compared to the diffusion layer thickness, so that the sites behave as a collection of
p UMEs, the expression for the total limiting current is4

ii = 4FDAC%ap = 4FDAC%pR0(l - 6)m (14.5.5)

The total electrode area, A, is PTTRQ, SO that the current density would be

Ji = FDAC%(1 - 0)m/yR0 (14.5.6)

where у is a factor that depends upon the site type and distribution. For the disk array
under consideration the following expression has been proposed (80, 87):

ji = F{\ - 0)mDAC% /O.6*o (14.5.7)

where 0 is the fractional coverage of the electrode by the blocking film and 2# 0 is the
spacing between the sites.

(c) Voltammetry
The treatments in subsections (a) and (b) pertain to conditions where the electron-transfer
reaction at the electrode surface at unblocked sites is assumed to be so fast that the surface
concentration of A is essentially zero (e.g., because the potential is sufficiently negative).
It is instructive to consider the shape of the whole voltammogram with a blocking film.

4An assumption here is that the diffusion layer at each of the pores remains small compared to 8, so that the
limiting current at each pore is not affected by the rotation of the electrode.
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The parameters that govern the shape of the cyclic voltammogram compared to that at the
bare electrode are в, v, k°, and Ro (87). Basically two factors come into play. First, for a
given total current, the current density at the active sites will be larger than that at the bare
electrode. Since the overpotential depends upon the current density, the effects of hetero-
geneous electron-transfer kinetics (e.g., the overpotential required for a given current)
will be larger at a partially covered electrode. Second, when individual sites behave as ul-
tramicroelectrodes, and they are spaced apart at a sufficient distance that their diffusion
layers do not overlap during the time of the scan, the voltammogram will represent that of
a collection of ultramicroelectrodes and produce a steady-state voltammogram. The be-
havior is shown in the zone diagram in Figure 14.5.4. The appropriate dimensionless con-
stants for disk-type active sites are:

Л =

A =

(DRT/Fv)m

0.6R0(l - в)

к0(I - в)

(14.5.8)

(14.5.9)
(RT/DFv)m

For large values of A, such as where the diffusion layer thickness is small compared
to the size and spacing of the sites, peak-shaped cyclic voltammograms result, with an ap-
parent decrease in the heterogeneous rate constant compared to that shown for the un-
blocked electrode, k®pv = k°(l — 0). If k° is sufficiently high, so that Л is large (the upper
right section of the diagram), nernstian cyclic voltammograms are obtained. If Л is small,
the voltammograms become kinetically irreversible (lower right section). For small values
of A, the behavior becomes characteristic of an ultramicroelectrode array (left side of dia-
gram) with limiting currents in the S-shaped voltammograms given by (14.5.7).
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Figure 14.5.4 Zone diagram showing the characteristic cyclic voltammograms for a blocked
electrode as a function of the dimensionless parameters A and Л and the experimental parameters (
Ro, v, and k° (indicated on the figure as k^0). [Adapted from C. Amatore, J.-M. Saveant, and D.
Tessier, J. Electroanal Chem., 147, 39 (1983), with permission from Elsevier Science.]
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14.5.2 Electron Transfer by Tunneling Through Blocking Films

By definition, mediated electron transfer of the type discussed in Section 14.4.2(c) cannot
occur in blocking films. However for very thin films, e.g., self-assembled monolayers
(SAM) of alkane thiols or oxide films, electrons can tunnel through the film and cause
faradaic reactions. This phenomenon is important in electronic devices, in passivation of
metal surfaces, and in fundamental studies of the distance dependence of the rate of elec-
tron transfer.

The basic concepts of electron tunneling were discussed briefly in Section 3.6.4, and
the equation for the effect of tunneling on the electron-transfer rate constant, obtained
from (3.6.2) and (3.6.39), can be written

k°(x) = k°(x = 0) exp(-jSjc) (14.5.10)

assuming /3 is essentially independent of potential. In some treatments the variation of /3
with energy, as implied in (3.6.38), is taken into account. The exponential decrease in the
rate of tunneling with distance and the magnitude of /3, usually on the order of 1 A" 1 , im-
plies that electron tunneling will only be important with blocking films thinner than about
1.5 nm. Indeed the tunneling current through a bilayer lipid membrane (BLM), which is a
model for a biological membrane and is about 3 to 4 nm thick, is negligibly small (resis-
tance > 108 ohm cm2). Similarly thin oxide films of metals like Та, Si, and Al are highly
resistive and can prevent electron transfer.

The formation of a blocking film on an electrode surface will decrease the capaci-
tance compared to that of the bare electrode, since the distance of closest approach of the
counter ions, d, will be increased by the thickness of the layer [see (13.3.2) and Figure
14.5.5]. The extent of blocking by the monolayer and the presence of pinholes can be as-
sessed in a number of ways (88). To obtain the aggregate area of the pinholes one can, for
example, compare the sizes of voltammetric peaks for the bare and filmed electrode (such
as those for the formation and reduction of an oxide layer on Au). To obtain the spatial
distribution, one can deposit a metal like Cu, then strip the film and perform microscopy
on the resulting surface. A frequently used procedure is to observe the chronoamperomet-
ric or cyclic voltammetric behavior of an outer sphere species like Ru(NH3)^+ in solution
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Figure 14.5.5 CV charging currents at 0.1 V/s for a bare poly crystalline gold electrode (A ~ 1
cm2) in 1 M Na2SO4 [solid line (left current scale)] and coated with a Qg alkyl thiol [coarse dashed
line (right current scale) and fine dashed line (left current scale)]. The decrease in capacitance upon
coating is by about a factor of 80. [Reprinted from H. O. Finklea, Electroanal Chem., 19, 109
(1996), by courtesy of Marcel Dekker, Inc.]
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at the electrode using the treatment in Section 14.5.1, under conditions where there is no
electron tunneling through the film.

Studies of electron tunneling have generally been of two types (Figure 14.5.6). One
involves a blocking film and electroactive molecules in solution. The other involves elec-
troactive groups tethered on the opposite end of the molecule from the attachment site,
usually in a mixed monolayer containing similar molecules without the electroactive
group (see Figure 3.6.7). The interest in both types of studies is in determining (a) how
the rate constant for electron transfer changes with distance between the electroactive cen-
ter and the conductive electrode surface, and (b) how it is affected by potential or other
experimental conditions. For these studies to be meaningful, it is important that there be
no pinholes or defects in the films allowing direct access of electroactive solution species
or tethered electroactive groups to the substrate. Moreover the films should have a well-
defined and known structure, so that the distance between substrate and electroactive
group is constant and known. Several studies discuss the effect of blocking monolayers on
electrode reactions of outer sphere reactions of solution reactants and the treatment of the
results via Marcus theory to obtain reorganization energies (Л) (88, 89). Note that in these
studies of solution species, rate constants are the typical heterogeneous electron-transfer
constants (cm/s). Fast reactions are difficult to study in this way because of mass-transfer
limitations.

Studies of tethered electroactive species are less sensitive to pinholes than experi-
ments with solution reactants and blocking layers, although heterogeneity and roughness
of the substrate and film defects can still play a role. The rate constant, k, in this case has
units of a first-order reaction (s" 1). Rate constants can be determined by a voltammetric
method as described earlier for electroactive monolayers (Section 14.3.3). In addition po-
tential-step chronoamperometry can be employed, in which case the current follows a
simple exponential decay (88, 90, 91):

КО = Ш exp(-fa) (14.5.11)

Solution

Au

SAM

Au

(b)

Figure 14.5.6 Types of experiments for studying electron tunneling through surface layers.
(a) Through a blocking layer to a species, A, in solution, (b) To an electroactive group covalently
attached to the layer. SAM = self-assembled monolayer.
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where Q = nFAT, and Г is the surface coverage of electroactive centers (mol/cm2). Cor-
rections for double-layer charging and solution resistance effects may be necessary, but
they can be obviated or minimized by use of UMEs (91). Figure 14.5.7 contains a typical
transient of this type for the reduction of Os(bpy)2Cl(p3p)3+ at a Pt UME, where (p3p) is
4,4'-trimethylenedipyridine (or ру(СН2)зру). The molecule forms an adsorbed layer via
the uncoordinated pyridine group on the p3p ligand. Because a UME was used, the exper-
iment could be carried out in the microsecond regime. After decay of the double-layer
charging current, a plot of ln[/(f)] vs. t is linear, as expected from (14.5.11), with a slope
determined by the rate constant of the reaction. The dependence of In к with overpotential
for the reduction of the adsorbed +3 species or oxidation of the adsorbed +2 species fol-
lows Butler-Volmer behavior (Figure 14.5.8) in the range of low overpotential, but devi-
ates sharply from that behavior with larger overpotentials. Note that the use of a UME and
an adsorbed layer allowed the study of a very fast reaction (k° ~ 104 s" 1), where the
equivalent reaction of a dissolved species probably would have been diffusion-controlled.
This experimental approach also permits the use of an extraordinarily large range of over-
potentials, and can therefore support quite full tests of electron-transfer theory.
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Figure 14.5.7 Top: Current transient
for a potential step at а 5-/лт radius Pt
electrode with a monolayer of adsorbed
Os(bpy)2Cl(p3p)3+ in DMF containing
0.1 M Et4NC104. The lower frames
show plots of log[z(0] vs. t for the
portion of the transient after double-
layer charging. [Reprinted with
permission from R. J. Forster and L. R.
Faulkner, J. Am. Chem. Soc, 116, 5444
(1994). Copyright 1994, American
Chemical Society.]
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Figure 14.5.8 Dependence of In к on overpotential. Circles show data for the reduction of a
monolayer of Os(bpy)2Cl(p3p)3+ and the oxidation of Os(bpy)2Cl(p3p)2+ at a Pt UME. The
external medium is 0.1 M TBAP in chloroform. Squares are for the analogous system with p2p in
place of p3p, where p2p has only two methylene groups in the bridge. [Reprinted with permission
from R. J. Forster and L. R. Faulkner, J. Am. Chem. Soc, 116, 5444 (1994). Copyright 1994,
American Chemical Society.]

Impedance spectroscopic methods and ac voltammetry can also be used, as described
in Section 14.3.7, to study electron-transfer kinetics in systems like those discussed here
(71-73).

14.6 OTHER METHODS OF CHARACTERIZATION

While electrochemical methods provide powerful and sensitive ways of studying modi-
fied electrodes to provide information about electron-transfer kinetics and film porosity,
they cannot provide information about structure or elemental composition. Thus complete
characterization requires application of many of the nonelectrochemical methods de-
scribed in Chapter 17. These encompass microscopy, high vacuum surface analysis,
Raman and IR spectroscopy, and methods based on scanning probes, the quartz crystal
microbalance, and measurements of contact angles.

Information about the structure of the film can be obtained by scanning electron mi-
croscopy and the different types of scanning probe microscopy. Elemental composition,
which is important in monitoring surface structures, can be obtained by X-ray or UV pho-
toelectron spectroscopy. IR spectroscopy has been very useful in determining the state of
organization of monolayers. A key parameter in interpreting many electrochemical exper-
iments is the film thickness, ф. This is often estimated from the amount of material on the
electrode by assuming a value for the film density. Ellipsometric methods are particularly
useful for determining ф for thin films and for monitoring film growth. The thickness can
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also be determined by profilometry, atomic force microscopy, and scanning electrochemi-

cal microscopy (SECM). In situ methods are most useful, since solvation of a dry film can

cause the thickness to change appreciably. One often assumes that the composition and

properties are uniform throughout the film, so that parameters like D$ and Z>E are con-

stants. However, in many cases, especially with thicker films, the composition and diffu-

sion coefficients may be functions of distance from the substrate or liquid interface. Few

methods can provide this type of information, however, as discussed in Section 16.4.6,

SECM can be used to probe inside a film and perform electrochemical experiments at a

tip as a function of penetration depth.
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14.8 PROBLEMS

14.1 Elliott and Murray performed chronocoulometric experiments to measure the surface excess of Tl+

at a mercury-electrolyte interface. Of interest was the influence of bromide on the adsorption. Ex-
plain how such measurements would be carried out. The results are summarized in Figure 14.8.1.
Explain the results in terms of chemical processes.

14.2 From the curves in Figure 14.3.4Z?, estimate the amount of tamy-4,4'-dipyridyl-l,2-ethylene ad-
sorbed per cm2. Assume n = 2.

14.3 From Figure 14.3.11 for weak adsorption of a reactant, estimate the ranges of v where (a) /p is pro-
portional to v and (b) where /p is proportional to vm, in terms of /30, Г о § , and Do, at 25°C and
/30C* = 1.

14.4 The amount of adsorbed О, Г о, can also be determined in a double potential step chronocoulometric
experiment from the ratio of the slopes of the curves for the forward (Sf) and reverse (5r) phases.
Explain how.

14.5 Using the data in Figure 14.3.16, calculate Do and Г о [О is Cd(II)]. Also calculate Q& and Cd in the
absence and presence of SCN~.

14.6 A thin-layer cell with a Pt electrode (area, 1.2 cm2) and a layer thickness of 40 /лт is used to de-
termine the amount of hydroquinone (H2Q) adsorbed on Pt. The cell is first filled with a 0.100
mM solution of H2Q, irreversible adsorption is allowed to occur, and a potential step chrono-
coulometric experiment is carried out to oxidize the dissolved H2Q (adsorbed H2Q is not elec-
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15 20 25

[ВГ], rr\M

35 -.10 -.20 -.30

E init vs. SCE

Figure 14.8.1 Surface excesses of Tl + at mercury in the presence of Br . The step potential was
-0.70 V vs. SCE in every case. Curve A: 1 mM Tl+, initial potential = -0.30 V. Curve B: 1 mM
Tl+, initial potential = -0.20 V. Curve C: 0.5 mMTl+, initial potential = -0.30 V. Curve D: 0.5
mMTl + initial potential = -0.20 V; Curve E: 1 mMTl+, 14 mMBr~. Arrows show saturation
with respect to precipitation of TlBr from bulk solution. [Reprinted with permission from С. М.
Elliott and R. W. Murray, /. Am. Chem. Soc, 96, 3321 (1974). Copyright 1974, American
Chemical Society.]

troactive). Oxidation of H2Q (n = 2) required 32 fiC. This solution is flushed from the cell,
which is rinsed and purged several times with fresh solution. A fresh aliquot is introduced. An-
other chronocoulometric experiment shows that 96 /xC are now required, (a) Calculate the
amount of H2Q adsorbed, Г (mol/cm2), and the area each molecule occupies, a (A2/molecule).
(b) From the structure of the H2Q molecule, what orientation of the molecule on the electrode
seems most reasonable?
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15
ELECTROCHEMICAL
INSTRUMENTATION

Electrochemical instrumentation generally consists of a potentiostat, for enforcing a con-
trolled potential at an electrode (or a galvanostat, for controlling the current through the
cell), along with a function generator, to produce the desired perturbation, and a record-
ing and display system for measuring and presenting /, E, and t. The instrument is con-
nected to the electrochemical cell, typically a three-electrode cell consisting of working,
counter, and reference electrodes. In modern instrumentation the potentiostat, as well as
amplifiers and other modules employed to condition the current and potential signals, are
analog devices constructed with operational amplifiers. Analog devices are electronic sys-
tems for handling continuous signals, such as voltages. The function generator can also be
an analog device, but often the desired signal is instead generated in digital form with a
computer and then fed to the potentiostat via a digital-to-analog converter (DAC). Ana-
log signals can be recorded on strip-chart or X-Y recorders or with an oscilloscope, but
signal acquisition is carried out more often with a computer via an analog-to-digital con-
verter (ADC). Our goal in this chapter is to explore the basis for the usual electrochemical
instruments, not to review exhaustively all approaches.

Because the chief electrochemical variables are all analog quantities (at least in the
ranges of normal interest), our first concerns are with circuitry for controlling and mea-
suring voltages, currents, and charges in the analog domain. The circuit elements best
suited to these jobs are operational amplifiers. We must explore their properties before we
can understand the way in which the amplifiers are assembled into instruments.

15.1 OPERATIONAL AMPLIFIERS

15.1Л Ideal Properties (1-7)

Operational amplifiers are devices with special properties, and are almost always found as
packaged integrated circuits. We have no interest in the contents of the amplifier; our con-
cern is strictly with its behavior as a unit in a circuit.

In Figure 15.1.1a we note that several connections must be made to the amplifier. First
there are the power lines. Usually these devices require two supplies, such as one at +15 V
and the other at —15 V relative to a common circuit point, defined at the power supplies,
called ground. Many measurements are made with respect to this point, which may or may
not be related to earth ground. In addition to the power lines, there are input and output
connections as shown. Usually one side of the output is connected directly to ground (i.e.,
is grounded). Most amplifiers are constructed so that neither input terminal must be at
ground; that is, both can be floating away from ground. The important parameter is the dif-
ference in voltage between the two input terminals. In circuit diagrams, the power connec-
tions are always understood, and the amplifier is depicted as shown in Figure 15.1.1b.

632
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+15V -15V

Inverting о
input

Noninverting о
input

Figure 15.1.1 Schematic diagrams of
operational amplifiers.

The two input terminals are labeled with signs in the manner depicted there. The top one is
called the inverting input and the bottom one is the noninverting input. The fundamental
property of the amplifier is that the output, e0, is the inverted, amplified voltage difference es,
where es is the voltage of the inverting input with respect to the noninverting input. That is,

eo=~Aes (15.1.1)

where A is the open-loop gain.
The names of the inputs come from a different way of looking at es. We could picture

the system as having two independent inputs, e- and e+, both measured with respect to
ground. The output is then

eo= -Ae- +Ae+ (15.1.2)

which is the sum of the inverted, amplified signal, e_, and the noninverted, amplified sig-
nal, e+. Equation 15.1.2 is equivalent to (15.1.1), since es = e- — e+.

The ideal operational amplifier has several important properties. First, its open-loop
gain, A, is effectively infinite, so that the slightest input voltage, es, will drive the output to
the limit deliverable by the power supply (usually ± 13-14 V). The reasons for desiring the
highest possible amplification factor will become clear in Section 15.2. For now, let us note
that if the ideal amplifier is operating in any circuit with its output anywhere in the range
between the voltage limits, then the two input terminals must be at the same voltage.

Ideal amplifiers also have infinite input impedance, so that they can accept input volt-
ages without drawing any current from the voltage sources. This feature enables them to
measure voltages without perturbing them. On the other hand, the ideal device can also
supply any desired current to its load; hence it has effectively zero output impedance. Fi-
nally, we regard the ideal amplifier as having infinite bandwidth; that is, it responds faith-
fully to a signal of any frequency.

In most discussions of circuitry, we assume ideal behavior, because it simplifies the
approach. For most electrochemical applications, available devices perform so well that
nonidealities are negligible. However, in demanding circumstances, nonideal properties
may have to be recognized.

Nonidealities (1-7)

The characteristics of operational amplifiers are discussed in many electronics texts
(2) and in the manufacturers' literature. The following are of importance:
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(a) Open-Loop Gain

Actual devices have Л values for dc signals ranging from 104 to 108. A typical figure
for a general-purpose amplifier is 105. The open-loop gain is frequency-dependent. It
declines at high frequencies, and this feature is one aspect bearing on the useful operat-
ing range.

(b) Bandwidth
The degradation in performance of real devices at high frequencies can be measured in
several ways. The frequency at which the open-loop gain becomes unity for an input
signal of small amplitude is called the unity-gain bandwidth. Depending on the pur-
pose for which the device is designed, this bandwidth may be as low as 100 Hz or as
high as 1 GHz. Typical values for general-purpose amplifiers are 5 to 20 MHz. Since
most applications of operational amplifiers are based on a high open-loop gain, the
useful bandwidth is usually one or two orders of magnitude lower than the unity-gain
bandwidth.

Another parameter describing an amplifier's limitations at high frequency is the slew
rate, which is the maximum rate of change in the output voltage in response to a large am-
plitude step at the input. Real values range from 100 V/s to 1000 V/jas. General-purpose
devices have slew rates on the order of 20 to 75 V/^s; hence the minimum time required
for a transition over their full output range would be of the order of 1 to 10 fxs.

Still a third characterization of high-frequency response is the settling time. This fig-
ure applies to an amplifier operating in a given feedback-stabilized circuit. Often a unity-
gain inverter is used (Section 15.2.2). An essentially ideal step function is applied at the
input. The settling time is then measured as the time required for the output to settle
within some defined error range (usually 0.1-0.01%) around the new equilibrium output
value. The settling time is dependent on the circuit within which the amplifier is used.

The characteristics of present amplifiers are such that one can easily obtain accurate,
reliable performance on time scales of 10 ^s or greater (i.e., bandwidths less than 100
kHz). Time scales below 10 ^ts (bandwidths above 100 kHz) can be reached with care in
circuit design and choice of components. Building reliable operational amplifier circuits
like those described below for time scales under 3 ^s is very difficult.

(c) Input Impedance
The range of input impedance in real devices is 105 to 1013 ft. General-purpose amplifiers
typically offer about 106 to 1012 ft. Higher impedances are specifically sought for more
demanding purposes, such as monitoring resistive voltage sources (like glass electrodes)
and service in integrators.

(d) Output Limits
The voltage limits of the amplifier are controlled by the power supplies. They usually are
quite close to the supply values. For most devices, the limits are ±13-14 V. Currents
will be supplied freely to a load until the current limits are reached, typically at ±5-100
mA. Special devices with larger current or voltage output limits are available, but high
output power in operational amplifier circuits is usually obtained by booster stages, as
described below.

(e) Offset Voltage
In general, a zero input voltage es will not produce zero output voltage in a practical de-
vice. Instead there is a nonzero offset at the output. Most amplifiers have a provision for
nulling the offset by an external adjustable resistor.
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(f) Other Properties
In some applications, noise and drift characteristics of the devices and their stability with
temperature may be of concern. Usually these aspects are of secondary importance in
electrochemical instrumentation.

15.2 CURRENT FEEDBACK

We have already noted that a negligibly small voltage differential at the inputs will drive a
practical amplifier to its limit; thus we almost never use the amplifier to deal with an input
signal without elaboration of the circuit. Normally the amplifier is stabilized by feeding
back part of its output to the inverting input. The manner in which the feedback is accom-
plished determines the operational properties of the whole circuit. Here our concern is
with circuits involving the routing of a current from the output to the input (1-7).

15.2Л Current Follower

Consider the circuit shown in Figure 15.2.1. The resistor, Rb is the feedback element,
through which there is a feedback current, /f. The input is a current, /in, which might be
from a working electrode or a photomultiplier tube. From the conservation of charge
(Kirchhoff s law), the sum of all the currents into the summing point, S, must be zero, and
since a negligibly small current passes between the inputs,

4 = -*in

From Ohm's law,

and, by substitution from (15.1.1),

(15.2.1)

(15.2.2)

(15.2.3)

Since the value of A is very high, the parenthesized quantity is virtually unity, and

(15.2.4)

Thus the output voltage is proportional to the input current by a scale factor determined by
Rf. The circuit is called a current follower or a current-to-voltage (i/E or i/V) converter.

The voltage of the summing point es is —eo/A, which for a typical device lies be-
tween ±15 V/105, or ±150 /JLV. In other words, S is a virtual ground. It is not a true
ground in that there is no direct connection, but it has virtually the same potential as
ground. This feature is important because it allows currents to be converted to equivalent
voltages while the current source is maintained at ground potential. We will utilize that
virtue later in building a potentiostat.

Ф" Figure 15.2.1 A current follower.
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There is an easier way to analyze this circuit than we have used here. Since we
recognize that the two inputs are always at virtually the same potential, it is intuitive
that the noninverting input is a virtual ground. From (15.2.1), we can therefore write
immediately

(15.2.5)

which is the final result.

15.2.2 Scalerflnverter

The circuit in Figure 15.2.2 differs from the current follower only in that the input current
is driven through an input resistor by the voltage ev Our previous analysis holds exactly,
but we can now reexpress /in in (15.2.5) as e-JR^ hence

(15.2.6)

This circuit is therefore a sealer, in which the output is simply the inverted input multi-
plied by the factor (Rf/R[). By choosing precision resistors, (Rf/R$ can be set at any de-
sired value, although the practical ratios for a single stage lie between —0.01 and —200.
When Rf - Rv the circuit is an inverter.

Note that the voltage source must be able to supply the input current, /in, so that the
effective input impedance of the whole circuit is Rv Typical values are 1 to 100 kfl.

15.2.3 Adders

In Figure 15.2.3, we consider a circuit in which three different voltage sources eh еъ and
e3 supply three input currents ih i2, and /3 to the summing junction, S, through separate
input resistors. The feedback arrangement is just as before. Now we write

к = ~(h + h + h)

and, since the summing point is a virtual ground,

or,

е0

R,

(15.2.7)

(15.2.8)

(15.2.9)

— Figure 15.2.2 A sealer/inverter.
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i

Figure 15.2.3 An adder circuit.

The output is therefore the sum of independently scaled input voltages. The scale factors
are again set by selecting appropriate resistors. If all the resistances are equal, we have a
simple inverting adder:

e2 + e3) (15.2.10)

Note that the fundamental basis of the addition is the summing of currents at point S.
That, in turn, is simplified because S is a virtual ground.

15.2.4 Integrators

In Figure 15.2.4, we consider a capacitor, C, as a feedback element. The input is a current
/in. Equation 15.2.1 still holds and S is still a virtual ground; therefore, we can write by
substitution into (15.2.1):

de°

or

, *

(15.2.11)

(15.2.12)

The output is a voltage proportional to the integrated input current, which is actually the
charge stored on the capacitor. Current integrators are useful in coulometric and chrono-
coulometric experiments.

Usually one desires to discharge the capacitor before starting a new measurement.
The reset switch in Figure 15.2.4 allows that.

If the charges are to be stored on С for more than a few seconds, one must take care
to minimize losses due to leakage. They mainly occur through the dielectric in the capaci-

s

_ / Reset

С
И

'in

II

e

I
"=" Figure 15.2.4 A current integrator.
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Reset

f^r
i•=" Figure 15.2.5 A voltage integrator.

tor and through the input impedance in the amplifier. One can minimize them by choosing
special capacitors and using amplifiers with very high input impedances.

An input voltage can be integrated by the circuit shown in Figure 15.2.5, where the
input current is driven by ex through the resistor R. Equation 15.2.12 still holds, and we
can substitute there to obtain

(15.2.13)

A special type of voltage integrator is the ramp generator, which involves a constant
ex. If the experiment begins with a reset condition, then

eo = 7 ^ ? (15.2.14)

Such an arrangement is sometimes used to generate waveforms for linear sweep experi-
ments. The sweep rate is controlled by the combination of e» R, and C; and the direction
of sweep is governed by the polarity of ev

15.2.5 Differentiator

In Figure 15.2.6 one sees an input capacitor and a feedback resistor, which pass currents
/in and if, respectively. Starting as usual with equation 15.2.1 and substituting for the cur-
rents we obtain,

R dt

or

(15.2.15)

(15.2.16)

The output is therefore a scaled derivative of e\ with respect to time.

I
— Figure 15.2.6 A differentiator.
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This kind of circuit finds use in highlighting inflections in voltage-time functions.
However, differentiation of analog signals tends to degrade the signal-to-noise ratio
(Problem 15.5) and is usually avoided.

15.3 VOLTAGE FEEDBACK

An alternative to feeding back a current from the output is to stabilize the circuit by re-
turning part of the output voltage to the inverting input (1-7). These circuits generally re-
quire negligible input currents and are especially well-suited to control functions and to
the measurement of voltages. Circuits based on current feedback are, by contrast, often
better suited to signal processing in the manner discussed earlier.

15.3,1 Voltage Follower

Figure 15.3.1 contains an important circuit in which the whole output voltage is returned
to the input. We treat it by invoking (15.1.1) and noting that es = e0 — ex\ thus

eo= -А(ео-е{) (15.3.1)

or

<15-3-2>
e° (ГТТ/А)

Since A is very large,

' ' (15.3.3)

This result could have been obtained intuitively by noting that the two inputs must be at
virtually the same potential.

The circuit is called a voltage follower, because the output is the same as the input. Its
function is to match impedances. It offers a very high input impedance and a very low
output impedance; hence it can accept an input from a device that cannot supply much
current (such as a glass electrode) and offer the same voltage to a significant load (e.g., a
recorder). It is an intermediary that allows the measurement of a voltage without perturb-
ing that voltage significantly.

15.3.2 Control Functions

Consider the arrangement shown in Figure 15.3.2. Because the inverting input is a virtual
ground, point A is at — ex vs. ground. The amplifier will adjust its output to control the cur-
rents through the resistors so that this condition is maintained. We therefore have a means
for controlling the voltage at a fixed point in a network of resistances, even if the resis-
tances (or, more generally, impedances) fluctuate during the experiment. This job is pre-
cisely what we ask a potentiostat to do.

I Figure 15.3.1 A voltage follower.
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Figure 15.3.2 A circuit for
controlling the potential at point A
regardless of changes in R\ and R2.
Note that the feedback circuit passes
through the voltage source, which is
shown for simplicity as a battery.

Since the current through R± must also pass through R2, the total output voltage, e0, is
io(Ri + R2).

 s ince i0 = -

= -e\
R\

(15.3.4)

This basic design can also be used to control the current through a load. Consider the cir-
cuit in Figure 15.3.3, which has an arbitrary load impedance, ZL. Since the voltage at point A
is -ev the current through the resistor, R, is i0 = -eJR. It passes through the load, too, and is
independent of the value of ZL or fluctuations in it. Such a circuit could be employed as a gal-
vanostat. The cell would simply replace the load impedance (see Section 15.5).

15.4 POTENTIOSTATS

15.4.1 Basic Considerations (1,7,8)

From an electronic standpoint, an electrochemical cell can be regarded as a network of
impedances like those shown in the equivalent circuit of Figure 15.4.1a, where Zc and Zwk

represent the interfacial impedances at the counter and working electrodes, and the solu-
tion resistance is divided into two fractions, /fo and Ru, depending on the position of the
reference electrode's contact with the current path (see Section 1.3.4). This representation
can be distilled further into that of Figure 15.4.1b.

Suppose we now incorporate the cell into the circuit of Figure 15.4.2. If the cell is
equivalent to the network in Figure 15.4.1b, then we can immediately see that the overall
circuit bears a strong analogy to the control system in Figure 15.3.2. The current through
the cell is controlled by the amplifier so that the reference electrode is always at —ex vs.
ground. Since the working electrode is grounded,

s. ref) = ex (15.4.1)

regardless of fluctuations in Z\ and Z2.

OeA

Figure 15.3.3 A circuit for
controlling the current through an
arbitrary load, ZL.
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Counter Working

Counter Working

Figure 15.4.1 Views of an
electrochemical cell as an
impedance network tapped
by connections to the three
electrodes.

Figure 15.4.1 shows that the controlled voltage, eref vs. ground, contains a portion,
iRu, of the total voltage drop in the solution. The presence of this uncompensated resis-
tance loss keeps the circuit from giving accurate control over the true potential of the
working electrode with respect to the reference, but in many cases iRu can be made negli-
gibly small by careful placement of the reference electrode (see Section 1.3.4). At other
times, the uncompensated resistance is a major factor in understanding experimental re-
sults. We will have more to say about it later.

15.4.2 The Adder Potentiostat (1,7, 8)

The potentiostat of Figure 15.4.2 illustrates the basic principles of potential control and
will accomplish that task as well as any of several other designs. Its drawbacks concern its
input requirements. First, note that neither terminal of the potential source is a true
ground; hence the function generator supplying the waveform for potential control would
have to possess a differential floating output. Most waveform sources would not meet that
demand.

Consider also the form of the desired control function. Suppose, for example, we
wish to carry out an ac voltammetric experiment involving a scan from —0.5 V. The
waveform needed at ex is shown in Figure 15.4.3. It is a complicated function and could
not be supplied simply. We must synthesize it by adding together a ramp, a sinusoid, and
a constant offset. It is generally true that electrochemical waveforms are syntheses of sev-
eral simpler signals, and therefore we need a general facility for accepting and adding
basic inputs at the potentiostat itself.

The adder potentiostat shown in Figure 15.4.4 remedies both drawbacks of the con-
trol circuit considered above, and is by far the most widely used design. Since the currents
into the summing point S must add to zero,

" I ' r e f = (15.4.2)

w k Figure 15.4.2 A simple potentiostat based
on the control circuit of Figure 15.3.2.
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Total waveform = Ramp Sinusoid Constant offset

Figure 15.4.3 Synthesis of a complex waveform. For clarity, the magnitude of the sinusoid has
been exaggerated and its frequency has been lowered, relative to the values usually employed.

and since S is a virtual ground,

4ef Vef
(15.4.3)

Note that, as before, — eref is the potential of the working electrode with respect to the ref-
erence. Thus the circuit maintains the working electrode at a potential equal to the
weighted sum of the inputs. Usually all the resistors have the same value, and one has

ewk(vs. ref) = ex еъ
(15.4.4)

The facility for addition of input signals allows the straightforward synthesis of complex
waveforms, and each input signal is individually referred to circuit ground. Any reason-
able number of signals can be added at the input. One simply requires a resistor into the
summing point for each of them.

15.4.3 Refinements to the Adder Potentiostat (1,7,8)

There are three important deficiencies in the design of Figure 15.4.4: (a) The reference
electrode must supply a significant current, z'ref, to the summing point; (b) there is no fa-
cility for measuring the current through the cell; and (c) the power that is available at
the cell is only that available from the output of the operational amplifier. Figure 15.4.5
is a schematic of a potentiostat that remedies these deficiencies. It is a design in very
common use.

A voltage follower, F, has been inserted into the feedback loop, so that the reference
electrode is not loaded by the current fed into the summing point. The follower's output,
eF, is also available externally for use with a recording device. It is a convenient continu-
ous monitor of -e w k (vs. ref).

Figure 15.4.4 A basic
adder potentiostat.
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I
Potential axis output

Current axis output

Figure 15.4.5 A full potentiostatic system based on a potential control amplifier (PC) in the adder
configuration. The booster (B) is included to improve the available output voltage. If one also
desires to boost the available current, then a second booster would have to be added to the current
follower (CF) circuit, to make it capable of handling a cell current beyond the limits of CF.

The working electrode now feeds a current follower, whose output is proportional to
the current. Note that the current follower allows the working electrode to remain at vir-
tual ground, which is an essential condition for the operation of the system.

Increased power has been achieved by inserting a booster amplifier in the output
loop. A booster is simply a noninverting amplifier, usually having low gain, capable of
delivering higher currents or higher voltages, or both, than the operational amplifier itself.
Since it is noninverting, one can consider it as an extension of the operational amplifier
such that the overall open-loop gain of the combination is A = A0AABi where the open-
loop gain of the operational amplifier is AOA and that of the booster is AB. Then (15.1.1)
applies directly and feedback principles apply as before.

15.4.4 Bipotentiostats (9,10)

Some electrochemical experiments, such as those involving rotating ring-disk electrodes
and the scanning electrochemical microscope, require simultaneous control of two work-
ing interfaces. A device that will meet this demand is called a bipotentiostat.

The usual approach is shown in Figure 15.4.6. One electrode is controlled in exactly the
manner discussed in the previous section. The circuitry devoted to it is shown in the left half
of the figure. The second electrode is controlled by the elements in the right half. There one
finds a current follower (CF2) with a summing point held away from ground by some volt-
age difference, Ae, because its noninverting input is away from ground by Ae. This circuit
uses the first electrode as a reference point for the second. We can set the first at any desired
potential, eh with respect to the reference, then the second working electrode is offset with
respect to the first by Ae = e2 — e\, where e2 is the potential of the second electrode with re-
spect to the reference. The counter electrode passes the sum of i\ and /2-

The remaining amplifiers (12 and Z2) serve as inverting and zero-shifting stages.
They allow one to supply the desired potential e2 at the input without concern for the
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Ae = e2 - ел

Potential output
electrodei

Current output Q
electrodei _J_

Current output
electrode 2

Figure 15.4.6 A bipotentiostat based on the adder concept. On the left is essentially the system of
Figure 15.4.5, which is devoted to electrode 1. On the right is a network for controlling electrode 2.
For large currents at both electrodes, boosters might have to be added to CF1 and CF2.

value of e\ (see Problem 15.7). Such a convenience is valuable when one wishes to vary
e\ and ̂ 2 independently in time.

• 15.5 GALVANOSTATS

Controlling the current through a cell is simpler than controlling the potential at an electrode,
because only two elements of the cell, the working and counter electrodes, are involved in the
control circuit. In galvanostatic experiments, one is usually interested in the potential of the
working electrode with respect to a reference electrode, and circuitry is normally added to
permit that measurement, but it makes no contribution to the control function.

Two different galvanostats can be derived from operational amplifier circuits that we
have considered above (6, 7). The device shown in Figure 15.5.1 is strongly reminiscent

• о Щ -
ее eo

I

- e w k U5. ref

Figure 15.5.1 A simple galvanostat based on the sealer/inverter circuit.
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Figure 15.5.2 A galvanostat
based on the circuit of Figure
15.3.3.

of the sealer/inverter discussed in Section 15.2.2. The cell has replaced the feedback resis-
tance Rf. Summing currents at S, we have

R
(15.5.1)

hence the cell current is controlled by the input voltage. It can be constant or vary in any
arbitrary fashion, and the cell current will follow.

This design holds the working electrode at virtual ground, and that feature is a conve-
nience for the measurement of the potential difference between the reference and working
electrodes. The voltage follower, F, gives the reference electrode's potential versus
ground, which is -£wk (vs. ref). Note by comparing Figures 15.5.1 and 15.4.1 that the fol-
lower's output has a contribution from uncompensated resistance equal to /сецЯи.

The input network can be expanded by adding resistors into the summing point to
create a system that will provide a cell current equal to the sum of input currents in the
fashion of an adder. Each input voltage source must be capable of supplying its contribu-
tion to the cell current, as one can see from Figure 15.5.1. This requirement can create
problems in systems intended for applying high currents.

In that case, the galvanostat shown in Figure 15.5.2 may be more useful. It is based
on the design of Figure 15.3.3. The arbitrary impedance ZL has been replaced by the cell.
The current through the cell is

R
(15.5.2)

and this current does not have to be supplied by the voltage source ev A drawback is that
the working electrode is off-ground by -e-{, hence the potential of the working electrode
with respect to the reference must be measured differentially. In addition, the input volt-
age ex is subject to the inflexibilities discussed earlier for Figure 15.4.2.

15.6 DIFFICULTIES WITH POTENTIAL CONTROL

The foregoing sections have outlined the principles of potential control. Here we examine
some of the difficulties that can arise in measurements with real systems.

15.6.1 Effects of Solution Resistance (6,7,11-16)

The first set of complications pertains to experiments, such as fast transient electrochem-
istry or bulk electrolysis, involving the passage of large currents. The impact of solution
resistance on such experiments is substantial and involves several considerations. In bulk
electrolysis, current flow takes place at a high level over a long term because electrode
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areas are large and mass transfer is effective. In fast transient experiments, high current
pulses are encountered because dEldt is high at some time during the measurement. At
the very least, there is a capacitive component to the current. Suppose, for example, we
wish to impose a 1-V step in 1 fis on an electrode having an interfacial capacitance of 2
^ F . The average current in that period is 2 ^C/^s or 2 A. The peak current would be
higher.

In both types of experiments, the potentiostat must have an adequate power reserve.
It has to be able to supply the necessary currents (even if they are demanded only momen-
tarily), and it must be able to force those currents through the cell. In high-current situa-
tions, the output voltage of the potentiostat is mostly dropped across the solution
resistance R& + Ru, and the requirement can easily exceed 100 V. The limits of delivery
of the potentiostat are sometimes called the current compliance and the voltage compli-
ance. The power reserve is the product of the two compliances.

Whenever currents are passed, there is always a potential control error due to the un-
compensated resistance. It was seen in Section 1.3.4 to be iRu. If a cathodic current flows,
the true working electrode potential is less negative than the nominal value by that
amount. The opposite holds for an anodic current. Even small values of Ru, such as 1 to
10 ft, can cause a large control error when substantial currents flow. This is one reason
why large-scale electrosynthesis is not usually carried out potentiostatically. In that in-
stance, controlling the current density is often more practical.

The control error in a fast experiment may be a transient problem existing only dur-
ing brief periods of high current flow. Consider a step experiment on the equivalent cir-
cuit shown in Figure 15.6.1a, in which the working interface has only a capacitance
representing the double layer. Even if an ideal control circuit exists so that eref is instanta-
neously stepped (from e.g., 0 V), there will be a lag in the true potential, etme, because iRu

is nonzero while the double layer is charging. The actual relation (see Problem 15.8) is

= eref(l - ( 1 5 . 6 Л )

The relationship between etme and evef is shown in Figure 15.6.2. Eventually etme

would reach erei as Q became fully charged and the current dropped virtually to zero.
However, the rise in potential at the working interface is governed by the exponential,

Reference
electrode

Counter electrode

Reference
electrode

Counter electrode

Working electrode }•
Working electrode

(«) (b)

Figure 15.6.1 Simple dummy cells, (a) For a nonfaradaic system, where Q is the double-layer
capacitance and Ru + R^ is the solution resistance, with Ru being uncompensated. (b) For a system
passing faradaic currents through Rf, as well as nonfaradaic ones through Сд.
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Cell time
" constant = RuCd Figure 15.6.2 The effect of the cell time

constant on the rise of the true working
electrode potential after an instantaneous
step is applied.

which is controlled by the cell time constant, RuCd. This time constant defines the shortest
time domain over which the cell will accept a significant perturbation. The picture would
not change drastically if a faradaic impedance, Zf, were placed in parallel with Q, but
then etme would never equal erei because a current would always leak through Zf and
cause a control error, iRu. This error may or may not be significant, depending on the
sizes of / and Ru (see Problem 15.9 and Figure 15.6.1b, where Zf is shown as a simple re-
sistance, Rf).

These considerations show that transient experiments will not be meaningful unless
the cell time constant is small compared to the time scale of the measurement, regardless
of the high-frequency characteristics of the control circuitry.

15.6.2 Cell Design and Electrode Placement (12,14)

The time constant RUC& can be reduced in at least three ways: (a) One can reduce the total
resistance /fo + Ru by increasing the conductivity of the medium through an increase in
supporting electrolyte concentration or solvent polarity, or through a decrease in the vis-
cosity, (b) One can shrink the size of the working electrode to reduce Q proportionally,
(c) One can move the reference electrode tip as close as possible to the working electrode
so that Ru is a smaller fraction of the total resistance /fo + Ru, which would remain the
same. All of these steps should be considered in any application, although (a) and (b) may
be restricted by other experimental concerns. For example, the chemistry of the system
may dictate the nature of the medium, and aspects of electrode fabrication may place sig-
nificant constraints on the size of the working electrode. (See also Sections 5.9 and 11.2.3.)

When high currents pass through the electrolyte, that phase is not an equipotential vol-
ume (Section 2.2.1). Thus, the interfacial potential difference between the working electrode
and the solution varies across the surface of the working electrode (Section 11.2.3). One can
therefore expect a nonuniform current density over the interface. In general, current densi-
ties will be highest at points on the working electrode at closest proximity to the counter
electrode. Nonuniform current densities imply that the effective working area is less than
the actual area by an amount related to the absolute magnitude of the current. Such a condi-
tion is clearly unacceptable for most work depending on correlation of quantitative theory
and experiment. The remedy is to design the cell so that the current paths from all points on
the working electrode are equivalent. Symmetry in the design and placement of the working
and counter electrodes is important in this regard. (See Section 11.2.3.)

The resistance between the working and counter electrodes directly controls the
power levels required from the potentiostat and the resistive heating in bulk electrolysis
that might have to be dissipated by cooling. It should be minimized by shortening the gap
between the electrodes and removing impediments to current flow (such as frits or other
separators) to the extent that is feasible within the constraints imposed by a desire for pos-
sible chemical isolation of the counter electrode or by a need for a spatial relationship
concordant with uniform current density on the working surface.
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Designing a cell for a demanding experiment is a task requiring optimization of many
factors. We have space here only to outline some of the important considerations. The in-
terested reader is referred to more specialized literature on the subject.

15.6.3 Electronic Compensation of Resistance (7,11-16)

Since uncompensated resistance causes a potential control error equal to iRu, it is logical
to attempt automatic compensation by adding into the input of the potentiostat a correc-
tion voltage proportional to the current flow. If one were lucky, it might be possible to use
a proportionality factor equal to # u , so that the potential control error would be com-
pletely removed. This idea is the basis for positive feedback compensation schemes, the
most common version of which is implemented in the circuit of Figure 15.6.3. The system
is identical to the refined adder potentiostat of Figure 15.4.5, with the exception of the
new feedback loop connecting the current follower to the potential control amplifier. The
potentiometer selects some fraction/of the current follower's output for application to the
input network; hence the feedback voltage is —ifRf.

From the discussion in Section 15.4.2, we know that the working electrode's poten-
tial is then1

ewk (vs. ref) = ex + e2 + еъ - ifR{

The true working electrode potential versus the reference is

= el + e2 + e3 iRu

(15.6.2)

(15.6.3)

and this differs from the desired sum of the signal inputs e\ + e2 + eo, by the control error
i(Ru — fRf). The effect of the feedback loop has been to reduce the uncompensated resis-
tance by the amount fRf.

These considerations suggest that we might be able to set fRf exactly equal to Rn and
achieve total compensation. They also indicate that almost any degree of undercompensa-
tion or overcompensation is available.

Feedback control -4r

Figure 15.6.3 An adder potentiostat with positive feedback compensation.

]Note that i adheres to our usual definition for this discussion. Cathodic currents are positive.
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In practice, there are problems with this scheme, because the elements of the cell and
the amplifiers in the control circuit introduce phase shifts. Thus, there are significant time
lags in the application of a correction signal, the establishment of a correction, and the
sensing that the correction has been applied. These delays can cause the whole feedback
system to overcorrect for changes in the input signal ex + e2 + еъ. Effects such as over-
shoot and ringing are manifestations. In severe cases, the potentiostat will break into a
high-frequency oscillation and therefore lose control completely over the cell. For reasons
that are not obvious and that are too detailed for this treatment, potentiostats may require
some uncompensated resistance to achieve stability. Total compensation is impractical
when this is true.

In addition, there is a problem in knowing the value of Ru. The quick-and-dirty
method of electronic compensation is to set the potential at a value where faradaic
processes do not occur and to increase/with the potentiometer until the potentiostat starts
to oscillate. Then/is decreased to a value about 10-20% below the critical/so that stabil-
ity is reestablished. Since the critical / may lie either below or above full compensation,
depending on the electronic properties of the whole system (cell plus potentiostat), this
method must be used with care. Moreover, there is some danger that the test solution or
the working electrode will undergo undesirable reactions (get "cooked") during the oscil-
lation period.

It is preferable to measure Ru and to use the measured figure as the basis of compen-
sation. There are a number of ways to determine Ru. One can use an impedance method
like that discussed in Section 10.4.1. Another approach is the interrupter method, where
the current flowing during a faradaic reaction is switched off for a few microseconds (i.e.,
the cell is taken to open circuit), and the instantaneous change in the potential, as the cur-
rent drops to zero, is used to find iRu. This method is based upon the fact that the relax-
ation of potential from faradaic processes and diffusion is slower, so that the
instantaneous change in potential can be totally assigned to iRu. A method (15) that is
used with computer-controlled potentiostats (Section 15.8) involves the application of a
small potential step (e.g., AE = 50 mV) in a potential region where no faradaic reaction
occurs. If the only current that flows in this region is charging current, the current re-
sponse should be

i(0 = (A£/#u) exp(-;/i?uQ) (15.6.4)

Automated analysis of the data according to this equation, such as by computing the lin-
ear regression of In /(0 vs. t, can be used to extract Ru and Q (see Problem 15.12). Once
Ru is known, one can adjust the value of / in the positive feedback circuitry to approach
unity in a systematic way while testing for early indications of potentiostatic instability.
All of this can be done automatically with computer-controlled instruments.

The details of this subject and discussions of alternative approaches to compensation
are covered in several good reviews (11, 12, 14-16). A reader involved in experiments re-
quiring compensation should consult them.

Another source of uncompensated resistance, which can be important when high cur-
rents are passed or when the cell resistance is small (e.g., 0.1 ft), is the contact resistance
where the working electrode lead attaches to the working electrode. In many cases, espe-
cially where alligator clips are used, a contact resistance, i?c, of up to 0.3 ft can exist.
While this resistance is of little consequence at low currents, at higher current levels, iRc

can be significant. Contact resistance also exists at the reference and counter electrodes,
but is usually of no consequence, since very small currents are drawn from the reference
electrode and resistance at the counter electrode only means that a higher voltage is
needed from the potentiostat. The working electrode contact resistance can be compen-
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sated by the addition of a fourth lead, called a high-current or sensing lead, that clips on
to the working electrode lead but draws no current. This lead allows the instrument to
measure the voltage drop between its attachment point and ground (iRc), so that iRc can be
subtracted from the reference potential in a manner analogous to the compensation of iRu.

; 15.7 MEASUREMENT OF LOW CURRENTS
The increased use of UMEs and studies of electrochemical devices with (xm- and nm-size
features have led to the necessity of measurements at the pA, or even f A, level. Work with
low currents involves some special considerations (17). Noise, including pickup from
stray electromagnetic fields, becomes very important, and it is necessary to take steps to
minimize this interference (18). In most cases with low current measurements, the electro-
chemical cell is enclosed in a Faraday cage, which is a grounded metal or screen box serv-
ing to shield the cell from stray fields. An operational amplifier selected for low input
current (low bias current) is used for the current follower. Amplifiers with input currents
of 25 fA are available. The time constant for a current follower circuit, such as that dis-
cussed in Section 15.2.1, is RfCs, where Q is the stray shunting capacitance. Methods to
compensate for Cs are available (17). It is important to minimize stray currents generated
by vibrations creating static charges, by the movement of cables in the earth's magnetic
field, and by electrostatic coupling to charged bodies or wires carrying current (17). Be-
cause large feedback resistors are needed to measure small currents and because the stray
noise often necessitates filtering or integration of the transduced signal, measurements of
small currents are especially difficult at high speed. Moreover, low currents at short times
produce few electrons (Problem 15.13), a fact that implies significant uncertainty in mea-
sured values.

Commercial electrochemical instruments that measure currents down to 1 pA are
available. To reach the nA and pA current ranges, conventional electrochemical instru-
ments frequently are used in concert with a current amplifier, which is a module consist-
ing of a current follower and an inverter (Figure 15.7.1). This device is placed between
the working electrode and the corresponding lead from the potentiostat (which usually is
the input to another current follower, CF) (19). The amplification factor is Rf/R0, where Rf
is the feedback resistance of the first amplifier and Ro is the output resistance (to CF).

Still smaller currents can be measured with commercial electrometers that can reach
the f A regime. Most electrometers operate in the current feedback mode and maintain the
input at virtual ground, so one can easily preserve the integrity of the potentiostatic sys-
tem simply by connecting the working electrode to the input of the electrometer and es-
tablishing a common ground between the potentiostat and the electrometer. The normal
working electrode lead of the potentiostat is not used in this configuration, and the output
of the electrometer is fed to the recording system in place of the output of the current fol-
lower in the potentiostat.

An important advantage in low-current measurements in electrochemical systems, as
discussed in Section 5.9, is that uncompensated resistance is usually not important, so that
two-electrode cells can be employed. This simplifies cell design and can help to minimize
stray currents and pickup. Figure 15.7.2 illustrates a typical configuration, in which a
function generator is directly connected to the reference electrode. The working electrode
is maintained at virtual ground, so the function generator has a potentiostatic effect. It
need only be able to supply the desired waveform and the required current through the
cell. The counter electrode shown in the diagram is not essential and is not present in a
true two-electrode system. It is often a useful addition, because it can be much larger than
the UME used as a working electrode, so that its capacitance can handle most of the cur-
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I 1OOpf

+15V -15V

+15V -15V

Figure 15.7.1 A low-current transducer for insertion between the working electrode and the current
follower (CF) of a potentiostat. Depending on which feedback resistor is chosen in the first stage, the
amplification factor in this system is 102, 103, or 104. The capacitors in the feedback loops provide
some filtering (time constant, 100 ^s). An inductor-capacitor network was inserted in each power
supply connection to minimize noise coupling. [Reprinted with permission from H.-J. Huang, P. He,
and L. R. Faulkner, Anal. Chem., 58, 2889 (1986). Copyright 1986, American Chemical Society.]

Transduced
Current Output

Current Follower

Figure 15.7.2 Alternative configuration for use with an ultramicroelectrode. The function
generator produces the desired waveform and controls eref vs. ground, which is — Ewk vs. the
reference electrode. The current at the working electrode is transduced to a voltage using a current
follower in the usual manner.
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rent required at the reference/counter terminus. This feature spares the reference electrode
from being gradually polarized over time by the accumulated effects of current flow, and
it can improve the response of the system to current transients.

• 15.8 COMPUTER-CONTROLLED INSTRUMENTATION

Most electrochemical instrumentation now utilizes a microprocessor for signal generation
and data acquisition, and a personal computer for interaction with the operator, overall ex-
perimental management, and analysis and display of results. While the use of computers
for control of electrochemical experiments dates from the 1960s (20-23), the expense of
the earlier equipment, its very modest performance, and the significant effort needed to
interface to the experiment (in terms of both hardware and software) discouraged wide-
spread use. The advent of inexpensive and powerful personal computers has led to their
extensive utilization for signal generation and data acquisition in commercial and home-
built electrochemical instruments. Although it is possible, in principle, to construct poten-
tiostats that operate via digital feedback, almost all electrochemical instruments still
utilize analog electronics based on operational amplifiers for potentiostats and voltage and
current followers. The computer is used to generate signals, replacing analog function
generators, and to acquire and display the data, replacing recorders and oscilloscopes.

Computers are versatile for generating complex waveforms (24). These are first cre-
ated as numerical arrays in memory, then the number sequences are clocked out to a digi-
tal-to-analog converter (DAC) (2, 3), which produces an analog voltage proportional to
the input digital number. This analog voltage is then applied to a potentiostat based on the
adder design (Section 15.4.2). A good example is described in Section 10.8. The wave-
form in Figure 10.8.2/would be extremely difficult to synthesize in the analog domain
(21, 22). Another example is the potential program for differential pulse polarography,
shown in Figure 7.3.9. Analog generation of this function usually involves adding a slow
ramp to the desired voltage pulses. The value of dEldt is then never zero and one always
has a charging current from that source. A computer can easily generate a more ideal
waveform.

Computers are also used to control timing of different phases of experiments (e.g.,
deaeration of solutions, stirring, and growth of a mercury drop) and are well-suited to the
performance of a series of experiments without operator attention.

In data acquisition, the electrochemical responses (potential, current, or charge) are
recorded at fixed time intervals by digitizing them with an analog-to-digital converter
(ADC) (2, 3). The input to the ADC, such as from the current follower, produces a num-
ber each time a conversion is triggered. These numbers are stored as an array in computer
memory. The accuracy of the conversion depends on the number of bits produced for the
given input voltage. An 8-bit converter (maximum accuracy of 1 part in 255) can make
conversions at rates down to 3 ns/point. Conversions of 12-bit (maximum accuracy of 1 in
4095) require a time on the order of 1 /xs/point. The maximum rate of data acquisition
also depends upon the speed of the computer and the time needed to store a point in mem-
ory. Very fast rates can be obtained with a transient recorder, which is basically a fast
ADC and streamlined memory logic. The signal is digitized and stored in the memory and
then can be read out of memory by a computer at a rate suited to the computer. A digital
oscilloscope is a type of transient recorder. Current equipment can acquire data at times
below 1 ps/point at 14-bit resolution. Note that in employing digital data acquisition, it is
important to optimize the signal levels with respect to the maximum resolution of the
ADC. For example, if the ADC has an input voltage range of 0-1 V and produces corre-
sponding numbers over the range of 0-1023, than its maximum resolution is 1 part in
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1023 (i.e., 10-bit resolution). Recording signals over only a fraction of the operating range
will yield a degraded resolution (e.g., only 1 part in 100 or less for signals of 0-10 mV).
Under these conditions, data that should be continuous functions can appear as a series of
steps. Depending on the noise level in the input signal, one can often alleviate this quanti-
zation effect and obtain both better accuracy and better precision by making multiple sam-
ples and conversions, then averaging the results.2

Several instruments built around computers are available commercially, such as from
Bioanalytical Systems, CH Instruments, Cypress Instruments, and Eco Chemie. A block
diagram of a typical instrument of this type is shown in Figure 15.8.1. It contains the basic
features described above and in other discussions of "cybernetic" electrochemical instru-
ments (25, 26). The major advantages of computer-based systems are found in their abili-
ties to manage experiments with some intelligence, to store large amounts of data, to
manipulate the data in complicated, often automatic, ways, and to present the results in a
convenient format (e.g., as plots suitable for publication or for presentations). The data
analysis function is particularly important, since very complex schemes can be applied
(20-23). A good example is the Fourier analysis discussed in Section 10.8. Other possibil-
ities include digital filtering, numerical resolution of overlapping peaks, convolution, sub-
traction of background current, and digital correction for uncompensated resistance.

Computer
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Converter
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Figure 15.8.1 Block diagram of typical computer-controlled electrochemical instrument [based on
the CH Instruments Model 600A]. The waveform synthesizer produces the desired scan signal (e.g.,
a triangular wave), and the D/A converter generates a dc bias signal. These two signals are fed to the
adder potentiostat. The analog output (Aux. Functions) creates various operational signals, such as to
dislodge drops in a SMDE or to control stirring, deaeration, and RDE rotation rates.

2Consider a measurement system that digitizes a 0-10 V input signal with 8-bit resolution. Upon sampling the

input voltage, this system transforms the signal to a number in the range of 0-255; thus it has a resolution of

10/255 V, or 39.2 mV. Now suppose a noise-free signal of 3.92 V is presented to the input. Repeated

measurement will always give the digitized result of 100 on the scale of 0-255. Of course, averaging the

repeated measurements will produce the same. In fact, the identical outcome will arise for all input voltages in

the 39-mV band bracketing 3.92 V. If noise is added to the signal, the behavior will not change as long as the

noise remains small compared to the quantization level, because the signal always remains in the quantized

band. On the other hand, noise greater than the quantization level leads to digitized values that are not uniform,

so repeated sampling and averaging gives results on a scale where the quantization is smaller by a factor of n,

where n is the number of averaged samples. Thus, the noise can actually be used to bring about a more

continuous measurement scale.
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Digital data can also be manipulated by spreadsheet programs and can be imported into
digital simulation programs for comparison to theoretical curves.

While computer-based instrumentation offers unparalleled convenience and versa-
tility, a word of caution is appropriate, because the operation of such instruments is
often in a "black-box" mode. Details about how the data are acquired and then
processed are often lacking. The user should periodically calibrate the instrument to en-
sure that currents and potentials are measured or controlled accurately within specifica-
tions. This can be done easily with a standard resistor or a dummy cell. Moreover, it is a
good idea to check the response time of the instrument in situations where it might in-
fluence recorded results. Cybernetic instruments typically employ software-controlled
electronic filtering in some circuits, such as the current follower; hence the instrumental
time constant varies according to the experiment. The internal software normally uses a
criterion that keeps the instrumental time constant an order of magnitude, or more,
shorter than the characteristic time of the experiment, but an exceptionally sharp feature
(e.g., a voltammetric spike or a sharp step-edge) can be distorted when recorded under
conditions that would be safe for normal responses. These instruments usually allow the
operator to override automatic filtering and to make other choices (including worse
ones). One way to understand the effects of filtering in a given situation is to try differ-
ent manual options and to examine the effects on results. In a similar manner, one
should also be aware of the methods by which the instrument's software might treat the
raw data, such as by averaging or algorithmic filtering, before results are displayed.
Often software-based data treatments are electable by the operator. If so, it is worth-
while to experiment with the possibilities to define circumstances where they begin to
distort the data significantly.

For experiments outside the scope of commercial instruments, one can relatively
straightforwardly construct a specialized electrochemical instrument centered on a digital
computer. The interfacing to the analog electronics is most conveniently accomplished
through a commercial data acquisition (DAQ) board that plugs into an available slot in
the computer. Such boards usually contain several DACs and ADCs, digital input and
output (I/O), timing functions, and triggers. Alternative approaches are based on a GPIB
(IEEE 488) or serial (RS-232) interface between the computer and the analog circuitry.
Instrument software is needed to manage the application of signals and the acquisition of
data. This can involve programming in a conventional computer language, such as C+ + .
It is generally more convenient to use a higher graphical programming language, such as
Lab View (National Instruments) that allows the assembly of "virtual instruments" by ma-
nipulation of graphical symbols. Quite powerful systems can be constructed in a relatively
short time with a DAQ board and operational amplifier signal-conditioning circuits (or an
available analog potentiostat).

r 15.9 TROUBLESHOOTING ELECTROCHEMICAL SYSTEMS

We offer here some simple guidelines for checking an electrochemical system (instru-
ment and cell) and isolating a problem, when the system does not seem to be produc-
ing the proper response. We assume (a) a three-electrode cell (e.g., Pt working
electrode, Pt counter electrode, and SCE), (b) and an electrochemical instrument set up
for cyclic voltammetry (e.g., as shown in Figure 15.4.5) at a scan rate of 0.1 V/s, and
(c) a solution containing electrolyte and an electroactive species that should show a
near-nernstian response. A typical system might be 5 mM Ru(NH3)6

+ in 0.1 M KC1,
which should produce a nice, reversible CV response at about —0.19 V vs. SCE at
most working electrodes (Pt, Au, Hg). If the resulting current-potential response is ab-
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sent (/ remains at zero or is constant with E over the expected potential range (e.g.,
+0.3 to —0.5 V with the above system) or is anomalous [e.g., is excessively noisy,
does not show a well-behaved peak, or is otherwise "strange" (perhaps showing a high
slope or excessive capacitance)], one can follow the procedure outlined below to try to
isolate the problem. We assume that the instrument has been checked to make sure that
the proper current range for the electrode and the correct voltage range to encompass
the redox species of interest have been selected. As a rule of thumb, the expected peak
current in CV for a one-electron reaction at a scan rate of 0.1 V/s is about 200 /лА/ст2

electrode area/mM concentration. For a UME, the analogous figure is about 0.2
radius/mM concentration.

1. With the electrochemical instrument turned off, disconnect the cell and re-
place it with a 10 Ш resistor (dummy cell), with the reference and counter
electrode leads connected together on one side of the resistor and the working
electrode lead connected to the other side. Scan from +0.5 to -0.5 V with the
sensitivity of the instrument set for currents of about 100 [лА. The resulting
scan should be a straight line that intersects the origin with maximum currents
of ±50 /лA.

A. The correct response is obtained. This means the electrochemical instru-
ment and the leads and connections are OK, and the problem lies in the
electrochemical cell. (Go to 2.)

B. An incorrect response is obtained. There is a problem with the instrument
or leads. (Go to 3.)

2. Reconnect the cell, but connect both the reference and counter electrode leads to
the counter electrode and the working electrode lead to the working electrode.
Run the potential scan. The response should now resemble a typical voltammo-
gram, but shifted in potential and distorted from a nernstian response.

A« This response is obtained. The problem lies with the reference electrode. (In
the experience of the authors, most cell problems arise from bad reference
electrodes.) Check to make sure the electrode salt bridge is not clogged and
is immersed in the solution, that no air bubble is blocking the end of the salt
bridge, and that the wire to the reference electrode is making proper con-
tact. If none of these problems is found, replace the reference electrode with
a quasi-reference (e.g., a silver wire) and see if a good voltammogram is
obtained. If so, replace the reference electrode.

B. This response is not obtained. Make sure both the counter and working
electrodes are immersed in the solution and that the internal electrode leads
are intact (use an ohmmeter to check continuity between lead and elec-
trode). If the response obtained is generally satisfactory, but the waves are
drawn out or otherwise strange, the problem may be with the working elec-
trode surface. Go to 4.

3. Disconnect the leads between the instrument and the cell and replace with an-
other set of leads or check the continuity between the instrument connector and
the cell connection on either side of each lead (working, reference, counter). If
the problem is not in the leads, then the instrument is at fault and must be ser-
viced.

4. The problem may be with the working electrode surface. For example, it may
contain a layer of polymer or adsorbed material that partially blocks or changes
its electrochemical response. A solid electrode can be reconditioned by polishing



656 * Chapter 15. Electrochemical Instrumentation

it with 0.05 fxm alumina and then carefully washing it (sometimes with sonica-

tion). A Pt electrode can be cleaned and "activated" by cycling it in 1 M H2SO4

between potentials where hydrogen evolution occurs and potentials where oxy-

gen evolution occurs, ending with the cathodic phase. After several cycles, the

voltammogram of the Pt electrode should resemble that in Figure 13.6.1. Prob-

lems with working electrodes sometimes involve poor metal-to-glass seals that

leave a gap and can result in a sloping baseline. Poor contacts between the inner

electrode lead and the Pt can result in high resistances. A thin glass wall between

the internal lead connection (e.g., solder or silver epoxy) and the solution can

lead to high capacitances. Excessive noise can be caused by poor contacts either

to the electrodes or at the instrument connector, or by pickup on the leads or in

the cell. The latter problem can be corrected by making the leads shorter and

placing the cell in a Faraday cage.
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15.11 PROBLEMS

15.1 Consider a voltage follower circuit with the input leads reversed so that the feedback loop involves
the noninverting input. Derive a formula linking the output e0 to the input ev Is e0 defined for any
condition (e.g., any frequency)? Suppose the amplifier is at an equilibrium condition and a sudden
positive change is made in ev Would e0 converge on a new equilibrium value, given a finite delay in
the response of eo to e{l Answer these same questions for the conventional voltage follower. Is it
now clear why the feedback involves the inverting input?

15.2 Devise an operational amplifier circuit that will integrate the sum of two input signals. Only one
amplifier is required.

15.3 Suppose you wanted a ramp generator with a facility for stopping the sweep at any point and hold-
ing a constant output until the sweep is to be resumed. How could you fabricate such a device?

15.4 Current followers often feature a capacitor in parallel with the feedback resistor. What is its effect?
Is it useful?

15.5 Suppose you have an input signal with information at co/2ir = 10 Hz and noise at о)/2тг = 60 Hz;
for example,

e{ = 10 sin 2<rr(lO)t + 0.1 sin 2тг(60)Г

What is the signal-to-noise ratio in e{! To what extent is the ratio degraded by analog differentia-
tion? Calculate the improvement upon integration. Is there an optimal RC product for either differ-
entiation or integration?

15.6 Consider the adder potentiostat of Figure 15.4.5. What would be the effect of adding a capacitor be-
tween the summing point and the booster output? Explain the mechanism for the effect by consider-
ing currents at the summing point. When might this arrangement be useful?

15.7 Show that amplifiers 12 and Z2 in Figure 15.4.6 place a voltage e2 — e\ at the noninverting input of
CF2. What is the output of CF2?

15.8 Derive a formula describing current flow in the dummy cell shown in Figure 15.6.1a on application
of a step in e r e f from 0 V to an arbitrary value eref. Derive equation 15.6.1 from your result.

15.9 Derive a formula describing current flow in the dummy cell shown in Figure 15.6.1Z? upon applica-
tion of a step in e r e f from 0 V to an arbitrary value erQf. Derive an equation for the true potential dif-
ference between the reference and working electrodes corrected for the drop through Ru. Is the cell
time constant still a factor controlling the rise of £true?

15.10 What would happen to the working electrode potential if the output of the current follower in Figure
15.4.5 reached its voltage limit under a heavy current load? Suppose this happened during a poten-
tial step. What would the effect be on the rise of the true potential difference between the working
and reference electrodes?

15.11 An alternative potentiostatic circuit is shown in Figure 15.11.1. Explain its operation. What simple
amplifier circuit is it based on? Evaluate its strong and weak points relative to the simple circuit of
Figure 15.4.2 and the adder design of Figure 15.4.4. Design a potentiostatic system equivalent to
that of Figure 15.4.5 on the basis of this circuit.

Figure 15.11.1 An alternative
potentiostatic circuit.
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15.12 A cell with a 0.1 cm2 area working electrode is subjected to a 50-mV potential step in a potential re-
gion where no faradaic reaction occurs. After 1.0 ms, the current is 30 \xA and after 3 ms, the cur-
rent is 11 /xA. What is the magnitude of the uncompensated resistance, Ru, and the double-layer
capacitance, Cd?

15.13 How many electrons flow when a current of 1 pA passes for 1 JJLS? DO you think this current could
be measured?



CHAPTER

16
SCANNING PROBE

TECHNIQUES

16.1 INTRODUCTION

The electrochemical methods discussed in the previous chapters can provide a wealth of
information about the electrode-electrolyte interface and the processes that occur there.
However these methods are typically macroscopic ones, that is, they are based on mea-
surements over large areas compared to the size of a molecule or the unit cell of a crystal
surface. To provide structural information about the electrode, surface microscopic meth-
ods are needed. In Chapters 16 and 17, we consider a number of other techniques that
supplement the purely electrochemical methods. This chapter is devoted to scanning
probe methods, and the next describes spectroscopic and other methods.

We would like a microscopic view of the electrode surface at several different levels
of resolution. The optical microscope's resolution is limited by the wavelength of visible
light, but can still provide useful information about the electrode surface at the microme-
ter level. For example, UMEs are frequently examined under an optical microscope to de-
termine the shape and the effects of polishing on the surface. Much higher resolution can
be obtained by scanning electron microscopy (SEM). However, the usual equipment re-
quires that the sample be in a vacuum (i.e., SEM is an ex situ technique, where the elec-
trode must be removed from the electrochemical environment), and this makes it
somewhat less useful for studying structures that may form on an electrode surface during
an electrochemical reaction, but may not remain stable in a gaseous or vacuum environ-
ment. The invention of scanning tunneling microscopy (STM) by Binnig and Rohrer in
1982 provided a new, high-resolution, tool for looking at surfaces (1), and their achieve-
ment was quickly recognized by the Nobel Prize. Later work showed that STM could be
used in liquids and in electrochemical cells (i.e., it could be used as an in situ technique).
Other forms of scanning probe microscopy, like atomic force microscopy (AFM), provide
complimentary information about electrode surface topography and surface forces. Scan-
ning electrochemical microscopy (SECM) can be used to probe surface reactions and also
serves as an electrochemical tool. The principles and electrochemical applications of
these different methods to electrochemical problems are described in this chapter.

16.2 SCANNING TUNNELING MICROSCOPY

16.2.1 Introduction and Principles

The STM is useful for studying surfaces, particularly well-defined and atomically smooth
surfaces. It is probably the only technique available that can provide true atomic resolu-
tion of electrode surfaces in an electrochemical environment. The technique is based on

659
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measurement of the tunneling current that flows between the electrode surface and a sharp
metal tip (W or Pt) as the tip is brought close to the surface and scanned across it (Figure
16.2.1). Tunneling is a form of electronic conduction that occurs when the tip is so close
to the surface that the wave functions of the tip overlap those of the substrate atoms. This
current flow is not based on a faradaic process and does not produce a chemical change.
The simplified expression for the tunneling current, /tun, is

«tun = (constant)Vexp (-20*) = V/Rtun (16.2.1)

where Vis the tip-substrate bias, x is the distance between tip and surface, /3 ~ 1 A" 1 , and
Rtun is the effective resistance of the tunneling gap, typically 109 to 1011 ohms (see also
Sections 3.6.4 and 14.5.2). In more detailed discussions and derivations of the tunneling
current equation (2-4), the pre-exponential constant is related to the overlap of the density
of states (filled and vacant), and /3 depends on the energy barrier between tip and sample,
which is related to the work function of the sample. Appreciable (pA to nA) currents flow
only when the tip is closer than a few nanometers from the surface under a bias of milli-
volts to a few volts. STM is generally used in the constant current mode, in which one ob-
tains an image of a surface by moving the tip in the z-direction until a tunneling current
flows and then scanning the tip across the surface (in the x-y plane) while maintaining the
current constant by moving the tip up and down, that is, by varying z.

The movement of the tip is controlled by piezoelectric elements ipiezos) whose di-
mensions depend upon the voltage applied to them. Thus the movement of the tip in the z-
direction is controlled by the z-piezo voltage, and the constant current mode image
consists of a plot of this voltage as a function of x and у position (varied by scanning the
x- and j-piezos). The observed STM image basically consists of a topographic trace of the
surface, affected, however, by any local variations in work function on a surface consist-
ing of several different materials. A typical STM image is shown in Figure 16.2.2a as a
topographic plot. More frequently, however, the results are presented as a color- or gray-
scale image, where different heights are plotted as different shades or different colors, as
in Figure 16.2.2b. The spacing between tip and substrate is controlled by the applied bias
and the set constant current level. A small bias and a high set current results in the tip
moving very near the surface and this is needed for a high-resolution image.

To obtain high-resolution STM images, the tip must be very sharp; its movement must
be controlled within fractions of an A; and thermal changes and vibrational movements
must be avoided. Atomically sharp tips can be obtained by electrochemical etching or by ju-

z piezo

Tip

(a) (b)

Figure 16.2.1 (a) Representation of tunneling between tip and sample atoms. Shaded portions
denote electron distributions, (b) Tip attached to three piezo elements used to position the tip and
scan it across a surface.



16.2 Scanning Tunneling Microscopy 661

(a)

Figure 16.2.2 (a) Topographic plot and (b) gray-scale image of the same 200 nm X 200 nm
region of a Au(l 11) film on mica, imaged at +0.7 V vs. NHE in 5 X 10" 5 M HC1, 0.1 M HC1O4.
[Reprinted with permission from D. J. Trevor, С. Е. D. Chidsey, and D. N. Loiacono, Phys. Rev.
Lett, 62, 929 (1989). Copyright 1989, American Physical Society.]

dicious snipping of small wires. The piezo-elements that control tip movement have dimen-
sions that can be controlled to a resolution of better than 0.1 A. Vibrations can be minimized
by proper design of the STM microscope head (usually by making the size of the tip and
piezo assembly small, so that its resonant frequency is higher than those of typical building
vibrations) and by mounting the head and sample on a system that damps those vibrations.

An important aspect in the design of an STM is the method used to provide for coarse
approach, whereby the tip is brought to the sample surface within range of the z-piezo
travel (typically several /mi). This is usually accomplished by a stepping motor or inch-
worm (a piezo-based device that by repeated extensions and clamping steps can move
over a large distance) and with the aid of an optical microscope. The attainable resolution
in STM usually depends upon the tip shape, which can be judged by noting the STM
image obtained on standard samples, like HOPG or single-crystal gold.

It is also possible to obtain images by measuring /tun with the z-piezo maintained at a
given voltage (the constant height mode). However this mode is only useful for very
smooth samples, since any small obstruction on the surface would result in a tip crash.

16.2.2 Electrochemical Applications

In electrochemical STM (ESTM), the working electrode is mounted horizontally at the
bottom of a small cell that contains auxiliary and reference electrodes. The scanning tip is
held above the working electrode (Figure 16.23). The potentials of the working electrode
(£we) and the tip (Et) are controlled independently with a bipotentiostat (Section 15.4.4),
where Zswe is selected to produce the reaction of interest and Et is adjusted to give the de-
sired bias. Because only the tunneling current is of interest in STM, electrode reactions
that occur at the tip are undesirable. Thus, in ESTM (as opposed to ex situ STM in air or
vacuum) the tip is coated with glass or polymer, with only a very small area at the very
bottom portion left exposed. The actual exposed area can be estimated, if necessary, by
using the tip as a UME, noting the magnitude of the limiting current in a known solution,
and applying equation 5.3.11. The tip potential is also chosen to be in a region where elec-
trode reactions do not occur. The thickness of the electrolyte layer over the working elec-
trode must be small, so that only the tip, and not the tip holder or a piezo, contacts the
solution. This arrangement makes it difficult to keep the electrolyte solution free of oxy-
gen, unless the whole cell and STM head are kept in an inert atmosphere, such as with a
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Tip

Aux elec Ref elec

O-ring

>Reference and
Counter Electrode
Wires

Figure 16.2.3 Cell for
electrochemical STM.
Upper: schematic diagram.
Lower: Nanoscope III cell,
top view. [Courtesy of
Digital Instruments, Veeco
Metrology Group].

glove bag. Further details about the experimental arrangement and techniques in ESTM
can be found in reviews (5).

ESTM is usually used with HOPG and single-crystal metal and semiconductor elec-
trodes. In many cases, one can resolve the atomic structure of the electrode and see differ-
ent features (e.g., terraces and pits) on the surface. STM images of an Au electrode and of
an HOPG basal plane surface are shown in Figures 13.5.1 and 16.2A, respectively. These
are maps of the electron density distribution across the surface. The observed corrugations
depend upon this distribution and are much larger for HOPG, where the electron density is
less delocalized through the material, than for Au. These distributions can sometimes be
identified with the actual atomic structure of the surface, but other aspects of the sample
also influence the image. For example, with HOPG only half of the surface carbon atoms
are imaged, because of the nature of the underlying carbon atom layer. Half of the surface
atoms are situated directly over carbon atoms in the second layer. The electron density for
such surface atoms is directed downward and is less available for overlap with the tip than
that for surface atoms that are located above interatomic spaces in the second layer. When

Figure 16.2.4 STM image of HOPG. Gray-scale image at low resolution (left) and higher
resolution topographic plot (right). [Reprinted with permission from C.-Y. Liu, H. Chang, and A. J.
Bard, Langmuir, 7, 1138 (1991). Copyright 1991, American Chemical Society.]
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good atomic resolution is obtained, it is possible to note the arrangements of atoms on the
surface, such as on Au(lll), and to determine the interatomic spacing.

The STM tip interacts with the surface both by interatomic forces and by the tip's
electrical field. Thus, the tip can affect the structure of the scanned area, especially at high
tunneling currents. This effect can sometimes be recognized after scanning over a given
small region by decreasing the set tunneling current, increasing the x-y scan dimensions,
and observing whether an image of a square perturbed region, where the earlier scanning
took place, is visible.

The tip-surface interaction also makes it difficult to image molecules on an elec-
trode surface. Isolated molecules usually cannot be seen, because they are too mobile
beneath the scanning tip. If the molecules are packed in a layer on the surface, how-
ever, imaging of the adsorbed layer is possible. For example, a layer of iodine ad-
sorbed on a Pt(l l l ) surface is shown in Figure 16.2.5. One can recognize the
(Vs X л/3) R30° pattern of the iodine overlayer from this image (6). One can simi-
larly image self-assembled monolayers and other close-packed layers on electrode sur-
faces, such as the adsorbed layer of 4-aminothiophenol on Au(l l l ) shown in Figure
13.5.2. One difficulty with typical STM studies is that only a tiny area (for example
100 nm X 100 nm or less) of the surface is imaged in a given scan. Thus, it is difficult
to know if the area seen is representative of the surface. It is necessary to examine
many different areas and different electrodes to ensure that one has not, by chance,
found a unique spot (e.g., one governed by an impurity).

It is almost impossible to remove a sample from the STM and then put it back and
find the same place again for imaging. (Note that there are 109 areas 100 nm X 100 nm on
a 0.1 cm2 electrode.) An advantage of in situ ESTM is that the same area can be imaged
over time, and even as the potential is changed, without removing the electrode from the
electrochemical environment. Small drifts do occur with time, due to thermal effects and
mechanical relaxation of the piezos and sample, but these can usually be recognized and
accommodated. Thus, one can study the progressive change in a surface, such as by etch-
ing, corrosion, or deposition, and gain an understanding of structural changes at the
atomic level in favorable cases (5). A study of the dissolution of a Cu(lll) electrode is
summarized in Figure 16.2.6 (7). One can see that when the electrode is held at a potential
where slow etching of the Cu(lll) occurs, the different terraces are gradually etched

Figure 16.2.5 STM Images of Pt(lll) single crystal with a (Vs X Vb) R3Q°-I adlattice (adsorbed iodine)
imaged in 0.1 Af HC1O4. (A) 12.5 nm X 12.5 nm area; bias, 31 mV; tunneling current, 25 nm; (B) 2.5 nm X
2.5 nm image of boxed region in (A); (Q 2.5 nm X 2.5 nm image of the Pt(l 11) substrate lattice [Reprinted
with permission from S.-L. Yau, C. M. Vitus, and В. С Schardt, /. Am. Chem. Soc, 112, 3677 (1990).
Copyright 1990, American Chemical Society.]
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1Q8 20 s

Figure 16.2.6 STM images of the surface of a Cu(l 11) single crystal showing the effect of
electrochemical etching at different times (indicated above each image) after initiation. The arrows in
A indicate the: {211} and {110} directions. Applied tip potential, 0 V vs. SCE; substrate bias, 21 mV
vs. the tip; tip current, 9.0 nA. Note that etching is fastest along the {211} direction and that a facet
(P) forms along the dissolving {211} step. The apex of the facet is pinned and dissolution occurs
around the pinned point until dissolution isolates P. [Reprinted with permission from D. W. Suggs and
A. J. Bard, J. Am. Chem. Soc, 116, 10725 (1994). Copyright 1994, American Chemical Society.]

away. Moreover the rate of etching is faster along the {211} direction (where the Cu
atoms are less close-packed) compared to the {110} direction (Figure 16.2.7).l This im-
plies that atoms along the {110} edge, which are coordinated to four other Cu atoms, are
held more strongly in the lattice (i.e., have a different E° for oxidation) compared to those
along the {211} edge, which are coordinated only to three Cu atoms.

ESTM studies have been carried out on the deposition of metals, corrosion of alloys,
and oxidation of metals and HOPG.

An important limitation of STM is that a quantitative correlation between the tun-
neling current and useful theoretical equations is not yet possible. Thus, there is little
real chemical and analytical information in the STM scans, and one gains mechanistic
and structural information mainly from the interpretation of images. However, one can
obtain additional information by noting how the STM behavior varies with the substrate
potential (vs. a reference electrode) or the tip bias (between tip and substrate). An experi-
ment of this type, involving the ESTM behavior of mixed monolayers of protoporphyrin
IX (PP) and iron protoporphyrin IX (FePP) adsorbed on HOPG (9), is illustrated in Fig-
ures 16.2.8 and 16.2.9. PP is not reduced at potentials up to -0 .7 V vs. SCE, while FePP
shows a reduction wave characteristic of a surface species (Section 14.3.2) with Ep at

]The planes of a crystal are indicated by the Miller indices and are enclosed in parentheses, such as a (111)
plane (see Figure 13.4.1). Directions along a plane are indicated by braces, such as the {211} direction. This is a
vector where one moves the length of two lattice spacings in the x direction for every one in the 3; and z
directions. The {110} direction lies in the x-y plane and is parallel with the intersection of any (111) plane with
the x-y plane (8).
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Top View

{211}

Figure 16.2.7 View of step edge on Cu( 111)
illustrating the atomic arrangement of the top layer
(darker atoms) and the bottom layer (lighter atoms).
Note that in the {211} direction the atoms are less
coordinated by neighbors (and a higher density of
kink sites exists) than in the {110} direction.
[Reprinted with permission from D. W. Suggs and
A. J. Bard, /. Am. Chem. Soc, 116, 10725 (1994).
Copyright 1994, American Chemical Society.]

-0.48 V (Figure 16.2.8). As shown in this figure, with a tip bias of -0.1 V and substrate

potential of -0.41 V, the tunneling current is greater when the tip is above FePP com-

pared to PP, so FePP molecules appear brighter. The tunneling behavior is a function of

potential, as shown in Figure 16.2.9, with the maximum difference between FePP and PP

and the largest tunneling current (i.e., apparent height) being observed near Ep for the
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Figure 16.2.8 (a) STM
images of (A-D) mixed
adsorbed layers of PP and
FePP on HOPG. Taken with a
wax-coated Pt tip in 0.05 M
Na2B4C>7 solution containing
FePP and PP in the ratio of
(A)0:l(£) l : 4 ( Q 4 : l a n d
(D) 1:0. The HOPG substrate
potential was —0.41 V vs.
SCE; the tip/substrate bias was
—0.1 V; and the tunneling
current was 30 pA. (b) (E-H)
The corresponding cyclic
voltammograms for A-D,
respectively, at a sweep rate of
0.2 V/s. [Reprinted with
permission from N. J. Tao,
Phys. Rev. Lett., 76, 4066
(1996). Copyright 1996,
American Physical Society.]
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Figure 16.2.9 (a) STM images of
FePP molecule embedded in an
ordered array of PP molecules for
different values of the HOPG
substrate potential: (A) -0.15, (B)
-0.30, (O -0.42, (D) -0.55, and
(E) -0.65 V vs. SCE, with other
conditions as in Figure 16.2.8.
(b) (F-J) are the corresponding
cross-sections along the white line
in (A) covering three molecules:
PP/FePP/PP. The imaging was done
at a constant current of 30 pA, and
the response is shown as an apparent
height. [Reprinted with permission
from N. J. Tao, Phys. Rev. Letters,
76, 4066 (1996). Copyright 1996,
American Physical Society.]

FePP. The increase in current for FePP near Ep was ascribed to resonant tunneling
through the molecules.

A variation of STM, called scanning tunneling spectroscopy (STS), can, in principle,
also provide chemical information. In STS, the applied bias is modulated (e.g., 10 mV at 10
kHz) as it is slowly swept, keeping the tip position essentially constant while the variation
in the tunneling current is measured. The quantity (ditun/dV) (the differential tunneling
conductance), or as it is usually plotted (ditun/dV)/(iiun/V) is related to the density of
states in the sample. This technique has not yet been applied widely for in situ electro-
chemical studies, because of difficulties with separating the desired effects from simple
modulation of the faradaic component.

• 16.3 ATOMIC FORCE MICROSCOPY

16.3.1 Iiitrodectioe and Principles

Although STM provides a high-resolution image of many surfaces, it has its limitations. It
cannot be used with highly resistive substrates, because the observed current would be
limited by the substrate resistance. For insulating materials on a conductive substrate, an
STM image can sometimes be obtained, but the process by which such imaging occurs is
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not fully understood. Moreover, in electrochemical studies, the potential applied to the tip
can affect the process on the substrate immediately under the tip, which is essentially
"touching" the substrate. For example, in electrodeposition studies, if the tip is held at a
positive potential, it can prevent deposition of metal directly under tip as the substrate
electrode is swept toward negative potentials, while deposition occurs at places remote
from the tip. AFM can be useful in achieving high resolution in situations where STM
suffers these limitations.

AFM is based on measurements of changing deflections of a tiny cantilever holding a
sharp tip, frequently one of Si3N4 or SiO2, as the tip is scanned over a surface. These de-
flections are caused by short-range forces between tip and surface. The measurement of
these tiny movements is usually carried out by noting the position of a laser beam re-
flected off of the cantilever. A typical AFM arrangement is shown in Figure 16.3.1. The
sample is held on the piezo scanner, which moves it in the z-direction (toward and away
from the tip cantilever) as well as in the x- and y-directions. The cantilever, with an inte-
gral tip, is usually made of Si and is fabricated by photolithographic techniques. The laser
beam is reflected to photocells by a metal coating on the top surface of the cantilever.
Movement of the cantilever causes a change in the amount of light on each cell, creating a
differential electrical signal which is recorded. Further details about the construction and
operation of force microscopes, including others based on different measurement arrange-
ments, are available (4, 10, 11).

Since the imaging process depends upon surface forces (12), it is useful to discuss
these briefly. Consider a plot of cantilever deflection against z-piezo displacement (Figure
16.3.2). To begin, the tip is positioned 20 nm or more from the surface. When the tip and
the surface are immersed in a solution, there is essentially no force between them at such
long distances, so the cantilever is straight. The system is adjusted so that equal light falls
on each photocell. As the z-piezo moves up, carrying the sample surface toward the tip,
forces between tip and sample become appreciable. At distances on the order of 10 nm,
the only forces between the tip and substrate are electrostatic, which can be either attrac-
tive or repulsive. Let us assume that the tip and surface have the same charge, so the force
is repulsive. The upward movement of the sample and the repulsive force cause the can-
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Figure 16.3.1
Electrochemical cell for
AFM for Nanoscope III
(Digital Instruments,
Veeco Metrology Group).
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Figure 16.3.2 Cantilever displacement vs. z-deflection for (left) attractive interaction (opposite
charge on tip and substrate) and (right) repulsive interaction (same charge on tip and substrate).
The inset shows the raw data (cantilever deflection), which is converted to the force data based on
the radius of the tip and the force constant of the cantilever. In this study, the tip is a SiO2 sphere
— 10 jum in diameter. [Reprinted with permission from A. Hillier, S. Kim, and A. J. Bard, J. Phys.
Chem., 100, 18808 (1996). Copyright 1996, American Chemical Society].

tilever to deflect upward. From the amount of deflection and the known spring constant of
the cantilever, typically of the order of 0.01 to 0.4 N/m, the repulsive force can be esti-
mated. When the spacing between the tip and cantilever becomes very small, ~3 nm, at-
tractive van der Waals forces come into play and the tip moves toward the substrate (i.e.,
the cantilever deflects downward). If the force becomes large compared to the spring con-
stant of the cantilever times the deflection, the tip will "jump to contact" with the sub-
strate. At "contact" the forces are repulsive, and as the z-piezo moves up, the cantilever
moves up by essentially the same amount (assuming that the tip does not significantly de-
form the surface). This region allows one to calibrate cantilever deflection in terms of
z-piezo travel.

Typically, imaging is carried out in the "contact mode" where the tip is as close as
possible to the surface and the forces are repulsive. One maintains the beam deflection at
a constant value by moving the z-piezo up and down and recording the piezo voltage as a
function of x- and v-position. Other forms of imaging are also possible, and it is some-
times convenient, when adhesion of the tip to the surface is a problem, to use a tapping
mode, where the tip position is modulated up and down during the scanning.

16.3.2 Electrochemical Applications

In electrochemistry, AFM has mainly been used to look at changes in electrode sur-
faces, caused, for example, by underpotential deposition (UPD), etching, or adsorption.
An early example is a study of the UPD of Cu on Au(l l l ) (13). AFM images of an
Au(l l l ) electrode immersed in either an HC1O4 or H2SO4 electrolyte containing 1 mM
Cu2+ at different potentials are shown in Figure 16.3.3. At positive potentials (+0.7 V
vs. Cu/1 mM Cu2+), where no Cu is deposited, the Au(l l l ) structure is observed (Fig-
ure 16.3.3A). At negative potentials (-0.1 V), bulk Cu is deposited (Figure 16.3.35).
At intermediate potentials, a UPD monolayer is seen. The structure of the monolayer
depends upon the electrolyte. In perchlorate, one sees an incommensurate close-packed
Cu overlayer (Figure 16.3.3C, D), and in sulfate the result is a (V3 X V3) R30° Cu
overlayer (Figure 16.3.3is, F). AFM is able to resolve the atomic packing pattern on the
different structures.
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Figure 16.3.3 AFM study of Cu underpotential deposition (UPD) on an Au(l 11) electrode
surface in 1 mMCu2+ solution at different potentials. (A) At +0.7 V, showing Au(ll l) substrate;
(B) At -0 .1 V, Cu bulk deposition; (Q close packed overlayer of Cu at +0.114 V in 0.1 M HC1O4;
(D) schematic representation of incommensurate close-packed overlayer of Cu (striped atoms) on
Au substrate (light atoms); (£) (Л/3 X л/3) R30° overlayer of Cu on Au observed at +0.144 V in
0.1 M sulfate solution; (F) schematic representation of Cu overlayer shown in (£). [Reprinted with
permission from S. Manne, P. K. Hansma, J. Massie, V. B. Elings, and A. A. Gewirth, Science,
251, 183 (1991). Copyright 1991, American Association for the Advancement of Science.]

The mechanism by which an atomic resolution image is obtained in AFM is still un-
clear. It is not likely that one can obtain an atomically sharp tip and image a single atom-
against-atom force in the presence of the interactions from all of the other atoms in tip and
substrate. More likely one is imaging the forces of one array of atoms on the tip against an
array on the substrate, which generates a Moire (interference) pattern that results in apparent
atomic resolution. If so, it will be difficult to image single-atom defects, as one can by STM.

The AFM might also find use in quantitative measurements of surface forces, relating
these to surface charge and other interactions (12). For example, a small silica sphere at-
tached to the cantilever attains a charge by ionic adsorption. At pH values above 4, this
surface charge is negative because of adsorption of hydroxide ions. Thus the force be-
tween the tip and an electrode, as the tip is moved through the diffuse double layer, is a
measure of the surface charge on the electrode (14).

Cantilever deflections are also caused by small changes in temperature, because the
usual fabrication produces a bimetallic strip configuration. Thus the AFM arrangement
could be used to measure tiny thermal changes that arise in electrochemical cells. Appli-
cations of this type are just emerging.

16.4 SCANNING ELECTROCHEMICAL MICROSCOPY

16.4.1 Introduction and Principles

SECM is an electrochemical scanning probe technique where the measured current is
caused by an electrochemical reaction at the tip (15). The overall apparatus for SECM is
similar to that used for ESTM, that is, a bipotentiostat is used to control the tip potential
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(and frequently also that of the substrate), and the tip is moved by piezo controllers. How-
ever the principles of operation and the type of information obtained by SECM differ from
those of ESTM (16-18). For electrodes with radii of 1 to 25 /лт, the tip is usually a small
disk of Pt or С sealed in glass and polished to form a disk UME. The glass surrounding the
disk is usually beveled so that the thickness of insulator surrounding the conductive disk is
small. This makes it easier to position the tip so that it can be moved very close to the sub-
strate without the insulator touching the surface. Smaller electrodes usually have a less
well-defined geometry and are similar to STM tips produced by etching a wire to a sharp
point and then insulating with wax or other coating. In the SECM experiment, the tip and
sample (substrate) are immersed in a solution containing electrolyte, and an electroactive
species (e.g., substance О at concentration CQ and with diffusion coefficient Do). The cell
also contains auxiliary and reference electrodes (Figure 16.4.1). When the tip is far from
the substrate and a potential is applied, the steady-state current, /T>00, is (see Section 5.3)

= 4nFDoC%a (16.4.1)

where a is the radius of the tip electrode (Figure 16.4.2a). When the tip is brought very
near the substrate surface (within a few tip radii), the current is perturbed by two effects.
First, the surface blocks diffusion of О to the tip, tending to decrease the current (Figure
16.4.2b). However, if the surface can regenerate species O, for example, because it is an
electrode that can oxidize the product of the tip reaction, R, back to O, the result is a
larger flux of О to the tip, which causes the current to increase (Figure 16 A.2c). Thus, the
current at the tip is a function of its distance, d, from the substrate and also the rates of re-
actions that occur at the substrate to generate species that are electroactive at the tip. This
form of operation of the SECM is called the feedback mode. It is also possible to work in
the collection mode, where the tip is held close to the substrate at a potential where elec-
troactive products produced at the substrate are detected by the tip.

16.4.2 Approach Curves

A plot of the tip current, /T, as a function of tip-substrate separation, d, as the tip is moved
from a distance several tip diameters away towards the substrate is called an approach
curve. As suggested in the previous section, this curve provides information about the na-
ture of the substrate. Approach curves for a disk-shaped tip in a thin insulating planar

Tip Detail

^ glass - ^

electrode -""W

Figure 16.4.1 Schematic
diagram of SECM apparatus.
[Reprinted with permission
from A. J. Bard, G. Denuault,
C. Lee, D. Mandler, and D. O.
Wipf, Accts. Chem. Res., 23,
357 (1990). Copyright 1990,
American Chemical Society.]



16.4 Scanning Electrochemical Microscopy -i 671

(b)

"41
Hemispherical

Diffusion

iJoo = 4nFDCa

Blocking by
Insulating
Substrate

Feedback from
Conductive
Substrate

Figure 16.4.2 Principles of SECM, showing (a) hemispherical diffusion to the disk-shaped tip far
from substrate, (b) blocking of diffusion by insulating substrate, (c) positive feedback at a
conductive substrate.

sheath can be calculated by digital simulation methods, which yield the results shown in
Figure 16.4.3 for a perfectly insulating substrate (no reaction of tip-generated species, R)
and for an active substrate (where oxidation of R back to О occurs at a diffusion-con-
trolled rate). These curves are presented in the dimensionless form of ij/ijoo vs. d/a
(where /T(L) = /T//T ?00 and L = did) and are independent of disk diameter, diffusion coef-
ficient, and solute concentration. The following approximate forms for the numerical re-
sults have been proposed for an insulating substrate:

/T(L) - [0.292 + 1.5151/L + 0.6553 exp(-2.4035/L)] (16.4.2)

and for a conductive substrate:

/T(L) = 0.68 + 0.78377/L + 0.3315 exp(-1.0672/L) (16.4.3)
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Figure 16.4.3 SECM approach
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Bard, B. R. Horrocks, Т. С Richards,
and D. A. Treichel, Analyst, 119,719
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In both cases, the substrate is assumed to be much larger than the tip radius, a. The ap-
proach curves are also functions of the tip shape and can therefore provide information
about tip geometry. Thus spherical or conical tips show different approach curves than
disk-shaped ones. The approach curve over a conductor can also indicate when the con-
ductive part of the tip is recessed inside the insulating sheath, which often happens with
very small tips. In this case, only a small amount of positive feedback is observed before
the insulating portion contacts the substrate and the ij -value levels off. Since characteri-
zation of small tips, such as by electron microscopy, is difficult, SECM is a useful way of
learning about the tip size and configuration (19).

In addition to the limiting cases described above (i.e., either no conversion or total
conversion of R to О at a conductive substrate), one can calculate approach curves for dif-
ferent heterogeneous rate constants for conversion of R to О at the substrate (20, 21). The
resulting curves, shown in Figure 16.4.4, represent the combined effects of blocking and
regeneration of O, and lie between the limiting case curves of Figure 16.4.3. The rate of
heterogeneous electron transfer can also be probed by recording the voltammogram, ij vs.
E, or in dimensionless form, Ij(E, L) vs. 0, where 0 = 1 + exp[nf(E — EP )]DQ/DR. Ki-
netic limitations on heterogeneous electron transfer cause the shape of the voltammogram
to deviate from the reversible shape as the tip is moved closer to a conductive substrate
held at a potential where oxidation of R is diffusion-controlled. An approximate equation
for the voltammogram is (16):

0.68 + 0.78377/L + 0.3315 exp(-1.0672/L)

0 + II к
(16.4.4)

where

к =
k°exp[-af(E- E0)]

m0

m0 = ^ f [0.68 + 78377/L + 0.3315 exp(-1.0672/L)] =
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Figure 16.4.4 SECM approach curves for different values of the heterogeneous rate constant,
kb s, for the conversion of R to О at the substrate electrode. Curves a-p correspond to
\og(d/a) = -1.2,-1.1, - 1 . 0 , . . . , 0.3. [Reprinted with permission from A. J. Bard,
M. V. Mirkin, P. R. Unwin, and D. O. Wipf, J. Phys. Chem., 96, 1861 (1992). Copyright 1992,
American Chemical Society.]
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Thus the SECM is useful in probing heterogeneous kinetics at electrode surfaces, as well
as other surfaces, like enzyme-containing membranes. The largest values of/;0 that can be
measured are of the order of Did, Obviously this limit depends experimentally upon d,
which is the "characteristic length" in SECM. Analogous measurements at a UME in bulk
solution are similarly limited and provide a maximum k° on the order of D/a. For exam-
ple, the k° for the ferrocene/ferricenium couple in MeCN, often used as a reference redox
couple, as measured by SECM was 3.7 cm/s (22).

16.4.3 Imaging Surface Topography and Reactivity

If the tip is scanned in the x-y plane (rastered) above the substrate, the surface topography
can be imaged by recording the changing current (related to changes in d) vs. tip position
in the x-y plane. With a substrate that has both conductive and insulating regions, the cur-
rent response at a given d differs over the different regions. Over a conductor, /T > iToo,
while over the insulating portions, /T < /T ?00. One can also differentiate between these re-
gions by modulating the tip in the z-direction with a sinusoidal voltage applied to the z-
piezo and noting the phase of the modulated tip current with respect to the modulated
distance (23). Over a conductive zone, as the tip approaches the sample, the current in-
creases, while over an insulating zone the current decreases. Thus, if one measures the
modulated current, such as with a lock-in amplifier, the current over a conductor and that
over an insulator are 180° out-of-phase.

The SECM can also be used to map zones of gradually varying reactivity on an
electrode surface. For a reactant, R, generated at a tip as it is scanned over the substrate
surface at constant d, the feedback current is a measure of the rate at which R is oxi-
dized on different parts of the substrate (20). For example, this technique was employed
to study the rate of oxidation of Fe2+ on a glassy carbon electrode that had gold de-
posited on small areas. Since the heterogeneous rate constant for Fe2 + oxidation on
gold is higher than on carbon, the feedback current at intermediate potentials is larger
when the tip is over gold than when it is over carbon; thus a map of electrode activity
can be obtained. At more positive potentials, the rate of Fe2+ oxidation is diffusion-
controlled on both gold and carbon, so the image shows a uniform reaction rate across
the electrode surface.

16.4.4 Measurement of Homogeneous Reaction Kinetics

The SECM can be used in several different modes to study homogeneous reactions of
products generated at either the tip or the substrate (24, 25). Such studies are analogous to
other dual-electrode experiments, like those at an RRDE (Section 9.4) or at interdigitated
band microelectrodes (Section 5.9.3). In feedback experiments, the effect of the coupled
reaction on the tip current is studied, while in collection experiments one electrode, such
as the tip, behaves as the generator electrode, producing the product of interest (R) and the
other, such as the substrate electrode, is the collector, set at a potential where R is oxi-
dized back to O. Such a mode is called the tip generation/substrate collection (or TG/SC)
mode. When species R is stable and the tip is close to the substrate {aid < 2), essentially
all of the R is collected (i.e., oxidized) by the substrate. Under these conditions the magni-
tude of the steady-state anodic substrate current, /s, is equal to the tip current, /T, or |/T//S|
(the collection efficiency) is 1. Contrast this behavior with that at the RRDE, where even
with close spacing between disk and ring and with a large ring, the collection efficiency is
usually much smaller, because some disk-generated product always diffuses away before
being collected by the ring.
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Now suppose the tip-generated species is not stable and decomposes to an elec-
troinactive species, such as in the ErCi case (Chapter 12). If R reacts appreciably before
it diffuses across the tip/substrate gap, the collection efficiency will be smaller than
unity, approaching zero for a very rapidly decomposing R. Thus a determination of
\ij/is\ as a function of d and concentration of О can be used to study the kinetics of de-
composition of R. In a similar way, this decomposition decreases the amount of positive
feedback of О to the tip, so that ij is smaller than in the absence of any kinetic compli-
cation. Accordingly, a plot of ij vs. d can also be used to determine the rate constant for
R decomposition, k. For both the collection and feedback experiments, к is determined
from working curves in the form of dimensionless current vs. distance (e.g., ij/ij^ vs.
did) for different values of the dimensionless kinetic parameter, К = ka2/D (first-order
reaction) or K' = k'a2C%ID (second-order reaction).

To illustrate this technique, consider the dimerization of the acrylonitrile anion radi-
cal (AN7) in DMF (26). The electroreductive hydrodimerization of AN is used commer-
cially to produce adiponitrile [(ANH)2L a precursor in Nylon production. The proposed
reaction mechanism, an E rC2 reaction [Section 12.1.1(b)], is

2 AN7

2 H + -* (ANH)2

(16.4.5)

(16.4.6)

(16.4.7)

The voltammogram for the reduction of AN in a DMF/0.1 M TBAPF6 solution at a tip
(radius, 2.5 /xm) shows a reduction wave at —2.0 V vs. a QRE (Figure 16.4.5). The tip-
generated species, AN7, is so unstable that in most experiments, such as fast scan cyclic
voltammetry, one does not observe its oxidation in a reversal experiment. However
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Figure 16.4.5 SECM TG/SC
voltammograms. The tip {a = 2.5
/xm) was spaced 1.36 /xm from a
60-/xm diameter gold electrode held
at a potential of —1.75 V vs. a silver
QRE (AgQRE). The tip potential was
scanned at 100 mV/s to produce a
voltammogram (dashed line) for the
reduction of acrylonitrile (1.5 mM) in
0.1 MTBAPF6. The substrate current
(solid line) shows the oxidation of the
radical anion of acrylonitrile
generated at the tip. [Reprinted with
permission from F. Zhou and A. J.
Bard, J. Am. Chem. Soc, 116, 393
(1994). Copyright 1994, American
Chemical Society.]
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when the tip is close (1.36 ^m) to а 60-дт diameter gold substrate, held at a potential
of —1.75 V vs. QRE, where AN7 is oxidized, one sees a wave for the oxidation of the
radical anion as the tip is scanned through the reduction wave. By studying the depen-
dence of the collection efficiency on d, the rate constant of reaction (16.4.6) was found
to be 6 X 1 0 7 M " 1 s " 1 .

It is also possible to carry out substrate generation/tip collection (SG/TC) experi-
ments, where the tip probes the products of a reaction at the substrate. However this ap-
proach to studies of homogeneous kinetics is less straightforward, since the larger
substrate electrode does not attain a steady-state condition and the collection efficiency
for this case, zT//s, is much less than unity, even in the absence of a homogeneous kinetic
complication. This mode has been used, however, for looking at concentration profiles
above a substrate (27).

16.4.5 Potentiometric Tips

The tips discussed so far have been amperometric probes, typically of Pt-Ir, that produce
faradaic currents reflecting redox processes at an exposed surface. However, it is also
possible to use potentiometric tips, such as ion selective electrodes based on micropipets,
in an SECM (28, 29). These produce potentials (with respect to a reference electrode)
that depend logarithmically on the solution activity of a specific ion. Tips of this type
that can detect H + , Zn 2 + , NH4", and K + with a resolution of a few fim have been de-
scribed. Tips of this type are especially useful for detection of nonelectroactive ions, like
many of those of interest in biological systems. However, such tips are passive probes, in
that they detect the local activity of a given species but do not sense the presence of the
substrate. They cannot be used to determine d, so they must be positioned with respect to
a substrate, such as, in studying a concentration gradient at an electrode, by visual obser-
vation with a microscope, by resistance measurements, or by using a double-barrel tip
that contains both an amperometric element and a potentiometric one.

16.4.6 Other Applications

SECM can also be used to study the flux of species produced at a modified electrode
surface, such as one with a film of polymer (Section 14.2.3). In one type of experi-
ment, the tip is held at a potential where it can detect an electroactive ion released
from the polymer film during a redox process (30-32). For example the SECM was
used to detect the release of Br~ during the reduction of oxidized polypyrrole (PP) in
the form, PP+Br~. During a reductive cyclic voltammetric scan, Br~ was found to be
released only in a later part of the scan, after an appreciable amount of cathodic charge
had passed. This result suggested that during the early phase of the reduction the up-
take of cations, rather than the release of anions, maintained charge balance in the
film.

By positioning the tip close to the surface, SECM can be used to measure the flux of
ions through the pores of a membrane (e.g., skin) driven by an electric current (ion-
tophoresis) (33). Similarly the rate of electron and ion transfer across the liquid/liquid in-
terface (ITIES) can be studied (34).

An emerging field in electrochemistry is the study of a single molecule or a small
number of molecules (35). Since the currents or charges of single electron-transfer events
cannot be detected at an electrode, some amplification process is required. The reported
studies involved a tip with a radius of the order of 10 nm, coated with a thin layer of insu-
lator (wax or polyethylene) and having a very small depression (chamber) at the end of
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the tip in which a molecule can be trapped. When the tip is very close (~ 10 nm) to a con-
ductive substrate, the tip-generated species diffuses to the substrate where it is converted
back to the starting material. At this distance the cycling of a species between tip and sub-
strate is sufficient to generate pA-level currents (see Problem 16.1). One can distinguish
the trapping of 0, 1, or 2 molecules as they move into and out of the tip/substrate gap by
the discrete current levels observed.

SECM can be particularly useful in imaging electrode surfaces and probing films
on surfaces. For example, the nature of the pores in a blocking film of Ta 2 O 5 on a
Та electrode was studied as a function of potential by mapping the locations where
iodide could be oxidized on the substrate (with detection of iodine at the tip) (Figure
16.4.6) (36). Active sites clearly form and disappear as the oxidation of the Та surface
proceeds.

An example of probing a film in the г-direction is the study of a Nafion film contain-
ing Os(bpy)3+ (37). The tip current for the oxidation of Os(bpy)3+ was measured as a
conical tip moved from the solution phase into the film as shown in Figure 16.4.7. The
point where the tip just enters the film is signaled by the onset of current flow. The current
increases until the conical section is completely in the film where a steady-state plateau
current is recorded. When the tip approaches the ITO substrate, positive feedback and, fi-
nally, tunneling occurs. These measurements allowed determination of the film thickness
as 220 nm and estimation of electrochemical parameters within the film. For example, by
obtaining a voltammogram when the tip was inside the film (position C), it was possible
to estimate the heterogeneous electron-transfer rate constant for Os(bpy)3+ oxidation as
1.6 X 10" 4 cm/s (37).
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Figure 16.4.6 Image of a 300 /xm X 300 jam area of а Та electrode with a Ta2O5 film in a
solution of 10 mM Nal and 0.1M K2SO4 as the Та potential is scanned to more positive values.
The tip potential was 0.0 V vs. Ag/AgCI, where any iodine formed on the substrate would be
reduced. The voltammetry for the substrate in the absence of iodide is also shown. [Reprinted with
permission from S. B. Basame and H. S. White, Anal. Chem., 71, 3166 (1999). Copyright 1999,
American Chemical Society.]



16.4 Scanning Electrochemical Microscopy 677

(a) UME tip

\ - / Nation
T / film

(b)
(c)

(d)

V
y^ Tunneling

0.0
11 12

Tip displacement (103 A)

Figure 16.4.7 Top. Schematic representation of the five stages of the SECM current-distance
experiment as a tip penetrates from solution into a Nafion film containing Os(bpy)3+: (a) Tip in
solution above film, (b) Tip just penetrates the film, (c) Conical electroactive portion of tip
completely in film, (d) Tip near substrate where positive feedback occurs, (e) Tip in the tunneling
region. Bottom. The tip current vs. displacement (at two different sensitivities) during the
experiment, where the letters a-e correspond to the stages in the top part of the figure. The tip was
held at 0.80 V vs. SCE and the ITO substrate at 0.20 V vs. SCE. The tip moved in the z-direction at
3 nm/s. [Reprinted with permission from M. V. Mirkin, F.-R. F. Fan, and A. J. Bard, Science, 257,
364 (1992). Copyright 1992, American Association for the Advancement of Science.]
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16.6 PROBLEMS

16.1 Assume that one molecule of a species A, reversibly oxidizable to A+, is trapped between an SECM

tip and a substrate located 10 nm from the tip. Assume also that DA — DA+ = 5 X 10~6 cm2/s. (a)

Use the diffusion layer approximation to find about how long it takes for A to diffuse between the
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tip and the substrate, (b) About how many round-trip excursions of A would occur in 1 s? (c) If A is

oxidized to A + at the tip and A + is reduced to A at the substrate, what current will result?

16.2 SECM is carried out with a disk-shaped tip of 10-/Ш1 diameter embedded in a glass insulating

sheath over a Pt electrode. An experiment was carried out with a solution of species О having

CQ = 5.0 mM and Do = 5.0 X 10~6 cm2/s. When the tip, at a potential where О is reduced to R at a

diffusion-controlled rate, was held near the Pt surface, with the Pt electrode at a potential where R is

totally oxidized to O, the ratio /T//Tj00 was 2.5. (a) At what distance, d, was the tip from the surface?

(b) What is /Too? (c) If this tip is held over a glass substrate at the same d value, what would /T//Too

be?

16.3 Use a spreadsheet program to calculate tip voltammograms for the SECM at several different values
of k° for L = 0.1, a = 10 /mi, Do = DR= 10~5 cm2/s, a = 0.5, and T = 25°C. What values of к0

could be determined from experimental results under these conditions? How could the conditions be
changed so that larger k° values could be measured?

16.4 SECM is used to study an ErCi reaction (O + e *± R; R -> Z). А 10-fim tip is used to reduce О
while being positioned over a Pt electrode where R is oxidized back to О at a diffusion-controlled
rate. When the tip is 0.2 /mi from the surface, the approach curve shows the same feedback current
as for a mediator where the product is stable. However, when the tip is 4.0 /xm away, the response is
close to that for an insulating substrate. Estimate the rate constant for the decomposition of R to Z.
If this reaction were studied by cyclic voltammetry, approximately what scan rates would be needed
to find a nernstian response? What are the advantages of SECM in studying this kind of reaction
compared to CV?

16.5 Consider the same system as in Problem 16.2. Assume the tip is biased about 0.5 V with respect to
the Pt substrate. At about what distance, d, will the current attributable to direct tunneling become
larger than the SECM feedback current? Do you think that a tip like that described in Problem 16.2
could attain such a d value? Why?



CHAPTER

17
SPECTROELECTROCHEMISTRY

AND OTHER COUPLED
CHARACTERIZATION

METHODS

Recent years have seen high continued interest in studying electrode processes by exper-
iments that involve more than the usual electrochemical variables of current, charge, and
potential. Much of the motivation for this work has been to provide means for obtaining
information about electrochemical systems that could not be gathered in purely electro-
chemical experiments. In this chapter, we will examine some of the more important ap-
proaches involving the coupling of nonelectrochemical techniques, such as various
forms of spectroscopy, with an electrochemical system. Techniques are usually classified
as in situ or ex situ. In situ techniques involve examination of the electrode surface while
it is immersed in solvent in the electrochemical cell, often under potential control and
during the passage of current. In ex situ techniques the electrode is removed from the
electrochemical cell and examined, often in air or high vacuum. While ex situ techniques
allow many types of measurements that are not possible in solution, such as the forms of
surface spectroscopy discussed in Section 17.3, the nature of the electrode surface can
change significantly upon removal from the cell environment. In this chapter, except in
Section 17.3, we concentrate on in situ techniques. With such a great variety of material
involved here, we cannot delve into any topic with much depth. Instead, we will simply
review the basic principles, consider some typical experimental arrangements, and out-
line the types of chemical information that can be obtained in each case. More extensive
reviews are available (1-5).

> 17.1 ULTRAVIOLET AND VISIBLE SPECTROSCOPY

17.1.1 Transmission Experiments

Perhaps the simplest spectroelectrochemical experiment is to direct a light beam through
the electrode surface, as shown in Figure 17.1.1, and to measure absorbance changes re-
sulting from species produced or consumed in the electrode process. Figure 17.1.2 is an
illustration of two types of cells in which such experiments could be carried out.

The obvious prerequisite is an optically transparent electrode (OTE). Several types of
OTEs have been reported (6-13). They may be thin films of a semiconductor (e.g., SnO2 or

680
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Photon beam

/ \

dx

-Ik

Solution in cell

Detector

Substratex x OTE Window

Figure 17.1.1 Schematic view of the experimental arrangement for transmission
spectroelectrochemistry.

In2O3) or a metal (e.g., Au or Pt) deposited on a glass, quartz, or plastic substrate; or they
may be fine wire mesh "minigrids" with perhaps several hundred wires per centimeter. The
films are quite planar, uniform electrode surfaces, but the minigrids are not planar and have
a structure involving alternating regions of opaque bulk metal and transparent openings.
On the other hand, the minigrids behave like planar electrodes if the electrochemical exper-
iment has a characteristic time long enough to allow the diffusion layer thickness to be-
come much larger than the size of these openings. Then the diffusion field feeding the
electrode is one-dimensional and has a cross-sectional area equal to the projected area of
the whole electrode, including the spaces (14, 15). (See also Section 5.2.3.)

Transmission experiments may involve the study of absorbance vs. time as the elec-
trode potential is stepped or scanned, or they may involve wavelength scans to provide
spectra of electrogenerated species. Either of these experimental goals can be attained
with cells fitting into conventional spectrophotometers; but if one wishes to follow spec-

OTE

Copper

Silicone rubber gasket

O-Ring

Glass plate

Figure 17.1.2 A: Cell for transmission spectroelectrochemistry involving semi-infinite linear
diffusion. Light beam passes along vertical axis. [Reprinted from N. Winograd and T. Kuwana,
Electroanal Chem., 7, 1 (1974), by courtesy of Marcel Dekker, Inc.] B: Optically transparent thin-
layer system: front and side views, (a) Point of suction application in changing solutions; (b) Teflon
tape spacers; (c) 1 X 3 in. microscope slides; (d) test solution; (e) gold minigrid, 1 cm high;
(/) optical beam axis; (g) reference and auxiliary electrodes; (h) cup containing test solution.
[Reprinted with permission from W. R. Heineman, B. J. Norris, and J. F. Goelz, Anal Chem., 47,
79 (1975). Copyright 1975, American Chemical Society.] A thin-layer cell that can be sealed and is
useful for organic solvents has been described (16).
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tral evolution over comparatively short time scales, then a rapid scanning system is
needed. Apparatus permitting the acquisition of as many as 1000 spectra per second has
been utilized (6, 9). With such a capability for high repetition rates, signal averaging is a
practical means for improving spectral quality.

The cell in Figure 17.1.2a is designed for experiments involving semi-infinite linear
diffusion of the electroactive species to the electrode surface (6). It is normally used for
experiments in which one applies large-amplitude steps in order to carry out electrolysis
in the diffusion-limited region, and one then records the change in absorbance, si, versus
time. From an electrochemical standpoint, the result is the same as that of the Cottrell ex-
periment described in Section 5.2.1.

The absorbance change can be described by considering a segment of solution of
thickness dx and cross-sectional area A, as shown in Figure 17.1.1. If species R is the only
species absorbing at the monitored wavelength, and if A is uniformly illuminated, the
differential absorbance registered upon passage of the light through this segment is
dsi = eRCR(x, t)dx, where eR is the molar absorptivity of R. The total absorbance is then

f 0

J n
CR(x9t)dx (17.1.1)

If R is a stable species, the integral in (17.1.1) is the total amount of R produced per unit
area and is equal to Qd/nFA, where Qd is the charge passed in electrolysis. Since Qd is
given by the integrated Cottrell equation, (5.8.1), we have

(17.1.2)

which shows that the absorbance should be linear with f1/2 as shown in Figure 17.1.3.
Note that the slope of the si - t m plot affords a way of measuring diffusion coefficients
without independent knowledge of the area A.

о
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Figure 17.1.3 Responses at a 2000 wire-per-inch gold mmigrid during a double potential step
experiment. The solution contained 0.8 mM o-tolidine in 1 M НСЮ4-О.5 M acetic acid. In the forward
step otolidine was oxidized in a diffusion-controlled, two-electron process. The stable product was
rereduced in the reversal. Open circles, forward step charge vs. tl/2; filled circles, forward step
absorbance vs. tm; open triangles, Qr (t > r) vs. в (see Section 5.8.2); filled triangles, S#(T) — si vs. в.
The forward step duration is denoted by т. [Reprinted with permission from M. Petek, Т. Е. Neal, and
R. W. Murray, Anal. Chem., 43, 1069 (1971). Copyright 1971, American Chemical Society.]
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Since the usual transmission experiment directly monitors the electrolytic product, it
offers many of the diagnostic features of reversal chronoamperometry or reversal chrono-
coulometry. In effect, si is a continuous index of the total amount of the monitored
species still remaining in solution at the time of observation. Equation 17.1.2 describes
the limiting case in which the product is completely stable. If homogeneous chemistry
tends to deplete the concentration of R, different absorbance-time relations will be seen.
They can be predicted (e.g., by digital simulations; see Appendix B), and curves for many
mechanistic cases have been reported (17).

Another popular mode for transmission experiments involves a thin-layer system (9,
10, 13, 18) like that shown in Figure 17.1.2b. The working electrode is sealed into a
chamber (e.g., between two microscope slides spaced perhaps 0.05-0.5 mm apart) con-
taining the electroactive species in solution. The chamber is rilled by capillarity, and the
solution within it contacts additional solution in a larger container, which also holds the
reference and counter electrodes. The electrolytic characteristics of the cell are naturally
similar to those of the conventional thin-layer systems discussed in Section 11.7. One can
do cyclic voltammetry, bulk electrolysis, and coulometry in the ordinary way, but there is
also a facility for obtaining absorption spectra of species in the cell.

The particular advantage of this optically transparent thin-layer electrode (OTTLE)
is that bulk electrolysis is achieved in a few seconds, so that (for a chemically reversible
system) the whole solution reaches an equilibrium with the electrode potential, and spec-
tral data can be gathered on a static solution composition.

Figure 17.1.4 is a display of spectra obtained for the cobalt complex with the Schiff
base ligand bis(salicylaldehyde)ethylenediimine (19):

At -0.9 V vs. SCE, the complex contains Co(II), but at -1.45 V the metal center is re-
duced to Co(I). Spectra obtained in this way may be intrinsically interesting for character-
izing the electronic properties of the species under scrutiny, and they may be used to
obtain precise standard potentials in the manner elicited in Problem 17.1.

Spectroelectrochemical methods can be especially useful for unraveling a complex
sequence of charge transfers. Figure 17.1.5 is a display from a classic example (20). The
sample is a mixture of cytochrome с and cytochrome с oxidase, which is initially fully ox-
idized. The experiment is a coulometric titration by the electrogenerated radical cation of
methyl viologen (MV2 +):

MV 2 + + e ^ ± M V t (17.1.3)

where MV 2 + corresponds to

снз-Ч о ) — ( о У-
In solution, one MV^ ion can reduce a single heme site in cytochrome с or one of two in
the oxidase. The spectra were recorded after 5-nanoequivalent increments of charge, and
they indicate that one of the heme groups in cytochrome с oxidase is reduced first.
Then MV+ reduces the heme in cytochrome с before it deals with the second heme of the
oxidase.
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Figure 17.1.4 Spectra of the cobalt complex with the ligand bis(salicylaldehyde)ethylene-
diimine, obtained at an OTTLE. Applied potentials: (a) -0.900, (b) -1.120, (c) -1.140,
(d) -1.160, (e) -1.180, (/) -1.200, (g) -1.250, (h) - 1.300, (/) -1.400, and (j) - 1.450 V
vs. SCE. [From D. F. Rohrbach, E. Deutsch, and W. R. Heineman in "Characterization of Solutes
in Nonaqueous Solvents," G. Mamantov, Ed., Plenum, New York, 1978, with permission.]

This example is a good illustration of the indirect electrochemical measurements that
typically have to be applied with biological macromolecules, like enzymes, which some-
times will not undergo direct charge exchange with an electrode (possibly for steric rea-
sons). Instead, one uses smaller molecules to exchange charge heterogeneously with the
electrode, and homogeneously with the macromolecules. These species are called media-
tors (9, 10, 18, 20). They provide a mechanism for enforcing and maintaining electro-
chemical equilibrium with the macromolecules; hence they are especially useful for
characterizing standard potentials for redox centers in these species.

Many different designs have been described for transmission spectroelectrochemical
cells (21). To increase the sensitivity, long path length cells, in which the light beam
passes parallel to the electrode surface, have been used (22). In spectroelectrochemical
flow cells, the solution flows in a thin channel between a working and counter electrodes,
which are outside of the field of view of the spectrometer (23).

17Л.2 Specular Reflectance and Ellipsometry

One might guess that changes at the surface of an electrode, even minute changes, such as
the adsorption of submonolayer amounts of iodide, would affect the reflecting properties
of the surface, and therefore might provide information about the kinetics of surface
chemistry and the nature of surface films. This approach is indeed useful and has given
rise to several different experimental techniques. For the two areas covered in this section,
we want to concentrate on the surface itself. We are interested in the properties of a light
beam reflected from that surface, and we seek specifically to avoid any changes in the op-
tical properties of the solution during the course of the experiment. These methods are
well-suited to the direct observation of surface chemistry in an operating cell, but not in
the presence of simultaneous homogeneous reactions involving absorbing species.
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550 nm
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Figure 17.1.5 Coulometric titration of cytochrome с (17.5 /лМ) and cytochrome с oxidase (6.3
fiM) by MV • generated at an SnC>2 OTE. Each spectrum was recorded after 5 X 10~9 equivalents
of charge were passed. [From W. R. Heineman, T. Kuwana, and C. R. Hartzell, Biochem. Biophys.
Res. Comm., 50, 892 (1973), with permission from Academic Press, Inc.]

(a) Optical Principles
Before we proceed further, we must review some basic concepts of optics. It is clearly be-
yond our scope to go very far along this line, but we will try to develop a basis for under-
standing the methods at hand. The reader who requires more complete information should
consult more comprehensive sources (24-27).

Optical reflection is best understood in terms of the wavelike properties of light. The
electric field vector associated with the wave oscillates in a plane as the wave propagates
(Figure 17.1.6), and the intensity of the light is proportional to the square of the electric
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(a)

(b)

Figure 17.1.6 (a) Electric field and magnetic field vectors of a light wave propagating along the
z direction, (b) The plane of polarization contains the electric field vector, (c) To an observer at a
fixed point, a train of these waves, all oriented in the same way, would have electric field vectors
along the indicated line. Such a light beam is linearly polarized. [From R. H. Muller, Adv.
Electrochem. Electrochem. Engr., 9, 167 (1973), with permission.]

field amplitude. A magnetic field vector, oscillating in a perpendicular plane, as shown in
Figure 17.1.6, accompanies the electric vector; but generally we do not have to consider
its presence.

Most light sources comprise independent emitters yielding rays that are uncorrelated
with each other; thus the planes of oscillation of the electric field are randomized with re-
spect to the angle about the axis of propagation. This light is said to be unpolarized. How-
ever, reflection of the light from a surface, or even transmission through a window, is
generally more efficient for rays having certain particular orientations with respect to the
actual physical surfaces involved; hence the reflected and transmitted beams are partially
polarized, because particular directions of oscillation predominate. By processing the
beam carefully, one can achieve a linearly (or plane) polarized beam in which all rays
have the same angle for the plane of electric field oscillation.

In reflectance studies, one usually wants to control the state of polarization with re-
spect to the experimental apparatus. Measurements are always referred to the physical
plane of incidence, as defined in Figure 17.1.7. If the polarization is parallel to this plane,
then it and parameters related to it are traditionally denoted by the subscript p. For polar-
ization perpendicular to the plane of incidence a subscript s is employed.

If some other angle of polarization with respect to the plane of incidence is em-
ployed, such as 45°, then one usually resolves the electric field vector into the parallel
and perpendicular components. Thus, any linearly polarized beam incident on a sur-
face can be regarded as a combination of separate beams with parallel and perpendicu-
lar polarization. Each ray in the parallel-polarized beam has a partner in the beam with
perpendicular polarization, and they are locked in phase so that the orientation of the
resultant electric field vector is always at the constant angle of polarization of the
beam as a whole.
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Figure 17.1.7 Reflection of
polarized light from a surface.
[From R. H. Muller, Adv.
Electrochem. Electrochem. Engr.,
9, 167 (1973), with permission.]

If a linearly polarized beam is reflected from a surface, one usually finds that the par-
allel and perpendicular components undergo different changes in amplitude and phase.
Thus individual pairs of rays in the two beams are in phase upon incidence, but are out of
phase upon reflection. This effect has interesting consequences, as shown in Figure
17.1.8. Note that now the resultant electric field vector for a ray pair is not at a fixed
angle, as it was upon incidence, but instead it traces out a spiral as the wave propagates.
The projection of the spiral is an ellipse; hence the light is elliptically polarized. The
shape of the ellipse is controlled by the relative amplitudes and the phase differences of
the two beams. Circular polarization represents the special case in which the amplitudes
are equal and the phase shift is 90°.

The optical properties of any material are controlled by its optical constants. One of
these is the index of refraction, n, which is

n — ~ — (sfi) (17.1.4)

where с is the speed of light in vacuo, v is the speed of propagation in the medium, s is
the optical-frequency dielectric constant, and JJL is the magnetic permeability. If the
medium is light-absorbing, we must add the extinction coefficient, k, which is proportional

Figure 17.1.8 Elliptic
polarization arising from a phase
shift, A, between parallel and
perpendicular components. [From
R. H. Muller, Adv. Electrochem.
Electrochem. Engr., 9, 167
(1973), with permission.]



688 Chapter 17. Spectroelectrochemistry and Other Coupled Characterization Methods

to the absorption coefficient, a, which in turn characterizes the exponential falloff in light
intensity upon passage through the medium. The absorbance of a thickness x of the
medium is ax/2303, and к is related to a by

OL = ^Y (17.1.5)

where Л is the wavelength in vacuo of the incident light.1

In the literature on reflectance, one finds that it is often convenient to work with a
complex refractive index h defined by

h = n-jk (17.1.6)

where j = V—I. Thus the real and imaginary components of h are n and —к. By analogy
to (17.1.4), one then defines a complex optical-frequency dielectric constants adhering to

h = (jie)m (17.1.7)

with s expressed in terms of the real and imaginary components as

s = sf -js" (17.1.8)

where

e' = — - — and e" = — (17.1.9)

The magnetic permeability /x, is nearly unity at optical frequencies for most materials. The
basic optical characteristics of the phase are defined by /JL, n, and к, or, alternatively, by /л,
e', and e". Both sets are used in the analysis of experimental results.

(b) Specular Reflectance Spectroscopy (26-32)
Measurements of specular reflectance involve the intensities of light reflected from the
surface of interest. Usually the incident light is polarized either parallel (p) or perpendicu-
lar (s) to the plane of incidence, as shown in Figure 17.1.7, and a detector monitors the in-
tensity of the reflected beam. The light is monochromatic, but is often tuned over large
wavelength ranges. The surface under examination must be flat and, preferably, smooth.
For our purpose, it is an electrode in an electrochemical cell.

The reflectance, R, is defined as the ratio of the reflected light intensity to the inten-
sity of the incident beam. Absolute reflectances are difficult to measure and are not neces-
sarily of interest. Instead one is usually interested in the change in reflectance AR induced
by some change in the system, for example, in electrode potential. Experimentally, one
measures only the intensity of the reflected beam, /R. Then if the incident intensity re-
mains constant, a change A/R in the reflected beam gives AR/R = A/R//R. The basic data
of reflectance experiments are plots of AR/R vs. the variable of interest, which may be fre-
quency of incident light, potential, concentration of an electroactive species, etc.

Values of AR/R typically range from 10~6 to unity, hence quite small effects are
often involved. To make them experimentally accessible, various modulation schemes are
used and lock-in detection is employed (26, 30, 31). In the simplest case, the light beam is
chopped. In other circumstances, an experimental variable, such as the potential, may be
modulated.

Specular reflectance measurements are attractive for the evaluation of the optical
constants of metals and other materials, particularly in the form of films, whose proper-
ties may differ markedly from those of bulk solids. The strength of the method is the rel-

]Note that neither к nor a is the same as the molar absorptivity, г, which is also frequently called the
"extinction coefficient."
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Figure 17.1.9 Dependence
of the real and imaginary
components of the optical-
frequency dielectric constant
of gold on the energy of
incident photons. The normal-
incidence reflectivity of gold
in air is shown in the inset.
[From D. M. Kolb and J. D. E.
Mclntyre, Surf. Set, 28, 321
(1971), with permission.]

ative ease in obtaining results as a function of wavelength. Optical constants of materials

may be of interest in their own right (e.g., in defining band structure or locating surface

states; see Section 18.2), or they may be needed for a later analysis (e.g., in determining

the thickness of an anodic film growing in situ). Figure 17.1.9 is an illustration of typical

data for gold (33).
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Figure 17.1.10 Electroreflectance spectra of Ag in 1 M NaC104. Edc = -0.5 V vs. SCE. The
potential was modulated with AE = 100 mV rms at 27 Hz. [From J. D. E. Mclntyre, Adv.
Electrochem. Electrochem. Engr., 9, 61 (1973), with permission.]
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The electroreflectance method features modulation of the potential of the electrode,
usually sinusoidally, and lock-in detection of resulting reflected light intensity changes,
which are proportional to dR/dE. The reported response is usually (l/R) X (dRldE). Fig-
ure 17.1.10 illustrates typical results for electroreflectance as a function of incident light
energy. These kinds of spectra reveal the electronic structure of the system in the interfa-
cial region. The sharp peak in Figure 17.1.10 is ascribed to the effect of the high double-
layer field on the optical properties of the metallic phase (26).

Probably the most important applications of specular reflectance spectroscopy in
electrochemistry involve the monitoring of surface films and adsorption layers. In Figure
17.1.11 one can see the effect of specific adsorption of anions on the reflectance proper-
ties (34). Figure 17.1.12 contains data demonstrating the formation of anodic oxide films
on platinum (30). Note that on platinum, the film forms at potentials more positive than
0.5 V, but the original state of the electrode is restored on the return sweep. The optical
constants and thicknesses of films can be evaluated by these methods, and that informa-
tion can be useful in identifying the chemical nature of the films.

(c) Ellipsometry (27, 35-40)
We saw above that reflection of linearly polarized light from a surface generally produces
elliptically polarized light, because the parallel and perpendicular components are re-
flected with different efficiencies and different phase shifts. We can measure these
changes in intensity and phase angle, and we can use them to characterize the reflecting
system. That approach is called ellipsometry.

The basic ellipsometric parameters are defined in Figure 17.1.8. The difference in
phase angle between the leading and trailing components is given by A, and the ratio of
electric field amplitudes defines the second parameter, ф:

• = tan ф (17.1.10)

The values of A and ф may be recorded as functions of other experimental variables, such
as potential or time.

Several methods for evaluating A and ф exist (26, 27), but the most precise ap-
proaches rely on a null balance like that depicted in Figure 17.1.13. Light that is polarized
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Figure 17.1.11 Reflectance changes caused
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Figure 17.1.12 Reflectance change vs. potential for a platinum electrode in 1.0 M НСЮ4. v = 30
mV/s. Separate data are shown for parallel and perpendicular polarization. The curves are for Ar-
saturated solutions, and the points are for O2-saturated solutions. Note that the reflectance changes
are independent of the faradaic reduction of O2, which takes place in the negative part of this range.
[From J. D. E. Mclntyre and D. M. Kolb, Symp. Faraday Soc, 4, 99 (1970), with permission.]

linearly at 45° with respect to the plane of incidence impinges on the sample. It has

l̂ pl = l̂ sl a n d A = 0. After reflection the beam is passed through a compensator, which

is adjusted to restore the original condition of A = 0. The position of the compensator re-

quired for this restoration is a measure of the value of A induced by reflection. The result-

ing linearly polarized beam is then passed through a second polarizer (an analyzer), which

is rotated until its axis of transmission is at right angles to the plane of polarization of the

oncoming light. Then no light passes through the analyzer to the detector, and the condi-

tion of extinction is reached. The angular position of the analyzer then provides a measure

Figure 17.1.13 Schematic layout of
one type of ellipsometer. Linearly
polarized light (P) is incident on the
sample (S). Reflection produces elliptic
polarization (E), which is restored to
linear polarization (A') by the
compensator (Q. The analyzer (A) is
adjusted to achieve extinction. [From
R. H. Muller, Adv. Electrochem.
Electrochem. Engr., 9, 167 (1973),
with permission.]
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of ф. Note that extinction will not be achieved unless the compensator and the analyzer
are both correctly adjusted. These adjustments usually require tens of seconds with man-
ual instruments.

Most ellipsometric measurements are now made with automated equipment con-
trolled by a computer. A typical configuration of such an instrument consists of a fixed
polarizer and an analyzer that is rotated continuously at 50-100 Hz. The result is a sinu-
soidally varying output that can be analyzed to yield the values of ф and A. Instruments
based on a fixed analyzer have also been described. In that case, the polarization of the in-
cident beam is varied continuously with a photoelastic modulator. With automated ellip-
someters, measurement times in the millisecond regime are possible (38-40).

Ellipsometry is widely used to study film growth on electrode surfaces. Results for a
typical case, the formation of an anodic film on aluminum (41), are shown in Figure
17.1.14. Initial measurements on the substrate are found at the point marked 0.0 A, and
subsequent measurements, made at various stages of film growth, are shown as crosses.
They trace out a closed figure, and then with still greater thicknesses (shown as circles),
they begin to retrace the figure. With two measured parameters, A and ф, and known opti-
cal constants for aluminum, one can calculate two fundamental parameters for the film at
any stage of growth. In this case, since the film is assumed to be nonabsorbing (k = 0),
the refractive index n and the thickness d can be calculated. The curve in Figure 17.1.14 is
the predicted response for n = 1.62 and the various indicated thicknesses.

The kinetics of film growth can be studied in this manner without removing the elec-
trode from the cell or interrupting the electrolysis. Figure 17.1.15 contains data showing
three regimes of growth kinetics for the formation of a passive film on iron (42).

Ellipsometry has also been used to study the growth or changes in the characteristics
of polymer films on electrodes (Chapter 14). For example, ellipsometric measurements
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Figure 17.1.14 Ellipsometric
results for anodization of aluminum
in 3% tartaric acid (pH 5.5).
Numbers along fitted curve indicate
film thickness in A. [From C. J.
Dell'Oca and P. J. Fleming, J.
Electrochem. Soc, 123, 1487 (1976),
reprinted by permission of the
publishers, The Electrochemical
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taken during the galvanostatic growth of a polyaniline film by oxidation of aniline in
aqueous HC1 are shown in Figure 17.1.16 (43). The parameters were fit assuming growth
of a single uniform film (constant refractive index). Note that this model shows large de-
viations for film thicknesses above 1400 A (dashed line), which were ascribed to
changes in the density and optical constants of the film at larger thickness. Changes in
film properties with thickness during film growth or with time during conversion of a
film from one state to another (e.g., the conversion of a film of neutral polypyrrole to the
oxidized state) can make quantitative interpretations of the ellipsometric data difficult,
since they rely on models with a number of adjustable parameters. Film roughness can
also be a problem, since the surface layer in that case depends upon the refractive indices
of both film and solvent.

Although ellipsometric measurements are most frequently made at a single wave-
length, usually produced by a laser, and at a single angle-of-incidence, other modes of op-
eration are possible. For example, it is possible to make measurements at multiple angles
of incidence with a monochromatic source to remove ambiguities in the measured refrac-
tive index for a constant-thickness film. The film spectral response can also be obtained
by making measurements at a number of wavelengths (spectroellipsometry), employing,
for example, an optical multichannel analyzer for detection (44).

SOLID CURVE:
1437 h =1.51 -0.01 /

120 140 160

A (degree)
180 200

Figure 17.1.16 Experimental data (points) and fitted results (solid line) for ellipsometry during
growth of a polyaniline film at a constant current of 77 fiAJcm2 in aqueous HC1, with ellipsometric
readings taken for the reduced form of the film at -0.2 V vs. SCE. Calculated film thicknesses
indicated on plot in A. Theoretical plot deviates from fit above about 1400 A (dashed line).
[Reprinted from J. Rishpon, A. Redondo, C. Derouin, and S. Gottesfeld, 7. Electroanal Chem.,
294, 73 (1990), with permission from Elsevier Science.]
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17.1.3 Internal Reflection Spectroelectrochemistry (6, 8-10,45-49)

(a) Optically Transparent Electrodes
Another approach to the optical sampling of the electrochemical interface is to utilize

an OTE (Section 17.1.1) as an internal reflection element in the manner depicted in Figure
17.1.17. The light beam is directed parallel to the plane of the electrode and enters a prism
that refracts it so that it passes into the electrode substrate at an angle greater than the critical
angle. Then the beam travels by internal reflection through the glass until it reaches the sec-
ond prism, which allows it to exit, after refraction, along its original line of propagation. The
intensity of the beam is then measured. While the light is trapped within the electrode/sub-
strate assembly, it is reflected several times from the electrode/electrolyte interface, and at
each point of reflection it can interact optically with that region. Changes induced there, for
example by electrolysis, cause detectable changes in the beam intensity measured by the de-
tector, and they are the basis for internal reflection spectroelectrochemistry (IRS).

Mostly these experiments are concerned with light absorption by species at the inter-
face, although other effects, such as changes in refractive index, can also be measured (6,
8, 45, 46). Absorption is possible because the electric field accompanying the light wave
is not wholly contained within the electrode/substrate assembly. At the points of reflec-
tion, the field extends into the solution for a short distance. Its strength falls exponentially
with distance from the interface according to the relation:

/cp2\ /ф2\ _—x/5 (AH A 1 1 \

{Jo ) — \©o/ e V1 / . 1 . 1 1 )

Auxiliary electrode

Exiting beam
Kel-F

Silicone rubber gasket

Tin oxide coated glass

• Entering light beam

Figure 17.1.17 Cell assembly for internal reflection spectroelectrochemistry. [Adapted from N.
Winograd and T. Kuwana, J. Electroanal Chem., 23, 333 (1969), with permission.]
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where (%Q) is the average square field amplitude at the interface, (%2) is the average
square amplitude at distance x, and 8 is the penetration depth. This field is a manifestation
of the evanescent wave existing on the solution side of the interface. It interacts with ab-
sorbing species, with a probability of absorption proportional to (% 2 ) .

The penetration depth defines the distance into the solution over which optical sam-
pling occurs. It is calculable from the optical parameters of the system (8, 45). For the
usual three-phase case (e.g., SnO2 on glass in contact with solution),

5 = , X

T t (17.1.12)

where Л is the wavelength of incident light and Im f is the imaginary part of
(h\ - n\ sin2 Ox)112, in which щ is the complex refractive index of the solution, щ is the
index of refraction of the substrate (usually glass), and в\ is the angle of incidence within
the substrate. In general, the absorbing properties of the solution do not affect 8 very
much (8, 45, 46); hence щ « щ for this calculation. Since typical values of 8 (Problem
17.7) are 500 to 2000 A, the IRS method is strictly sensitive to the part of the solution
very near the interface.

Suppose now that only the reduced form of the O/R couple absorbs. Its absorbance is
usually expressed as

^R(0 = A ^ R j CR(x, t) expfe j dx (17.1.13)

where the integral arises because the probability of light absorption is proportional to (% 2 )
and CR(JC, 0 at any value of x. At all points the absorbance is proportional to the molar ab-
sorptivity eR. The parameter Ne f f is a sensitivity factor incorporating the number of reflections
and the relationship between the incident intensity and (^o). It depends on the materials used
in the electrode/substrate assembly, the beam geometry, and its state of polarization. In gen-
eral, iVeff must be evaluated empirically. Values on the order of 50 to 100 are typical.

If the electrolysis time is longer than about 1 ms, the diffusion layer is much thicker
than <5; hence CR(x, t) ~ CR(0, 0 at all values of x where the exponential factor has a sig-
nificant value, and

, t) (17.1.14)

Thus the absorbance is a measure of the surface concentration of R. The spectrum of ab-
sorbance is not the same as the conventional absorption spectrum (SR VS. A), because A/gff
and 8 vary with A and because various other optical effects associated with the
electrode/substrate system complicate the picture (6, 45, 46).

For electrolyses involving time scales shorter than about 500 /JLS, the diffusion layer
is of the same order as 8, and the absorbance is sensitive to the evolving concentration
profile of R (6, 46, 47). The resulting optical transients can be useful for characterizing
rather fast electrochemical processes, which are otherwise complicated severely by
nonfaradaic contributions to current and charge functions. Theoretical absorbance tran-
sients can be computed from (17.1.13), once the diffusion-kinetic equations defining
the concentration profile of R have been solved, either analytically or by numeric meth-
ods such as digital simulation.

Figure 17.1.18 contains data obtained in experiments of this sort (47). The electrode
reaction for curve a is the oxidation of tri-p-anisylamine (TAA) to its cation radical in
acetonitrile:

(17.1.15)
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Figure 17.1.18 Transient absorbances caused by potential steps of 800-JLLS width from 0.40 to
0.80 V vs. SCE. Pulses were repeated at 30 Hz for 2 min, and transients were averaged. Curve a:
0.182 mM TAA in acetonitrile. Curve b: 0.182 mM TAA and 0.182 mM AF. Curve c: 0.167 mM
TAA and 0.333 mM AF. Solid curves are fitted results yielding the rate constant given in the text.
[Reprinted with permission from N. Winograd and T. Kuwana, J. Am. Chem. Soc, 93, 4343 (1971).
Copyright 1971, American Chemical Society.]

and the transient absorbance is due to TAA+ generated in a step experiment involving an
800-/xs width. To improve the signal-to-noise ratio, the pulses were repeated at 30 Hz for
2 min, and the 3600 transients were averaged. The results are reported in terms of normal-
ized absorbance, which is the value of si(t) divided by the asymptotic si at long times
[essentially provided by (17.1.14) with CR(0, t) = CR, assuming DR = Do]. This proce-
dure allows cancellation of Afeff and e.

Experiments b and с were performed to evaluate the rate constant for the electron
transfer from TAA to acetylferricenium cation (AF+):

TAA + AF + ^ TAA+ + AF (17.1.16)

The ratio ki/k2 is the equilibrium constant, which is available from standard potentials.
The step in potential causes oxidation of both TAA and AF, then the AF + diffuses out
into solution and reacts with TAA, so that TAA+ is produced faster than in the absence of
AF+ . From the shape of the absorbance rise, one can evaluate the rate constant k\ as 3.8
X 108 M~x s"1. Note that this figure is quite large, and implies a reaction time scale that
will severely tax most purely electrochemical methods.

(b) Surface Plasmon Resonance (SPR) (50, 51)
The arrangement for an SPR measurement in an electrochemical cell is shown in Figure
17.1.19. The electrode is a thin gold film (—50 nm) deposited on a glass cover slip. It is ir-
radiated from the backside by p-polarized light from a laser via the hemispherical prism,
and the reflectivity is measured as a function of the angle of incidence, 6. The result is a
plot that shows a dip in reflectivity over angles of a few degrees (Figure 17.1.20). The
lowest point is referred to as the SPR minimum. The beam, when coupled to the film via
the prism in this configuration (called the Kretschmann configuration), causes collective
excitations of electrons at the gold film/solution interface that are called plasmons. The in-
tensity of the optical field associated with the plasmons decays exponentially with dis-
tance into the solution away from the electrode surface with a decay length on the order of
200 nm; thus this field is sensitive to thin layers at the gold-solution interface and pro-
vides information about the surface dielectric constant and layer thickness. It has been
used to study the adsorption of biological molecules and self-assembled monolayers on
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Figure 17.1.19 A prism/gold electrode arrangement for an SPR experiment. The gold film
(50 nm thick) is deposited on a glass microscope cover slip and serves as the electrode. Laser light
is coupled into the electrode via the hemispherical prism. The remainder of the cell is below the
assembly shown here. The layer labeled "thin film" is an adsorbed layer or some other deposit on
the working electrode. [Reprinted from D. G. Hanken, С E. Jordan, B. L. Frey, and R. M. Corn,
Electrocuted. Chem., 20, 141 (1998), by courtesy of Marcel Dekker, Inc.]
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Figure 17.1.20 SPR
reflectivity curves for clean
gold (circles) and sequentially
adsorbed monolayers of
11-mercaptoundecanoic acid
(triangles), a 22% biotinylated
poly-L-lysine monolayer
(squares), and the protein
avidin (bowties). The shift in
the minimum, the SPR angle, is
used to determine the thickness
of the adsorbed layer.
[Reprinted with permission
from B. L. Frey, С. Е. Jordan,
S. Kornguth, and R. M. Corn,
Anal. Chem., 67, 4452 (1995).
Copyright 1995, American
Chemical Society.]
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metals, the potential distribution at an electrode surface, and electrochemical processes
like underpotential deposition and electrode oxidation. For example, the change in behav-
ior of a clean gold surface after adsorption of different layers is shown in Figure 17.1.20.
Note the shift in the SPR minimum with increasing film thickness.

17.L4 Photoacoustic and Photothermal Spectroscopy

The transmission and reflection techniques, while very powerful in characterizing changes
occurring at or near the electrode surface, make rather severe demands on the type of
electrode that can be used. For example, electrodes with very rough surfaces cannot be
examined easily by reflection techniques, because the impinging light is largely scattered,
and, of course, only transparent electrodes can be employed in transmission experiments.
There has thus been interest in developing techniques for the optical investigation of
solids, either in situ or after removal from the electrochemical cell, by detecting directly
the amount of absorbed radiation through temperature changes in the electrode, rather
than by analyzing properties of the transmitted or reflected beam. This goal can be
reached by measuring the temperature change directly (photothermal spectroscopy) or by
measuring the pressure fluctuations in a solution or in air induced by the periodic temper-
ature variation resulting from a chopped light beam (photoacoustic spectroscopy). These
techniques, which have not found widespread use in electrochemical systems, are dis-
cussed in more detail in the first edition. Photothermal deflection spectroscopy is a re-
lated technique in which temperature or compositional changes that occur near an
electrode surface are measured by the deflection of a laser beam that probes changes in re-
fractive index near the electrode (52).

17.1.5 Second Harmonic Spectroscopy

In the optical methods described so far, the electrode is irradiated with light of frequency
o) and the radiation is also detected at со. However, nonlinear optical effects, analogous to
the electrochemical effects discussed in Section 10.6, can result in the appearance of radi-
ation at frequency 2w. This effect occurs in noncentrosymmetric crystals and is the basis
of frequency doublers used in laser systems. Symmetry is also broken at an interface,
hence the generation of a second harmonic signal can be a selective probe of interfaces.
This method is especially useful for solid/liquid interfaces, since the interrogating light
beam can be passed through the solution without effect on the second harmonic response.
The principles, theory, and application of second harmonic generation (SHG) to electro-
chemical systems has been the subject of a number of reviews (53-55).

The typical apparatus for an SHG experiment is shown in Figure 17.1.21. Since the
conversion efficiencies from the fundamental to the second harmonic signal are very low,
typically of the order of 10~12 % (55), it is necessary to use high power pulsed (ps-ns)
lasers with light intensities at the surface of 105 to 108 W/cm2. Even with these high inten-
sities the resulting second harmonic signal is small, perhaps 5 to 50,000 photons/s, so gated
photon counting or some form of signal averaging is needed in the detection electronics.

The SHG signal is sensitive to species at the interface (i.e., those within a few molecu-
lar layers from the electrode surface) and can be used to detect adsorbed species, reaction
intermediates, and changes in the nature of the electrode surface. Often the response is
dominated by changes in the nonlinear susceptibility of the metal surface, which is sensi-
tive to the presence of adsorbed species, but not very effective for identifying the species.

2First edition, pp. 596-600
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Figure 17.1.21 Experimental apparatus for SHG experiments. A small portion of the beam from
a high-power pulsed laser is sent to a reference channel, after frequency doubling, to provide a
signal to normalize for fluctuations in the laser intensity. The main beam is linearly polarized and
filtered before impinging on the sample. The resulting beam at 2o> is separated from the
fundamental by filters and a monochromator. [Reprinted with permission from R. M. Corn and
D. A. Higgins, Chem. Rev., 94, 107 (1994). Copyright 1994, American Chemical Society.]

25 х

'со

m
ts

S
H

G
 

(C
O

L

103 -

20 -

15 -

10 -

5 -

n -

- A ' ' '

" 'i *

1 \
1 \\ / ^ЧЛ

-j W/ \\

i i i

i i

s

t
1

\ ! ~

1 L

;

-

H20 ^

20 Q

- -40 О

-0.2 0.0 0.2 0.4 0.6 0.8

Potential (V vs. SCE)

1.0 1.2

О
0.8 -

0.6 -

0.4

0.2

0.0

i i

—

-

_

1 1

o/

/o

^f\ 1

1

r / O

1

1

)

-

_

1

-7 -6 -5

log [СП

(b)

- 4 - 2

Figure 17.1.22 (a) Second
harmonic signal (solid line) and
cyclic voltammogram (dashed
line) for a polycrystalline Pt
electrode in 0.5 M HC1O4 and 1
mM KC1. if?) Adsorption isotherm
determined from SHG response at
0.2 V at different KC1
concentrations. The chloride
surface coverage was taken as
proportional to the metal surface
nonlinear susceptibility.
[Reprinted with permission from
R. M. Corn and D. A. Higgins,
Chem. Rev., 94, 107 (1994).
Copyright 1994, American
Chemical Society.]



700 • Chapter 17. Spectroelectrochemistry and Other Coupled Characterization Methods

However the generation of SHG signals during a voltammetric scan can be chemically in-
formative when coupled to electrochemical behavior. Consider Figure 11 A.22a, which de-
picts the SHG signal during a cyclic voltammogram on a polycrystalline Pt electrode in 0.5
M HC1O4 and 1 mM KC1. The response indicates the changes in the electrode surface dur-
ing the scan (56). The large increase at negative potentials is due to the formation of ad-
sorbed hydrogen. The signal between 0 and 0.4 V vs. SCE is attributed to adsorbed
chloride ions. Above 0.4 V chloride is desorbed as the layer of oxide or adsorbed hydroxyl
forms. The signal at 0.2 V as a function of chloride ion concentration can be used to find
the adsorption isotherm, as shown in Figure 17.1.22b. SHG has been used to study adsorp-
tion on many different metals, semiconductor electrodes, and underpotential deposition.

17.2 VIBRATIONAL SPECTROSCOPY

17.2.1 Infrared Spectroscopy (57-59)

In general, the electric field of incident radiation interacts with the molecular dipole.
When the frequency of the radiation (~1013 Hz) resonates with a molecular vibration, ab-
sorption can occur, particularly if excitation of that vibration has an effect on the molecu-
lar dipole moment. The energy changes involved in exciting vibrational modes in this way
correspond to the infrared spectral region. A full infrared spectrum consists of bands
(group frequencies), assignable to particular moieties (e.g. -CH2-, -CH3, C=O), in char-
acteristic frequency regions that are relatively independent of the other groups in the mol-
ecule. Since infrared spectroscopy probes molecular vibrations that involve changes in the
dipole moment, the vibrations of polar molecular bonds generally correspond to strong in-
frared bands.

In infrared spectroelectrochemistry (IR-SEC), species are probed at the electrode
surface and in a thin zone of solution near the surface. The usual configuration involves
one like that shown in Figure 17.2.1, the external reflection mode, where the infrared radi-
ation passes through a window and a thin layer of solution, reflects off of the electrode
surface, and is detected. The solution layer between the window and electrode must be
thin (1 to 100 fim) because most solvents are good absorbers of IR radiation. A typical
cell configuration is shown in Figure 17.2.2. The electrode is placed at the end of a piston
that can be used to adjust the spacing between electrode and window. Even with this thin
layer, the absorbance of the species of interest is usually much smaller than that of the
bulk solution, so modulation or difference techniques are often employed to obtain useful
signals. Either the potential or the polarization of the incident radiation can be modulated.

The technique in which the potential is modulated is known as EMIRS, for electro-
chemically modulated infrared reflectance spectroscopy (60). A block diagram of the appa-

IR Radiation

\

Thin solution layer

Figure 17.2.1 Diagram of the external
reflectance configuration for IR-SEC. The cell

Metal Electrode window (e.g., CaF2, Si, ZnSe) must be
transparent to IR radiation and insoluble in the
solution of interest.
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IR Radiation

Disc Shaped
Working
Electrode
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Figure 17.2.2 Spectroelectrochemical cell for IR-SEC. [Reprinted from A. Bewick,
K. Kunimatsu, B. S. Pons, and J. W. Russell, 7. Electroanal Chem., 160, 47 (1984), with
permission from Elsevier Science.]

ratus for this experiment is shown in Figure 17.2.3. The potential is modulated between one
where the species of interest is absent and one where it is electrochemically generated. Thus
the technique allows detection of the generated species while discriminating against the sol-
vent and dissolved species, whose IR absorbances are not affected by the potential modula-
tion. Modulation rates are generally limited to a few Hz, because the high resistance of the
thin layer of solution between electrode and window results in a large cell time constant.

Most modern IR spectrometers exploit the multiplex advantages of Fourier transform
(FT) approaches. The corresponding IR-SEC technique is SNIFTIRS, for subtractively nor-
malized interfacial Fourier transform infrared spectroscopy? The apparatus is shown
schematically in Figure 17.2.4. The monochromator is replaced by an interferometer, and the
signal is an interferogram, representing detected intensity as a function of mirror position in
the interferometer. Because modern FTIR spectrometers can record interferograms in mil-
liseconds, many interferograms can be recorded and signal-averaged. By inverse Fourier
transformation, the averaged result is converted into a conventional infrared spectrum. Rather
than modulating between two potentials, spectra are obtained separately at two potentials,

Source Monochromator
i i

Polarizer/

Power
supply

Oscillator I—| Potentiostat

I

Figure 17.2.3 Block diagram for the instrumentation in an EMIRS experiment. The oscillator
varies the potential of the electrode and provides a reference signal to the phase-sensitive detector
(PSD). The modulated IR signal from the detector is also fed to the PSD. [Reprinted from J. K.
Foley, C. Korzeniewski, J. L. Daschbach, and S. Pons, Electroanal Chem., 14, 309 (1986), by
courtesy of Marcel Dekker, Inc.]

3The same method is sometimes called PDIRS (for potential difference infrared spectoscopy) or SPAIRS (for
single potential alteration infrared spectroscopy).
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Figure 17.2.4 Block diagram for a SNIFTIRS instrument. The source, interferometer, detector,
and data acquisition usually are in a commercial FTIR instrument. [Reprinted from J. K. Foley,
С Korzeniewski, J. L. Daschbach, and S. Pons, Electroanal Chem., 14, 309 (1986), by courtesy
of Marcel Dekker, Inc.]

one where the electrochemical process of interest is happening and one where it is not. Sub-
traction of absorbances at corresponding wavelengths gives the SNIFTERS spectrum.

Still another approach involves modulation of the polarization of the incident radia-
tion between the p- and s-polarized waves with a photoelastic modulator (Figure 17.2.5).
Only ^-polarized light is surface-sensitive, while the randomly oriented solution mole-
cules absorb p- and s-polarized to the same extent. This technique is called IRRAS, for in-
frared reflection absorption spectroscopy. In IRRAS, the electrode potential remains
fixed during acquisition of the spectrum. FTIR spectrometers can also be used in the
IRRAS configuration. Because the final result from IRRAS represents only the surface
layer at a fixed potential, it has the appearance of a normal IR absorption spectrum. In
contrast, the other modulation and difference techniques discussed here typically give
spectra with positive and negative peaks, because the background signal is not fully re-
moved, but instead contributes, with a negative sign, to the final result.

The IR absorption probability per molecule can be significantly increased (by a factor
of 10-50) when thin (-10 nm) films of certain metals, like Ag and Au, are evaporated on
the surface to form an island structure that produces sites for adsorption of the substance

Source -~| Interferometer [ - - [

Power
supply

Figure 17.2.5 Block diagram for an IRRAS instrument with an FT spectrometer. The
photoelastic modulator (РЕМ) is a crystal, such as ZnSe, whose refractive index can be changed by
application of a strain by a piezoelectric transducer, thus modulating the radiation between s- and p-
polarization. [Reprinted from J. K. Foley, C. Korzeniewski, J. L. Daschbach, and S. Pons,
Electroanal Chem., 14, 309 (1986), by courtesy of Marcel Dekker, Inc.]
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of interest (61). This phenomenon, which is related to a more widely-studied effect in
Raman spectroscopy (Section 17.2.2), results from an enhanced optical electric field
through coupling of the radiation via modes in the metal and from increased polarizability
of the molecules caused by chemisorption. This technique is called surface-enhanced in-
frared absorption (SEIRA).

Infrared methods have been used to study adsorbed species (reactants, intermediates,
products), to examine species produced in the thin layer of solution between electrode and
window, and to probe the electrical double layer. These approaches have been especially
useful with species that have a high infrared absorption coefficients, like CO and CN~. In
favorable cases, information about the orientation of an adsorbed molecule and the poten-
tial dependence of adsorption can be obtained. For example, the SNIFTIRS spectrum ob-
tained with a 0.5 mM aqueous solution of/?-difluorobenzene in 0.1 M HC1O4 at a Pt
electrode is shown in Figure 17.2.6 (62). The spectrum results from both dissolved (posi-
tive &RIR-values) and surface adsorbed (negative &RIR-values) p-difluorobenzene.

One can obtain vibrational spectra of only adsorbed species by taking advantage of the
nonlinear effects at the interface discussed in Section 17.1.5 in connection with SHG. In the
vibrational region, the technique is called sum frequency generation (SFG) and is carried
out by irradiating the electrode/solution interface with a visible beam at a fixed frequency,
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Figure 17.2.6 SNIFTIRS spectra of p-difluorobenzene in 1 M HC1O4 at a Pt electrode in
different wavenumber regions. Each curve is a difference between spectra recorded at 0.2 and 0.4 V
vs. NHE. The negative peaks correspond to spectral features dominant at 0.4 V, and the positive
ones to features dominant at 0.2 V. [Data from S. Pons and A. Bewick, Langmuir, 1, 141 (1985).
Figure reprinted from J. K. Foley, C. Korzeniewski, J. L. Daschbach, and S. Pons, Electroanal.
Chem., 14, 309 (1986), by courtesy of Marcel Dekker, Inc.]
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wvis, and a tunable infrared beam, co^. Because of the inherent nonlinearity of the interface,
a third beam at frequency cosf = a>wis + co^ is generated when the infrared light excites a vi-
brational resonance corresponding to a species at the interface (63, 64). The frequency of the
infrared beam is scanned, and a signal at cosf is detected. Note that while this is a form of vi-
brational spectroscopy, the detected light is in the visible region, not far from <wvis. For ex-
ample, in a study of CO adsorbed on Pt electrodes, the visible beam was at 532 nm (18,800
cm" 1) and the infrared beam was scanned between 1400 and 4000 cm" 1 (65). The reflected
beam was passed through a monochromator to separate the light at a>sf from the reflection of
the incident light at 532 nm. One can also obtain information from the polarization of the
sum-frequency output with respect to that of the visible and infrared beams.

17.2.2 Raman Spectroscopy

Raman scattering experiments usually involve excitation of a sample with light that is not
absorbed by the sample. Most of this light passes directly through the system or is elasti-
cally scattered; that is, it is scattered without a change in photon energy (the Rayleigh ef-
fect). However, some photons exchange energy with the sample and are inelastically
scattered, with a change in wavelength reflecting the loss or gain in energy. This process
is the Raman effect (66, 67), and it provides much qualitative information about the sam-
ple from the characteristic changes in energy observed in the scattered photons.

The scattering process can be viewed in the manner depicted in Figure 11.2.1a. The
incident photon can be imagined as raising a molecule to a "virtual state," which is a non-
stationary state of the system. Immediate reemission without loss of energy effects
Rayleigh scattering, and reemission to a final state other than the original state gives
Raman scattering. Note that the Raman effect will produce light with discrete energy dif-
ferences relative to the energy of incident light. These differences correspond to quanta of
the vibrational normal modes of the molecule. Usually one studies the Stokes lines, which
are Raman emissions at lower energy than the excitation energy. However, the scattered
photon can also have more energy than the incident light by being scattered from a system
with some initial vibrational activation. This anti-Stokes branch is generally less useful
because it is usually of lower intensity.

The probability of Raman scattering depends on certain selection rules, but under most
circumstances is quite small; hence experiments must involve intense light sources and

Е К /v-j A2

Normal Raman effect

(a)

Excited electronic
state with sublevels

Virtual state

Ground electronic
state with vibronic
sublevels

R2

Resonance Raman effect

(b)

Figure 17.2.7 Schematic views of Raman scattering. Excitation (E) to a nonstationary virtual
state is followed by Rayleigh scattering (Rr) with no change in energy, or Raman scattering (i?j
and R2) with energy changes equal to vibrational quanta, (a) The normal Raman effect involves
excitation in a nonabsorbing region, (b) The resonance Raman effect involves excitation very near
an allowed absorption transition.
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high sample concentrations. Raman spectroscopy provides molecular vibrational informa-
tion complementing that of IR spectroscopy. Because it is carried out with excitation and
detection in the visible region of the spectrum, it can be employed in electrochemical cells
with glass windows and aqueous solutions, both of which are strongly absorbing in the IR
region. A block diagram of a Raman spectrometer is shown in Figure 17.2.8. Since Raman
experiments always involve the measurement of small energy shifts on the order of 100 to
3000 cm"1 from the excitation energy, a monochromatic source is essential. Since high in-
tensity is also required, lasers are universally used. A high-resolution double or triple
monochromator is employed to separate the Raman lines from the intense Rayleigh line. In
electrochemical situations, measurements are usually made on species within the operating
cell. Dissolved species or those adsorbed on an electrode surface can be monitored.

Most Raman experiments in electrochemical systems utilize techniques that result in
large enhancements of the signal. In one approach, known as resonance Raman spec-
troscopy (RRS) (67), very large enhancements in the scattering occur when the excitation
wavelength corresponds to an electronic transition in the molecule. Molecules adsorbed
on certain surfaces (e.g., silver or gold) also show a large enhancement in the Raman sig-
nal; this effect is employed in surface enhanced Raman spectroscopy (SERS) (68-70).

A schematic view of the process that occurs in RRS is given in Figure 112.1b. Exci-
tation is made within an absorption band to a virtual state nearly of the same energy as
one of the stationary states of the system. The near-resonance electronic interaction en-
ables the molecule to interact much more effectively with the light and provides an en-
hancement factor of 104 to 106 in scattering probability.

A good example of the application of RRS to the examination of a dissolved species
generated electrochemically is represented by the spectra in Figure 17.2.9 which were
recorded for the system (71),

TCNQ + e ^± TCNQ7 (17.2.1)

where TCNQ is tetracyanoquinodimethane:

NC f =

The anion radical was generated by coulometric bulk reduction of a TCNQ solution. The
extremely high information content of these spectra is readily apparent. They can be used
as diagnostics and can be interpreted, in much the same manner as infrared spectra, to

Tl: Sapphire
Laser —4-

Bandpass
Filter

Focusing Lens

Sample
4 Polarization Scrambler
4 Camera Lens

Figure 17.2.8 Block diagram of Raman spectrometer with a choice of laser excitation and
detection with a charge-coupled device (CCD). [Reprinted with permission from J. E. Pemberton in
"The Handbook of Surface Imaging and Visualization," A. T. Hubbard, Ed., CRC, Boca Raton, FL,
1995, p. 647. Copyright CRC Press, Inc., Boca Raton, FL.]
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Figure 17.2.9 Resonance Raman spectra of TCNQ and electrogenerated TCNQ", which was
coulometrically produced by reduction at —0.10 V vs. SCE. Initially, TCNQ was present at 10.9
mM in acetonitrile containing 0.1 M tetra-n-butylammonium perchlorate. Excitation wavelengths
are indicated. Abscissa shows frequency shift with respect to excitation line. S denotes a normal
Raman band of the solvent. [Reprinted with permission from D. L. Jeanmaire and R. P. Van Duyne,
J. Am. Chem. Soc, 98, 4029 (1976). Copyright 1976, American Chemical Society.]

identify unknown electrolysis products (72). Alternatively, they can be interpreted in fun-
damental terms for the information they contain about the electronic and vibrational prop-
erties of the species under examination (71, 73, 74).

Raman data can also be obtained on species in the diffusion layer at a faradaically ac-
tive electrode (73, 75). Whole spectra are gathered as the electrode is cycled through a re-
peated double-step waveform involving, for example, a short period of forward
electrolysis and a long reversal step.

Alternatively, transients in Raman intensity are available by observing one selected
line for the duration of the experiment. An example (75) is shown in Figure 11.2.10a.
Since this result is the average signal from 1000 cycles of a 50-ms period of forward elec-
trolysis and a 950-ms reversal, the whole experiment required 1000 s. The Raman inten-
sity quantifies the total amount of the product generated, thus it is analogous to the
absorbance-time transient observed in a transmission experiment and the charge-time
curve in chronocoulometry. The forward phase should yield a signal proportional to tm,
and reversal should produce an intensity proportional to ty2 - (t - r) 1 / 2 , where т is the
duration of the forward phase. The two plots should have the same slope (Problem 17.8).
The graph in Figure 17.2.10b verifies the expectations. Note that these experiments are
extremely selective, because the monitored Raman line is so narrow that interference
from another species in solution is improbable.

Most frequently, Raman techniques are used to examine species adsorbed on sur-
faces. Although it is possible under favorable circumstances to obtain spectra of monolay-
ers with unenhanced, normal Raman (NR) spectroscopy (76), such studies involve
considerable difficulty, and the vast majority of reports are based on the SERS technique.
In SERS the Raman signal is enhanced from 105 to 106 times when the adsorbed mole-
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Figure 17.2.10 (a) Resonance Raman intensity transient for the cation radical of N,N,N\Nf-
tetramethyl-p-phenylenediamine (TMPD) produced in a 50-ms step and rereduced in a 950-ms
step. Average of 1000 experiments. Intensity is for the 1628 cm" ] line of TMPD^~ under excitation
at 6120 A. [TMPD] = 3.0 mMin CH3CN. (b) Plots of the forward-phase intensity (1) vs. tm and
reverse-phase intensity (2) vs. в = ty2 — (t — т)т. Data from transient in (a). [From D. L.
Jeanmaire and R. P. Van Duyne, J. Electrocuted. Chem., 66, 235 (1975), with permission.]

cule is on a roughened surface of Ag, Cu, or Au. In the first experimental observation of
this effect, with pyridine on Ag (77), a silver electrode was roughened electrochemically
(to increase the surface area) by repeatedly scanning or stepping the potential of the elec-
trode between regions where oxidation and reduction occurs (called in the SERS literature
an "oxidation-reduction cycle" or ORC). This process creates a surface with asperities on
the nanometer and atomic scales. The serendipitous choice of Ag and the roughening step
in the original experiment turned out to be critical for the surface enhancement phenome-
non. That a large enhancement effect was occurring under these experimental conditions
was realized only later (78, 79), and the origin of the enhancement and applications of
SERS in electrochemical systems have been the subject of numerous subsequent studies
(68-70, 80-82).

The surface enhancement is ascribed to the occurrence of two separate effects, elec-
tromagnetic and chemical (70). The electromagnetic effect arises from small surface
structures arising in the ORC that cause strong local increases of the electric fields of the
excitation and scattered radiation via surface plasmon waves. The chemical effect is at-
tributed to interactions between the adsorbed molecule and the metal surface which lead
to electronic (charge-transfer) transitions between molecule and metal. The result is a res-
onance-Raman-like effect. Since both effects operate only over very small distances,
SERS is specific for molecules at the electrode surface.

As an example of a SERS study in an electrochemical environment, consider the be-
havior of Os(NH3)5py3 + (py = pyridine) adsorbed on a silver electrode (83). In a typical
experiment, the electrode was immersed in a solution containing 0.1 mM Os(NH3)5py3 +,
0.1 M NaBr, and 0.1 M HC1, and an ORC was carried out. SERS spectra were recorded
with excitation at 647 or 514 nm as a function of electrode potential over the range -150
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Figure 17.2.11 SER
spectra for Os(NH3)5py3 +

adsorbed on an Ag
electrode as a function of
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[Reprinted with permission
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3350 (1983). Copyright
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to -850 mV vs. SCE (Figure 17.2.11). At -150 mV (topmost spectra), the adsorbed
species is present in the +3 state and shows, for example, a prominent peak at 1020
cm"1, ascribed to the symmetric pyridine ring breathing mode. Upon reduction at more
negative potentials, such as —750 mV, this peak disappears and is replaced by one at 992
cm"1 (and another peak at 1053 cm"1 grows in) characteristic of this complex in the +2
state. These results were reversible with electrode cycling, and a plot of peak heights at
1020 and 992 cm"1 as a function of potential could be correlated to the redox potential of
the +3/+2 couple. In this system, the changes in the Raman bands of the pyridine ligand
can be attributed to changes in the oxidation state of the metal center, but adsorbed mole-
cules show SERS spectra that are functions of the electrode potential even when changes
in oxidation state do not occur. For example, for methanol adsorbed on Ag, the position
and relative intensities of the C-O and C-H vibrational bands change with the applied po-
tential over the range of -0.05 to -1 .0 V (69).

A limitation to the application of SERS to electrochemical systems is the specificity of
the enhancement effect to Ag, Au, and Cu. However, since the electromagnetic part of the
enhancement is maintained over distances of several nanometers, it has been possible to
coat a SERS active metal with a thin layer of another metal that is exposed to the adsorbing
molecules and still obtain enhanced signals (69). For example, by constant-current deposi-
tion, it is possible to deposit pinhole-free layers of Pd on Au with a thickness corresponding
to 3.5 monolayers and to study the adsorption of species on the Pd by SERS. The spectra of
adsorbed benzene on such an electrode are shown in Figure 17.2.12 (84). The symmetric
ring-breathing mode of benzene adsorbed on Pd appears at 950 cm"1, shifted considerably
from that found either for liquid benzene (992 cm"1) or for benzene adsorbed on Au (975
cm"1). Deuterated benzene (C6D6) behaves similarly and shows the expected shift in the
band to lower frequency. The attenuation of the enhancement effect with thickness of the Pd
overlayer was reported to be only a factor of 4-5 for thicknesses of 3-30 monolayers.

An interesting recent finding (85) from observations of individual silver particles
bearing adsorbed molecules (e.g., rhodamine 6G) is that "hot" particles with a size range
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Figure 17.2.12 SER spectra for (a) benzene
and (b) benzene-ds on a Pd film, 3.5 monolayers
thick, on roughened Au. The potential was —0.2
V vs. SCE in an aqueous 0.5 M H2SO4 solution
containing 10 mM benzene. Excitation, 647.1 nm
at 20^1-0 mW. The feature marked by an asterisk
is ascribed to an impurity. [Reprinted with
permission from S. Zou, C. T. Williams, E. K.-Y.
Chen, and M. J. Weaver, J. Am. Chem. Soc, 120,
3811 (1998). Copyright 1998, American Chemical
Society.]

of 80-100 nm showed much larger enhancement factors (~1014) with excitation at 514.5
nm than those typical for a large roughened surface. This enormous enhancement permit-
ted the observation of Raman spectra from single molecules.

17.3 ELECTRON AND ION SPECTROMETRY

Powerful surface analysis techniques, based on the detection of charged particles (elec-
trons and ions) following irradiation of the sample with photons, electrons, or ions, have
been developed, largely for the characterization of materials and microelectronics (2,
86-90). Some of these techniques and their general principles are illustrated and listed in
Figure 17.3.1. Important considerations include the size of the irradiating spot (which
governs the spatial resolution of the technique), the sensitivity (minimum detectable
amounts), and the depth of the zone that is sampled. These are compared for various tech-
niques in Figure 17.3.2.

A common feature of all of these methods is that measurement is carried out in ultra-
high vacuum (UHV) (<10~8 torr); thus any electrode surface to be examined must be re-
moved from the cell, possibly rinsed, dried of solvent, and then place in vacuo. Electrodes
cannot be examined in situ, since liquids will absorb and block the beams of electrons and
ions. The sample must be transferred into a system where there is no electrolyte. This al-
ways raises the possibility that the analyzed interface differs significantly from the one in
the cell, which is the actual point of interest. For example, hydrated solids will lose water
in vacuum and may change composition. Also, exposure of the electrode to the air during
transfer can cause oxidation of surface species. Special apparatus has been designed to
minimize the problems of exposure to the atmosphere by allowing the sample to be re-
moved from the cell in an inert atmosphere and moved directly into the UHV (Figure
17.3.3), but one must always be alert to artifacts engendered by the transfer.
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Figure 17.3.1 General principle of ultrahigh vacuum surface spectroscopic techniques. [From A.
J. Bard, "Integrated Chemical Systems," Wiley, New York, 1994, p. 102, with permission.]

Technique Abbreviation Excitation Detection

X-ray photoelectron spectroscopy
UV photoelectron spectroscopy
Auger electron spectroscopy
Low-energy electron diffraction
High-resolution electron energy

loss spectroscopy
Rutherford backscattering
Secondary ion mass spectroscopy
Laser desorption mass spectroscopy

XPS
UPS
AES
LEED
HREELS

RBS
SIMS
LDMS

Photons (X-ray)
Photons (UV)
Electrons
Electrons
Electrons

H+ or He+ ions
Ions
Photons

Electrons
Electrons
Electrons
Electrons
Electrons

H + or He+ ions
Ions
Ions

Figure 17.3.2 Detection limits,
sampling depth, and spot size for
several surface spectroscopic
techniques. XRF (x-ray
fluorescence); EMP (electron
microprobe); EEL (electron energy
loss), SAM (scanning Auger
microprobe); STEM (scanning
transmission electron microscopy).
Other abbreviations in Figure 17.3.1.
This figure is meant to provide a
graphic summary of the relative
capabilities of different methods;
modern instruments have somewhat
better quantitative performance
characteristics than the 1986 values
given here. [From A. J. Bard,
"Integrated Chemical Systems,"
Wiley, New York, 1994, pp. 103,
with permission; adapted from
"Texas Instruments Materials
Characterizations Capabilities,"
Texas Instruments, Richardson, TX,
1986, with permission.]
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Figure 17.3.3 Schematic diagram of apparatus that allows electrochemical preparation of
sample in an antechamber under argon and then direct transfer into a UHV chamber for surface
spectroscopic examination. [Reprinted from A. T. Hubbard, E. Y. Cao, and D. A. Stern in "Physical
Electrochemistry," I. Rubinstein, Ed., Marcel Dekker, New York, 1995, Chap. 10, by courtesy of
Marcel Dekker, Inc.]

X-Ray Photoelectron Spectroscopy (88,91-97)

If one irradiates a sample with monochromatic X-rays (e.g., the Al Ka line at 1486.6 eV
or the Mg Ka line at 1253.6 eV), electrons will be ejected from the sample into the sur-
rounding vacuum. Some of these electrons are removed from deep core levels of atoms
making up the lattice, and they are of particular interest to us now (Figure 17.3.4a). If the
atoms are sufficiently close to the surface (<20 A), there is a high probability that the
electrons will escape without being inelastically scattered and suffering the consequent
loss in kinetic energy. We are interested in the distribution of unscattered electrons vs.

(a)

Detection

Sample

n = 3, 2, 1

(b)

2p

2s

- E Binding energy/Kinetic energy •

Figure 17.3.4 Schematic
representation of (a) the electron
emission process and (b) the resulting
photoelectron spectrum. One X-ray
photon will cause ejection of one
electron. The resulting kinetic energy of
that electron depends upon which core or
valence electron has been ejected. [From
J. J. Pireaux and R. Sporken in M.
Grasserbauer and H. W. Werner, Eds.,
"Analysis of Microelectronic Materials
and Devices," Wiley, New York, 1991,
with permission.]
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their kinetic energy in vacuo, that is, the photoelectron spectrum. This approach is called
X-ray photoelectron spectroscopy (XPS).

The energy of the photon that ejects an electron must be conserved and can be sepa-
rated into four terms (95):

hv = E b + E k + E r
(17.3.1)

The two most important of these are the kinetic energy E k of the electron in the spectrom-
eter and the energy required to remove the electron from the initial state, that is, the bind-
ing energy, Eb. Since the value of E b is discrete and is well-defined for different atomic
levels, one can expect discrete kinetic energies E k corresponding to these levels; hence
the photoelectron spectrum shows a peak corresponding to each level (Figure 173.4b).
The binding energy associated with a given peak is approximately hv - Ek. Minor correc-
tions for the recoil energy, Er, at the site of ejection (usually very small) and for the spec-
trometer work function, </>sp (3-4 eV), must be applied for accurate binding energy
assignment. A schematic diagram of an X-ray photoelectron spectrometer is shown in
Figure 17.3.5.

From an analytical standpoint, the utility of XPS is that it provides atomic informa-
tion about the surface region without seriously damaging that region. Some information
about oxidation states is also available, because the binding energy of an electron in a
given orbital is affected slightly by its electronic environment. Thus, one can see, for ex-
ample, separate peaks for Is electrons derived from nitrogen in its amide and nitro forms
(see below). In general, the surface and thin-film analytical tools discussed here are not
very informative about the chemical forms in which atoms are present, and the ability of
XPS to supply such information has made it useful for electrochemical applications.

XPS signals can be detected for atoms throughout the periodic table, except helium
and hydrogen. The sensitivity limits are on the order of 0.1 atomic percent, except for
lighter elements, which are often detectable only above 1 to 10%.

The characterization of anodic oxide films is one area where XPS has been extremely
useful. Figure 17.3.6 contains spectra for platinum samples that have been oxidized in
three different ways (98). Curve a represents a sample reduced in H2, then exposed to O2
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Figure 17.3.5 Schematic diagram of
X-ray photoelectron spectrometer with an
electrostatic hemispherical analyzer. The
detector is usually a channel electron
multiplier. [From J. J. Pireaux and R. Sporken
in M. Grasserbauer and H. W. Werner, Eds.,
"Analysis of Microelectronic Materials and
Devices," Wiley, New York, 1991, with
permission.]
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Figure 17.3.6 XPS responses for Pt 4f
levels. Platinum foil treated by (a) H 2

reduction at 400°C for 10 hr, H 2

desorption at 400°C (10~ 5 torr) for 5 hr,
then exposure to pure O2 (1 atm) at
ambient temperature, (b) electrochemical
oxidation at +1.2 V, and (c) at +2.2 V vs.
SCE. For (b) and (c), electrolyte was
1 M НСЮ4. Curves have been displaced
vertically for clarity. [Reprinted with
permission from K. S. Kim, N. Winograd,
and R. E. Davis, J. Am. Chem. Soc, 93,
6296 (1971). Copyright 1971, American
Chemical Society.]

at ambient temperature. The two peaks arise from Pt 4f(7/2) and 4f(5/2) orbitals, and each
is resolved into two components. The larger is assigned to platinum, and the smaller to
platinum associated with adsorbed oxygen atoms. The electrochemically oxidized sam-
ples (curves b and c) show structure at higher binding energies, manifesting a more posi-
tive platinum center. This feature is assigned to the oxides PtO and РЮ2. Resolution of
the curves permits an estimate of the relative contributions of the various forms as shown
in Table 17.3.1.

XPS peaks are often broad and show severe overlap like that present in Figure 17.3.6,
so curve resolution is widely practiced. Obviously it must be done with care, preferably
with foreknowledge of the actual single-component spectra of the substances to which
components in mixtures are assigned.

Another electrochemical domain to which XPS has made major contributions is sur-
face modification (Chapter 14). Figure 17.3.7a contains data showing the effect of treat-
ing a glassy carbon surface with y-aminopropyltriethoxysilane to produce an "amine
functionalized" carbon surface (99). The rise of the silicon and nitrogen peaks and the

TABLE 17.3.1 Estimated Compositions
of Oxidized Platinum Surfaces"

Species

Pt
PtO a d s

PtO
PtO2

Binding

4f(7/2)

70.7
71.6
73.3
74.1

Energy, eV

4f(5/2)

74.0
74.9
76.6
77.4

Relative Peak Areasb

+0.7 V

56
39

<5
0

+ 1.2V

39
37
24

0

+2.2 V

34
24
22
20

aFrom K. S. Kim, N. Winograd, and R. E. Davis, / Am. Chem. Soc,

93,6296(1971).

^Oxidation carried out at indicated potential (vs. SCE) for 3 min.
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Figure 17.3.7 XPS responses for derivatized glassy carbon electrodes, (a) Curves A, following
treatment with y-aminopropyltriethoxysilane. Curves B, unreacted surfaces, (b) Nitrogen Is spectra
for surfaces treated with DNPH: A, derivatized electrode cycled between 0 and — 1.2 V vs. SCE;
B, fresh modified electrode; C, a series of samples held at indicated potentials for 3 min. [Reprinted
with permission from С M. Elliott and R. W. Murray, Anal. Chem., 48, 1247 (1976). Copyright
1976, American Chemical Society.]

drop in carbon response show the presence of the reagent on the surface. This kind of in-
formation is extremely useful in following a surface synthesis.

A similar case (99) is involved in Figure 113.1b. Dinitrophenylhydrazine (DNPH)
was reacted with the surface to produce what is thought to be a hydrazone derivative of a
quinoidal surface site:

The XPS spectrum in Figure 113.1b, Curve B, shows separate peaks due to nitro nitrogen
at high binding energy and the less oxidized nitrogen at lower energy. Holding the elec-
trode at potentials more negative than about -0.8 V vs. SCE eliminates the peak due to
the nitro form and elevates the remaining peak; thus it appears that the nitro functions are
reduced in a faradaic process.

Considerable attention has been devoted recently to the phenomenon of under-
potential deposition of metal adatoms (Section 11.2.1) and to the nature of the interac-
tion between the adatom and its substrate. In Figure 17.3.8, one can see that the binding
energy of Cu 2р{312) electrons for Cu adatoms on Pt differs markedly from the value
for bulk copper (100, 101). The negative shift in binding energy suggests that the de-
posited copper is not in an oxidized form, but instead is metallic atom in a distinctive
electronic environment.

The principles and apparatus for ultraviolet photoelectron spectroscopy (UPS) are
similar to those of XPS, except that excitation is with an ultraviolet source, usually a He
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Cu2p.

935.0 933.0 931.0
Binding energy/eV

Figure 17.3.8 XPS responses for copper, (a) Bulk
metal cleaned by etching with beam of Ar+ in situ,
(b) Copper deposited at underpotential on platinum.
[From J. S. Hammond and N. Winograd, J. Electroanal
Chem., 80, 123 (1977), with permission.]

discharge. Since the excitation energies are much lower (e.g., for He, 21.2 and 40.8 eV),

UPS mainly involves valence band electrons.

17.3.2 Auger Electron Spectrometry (91-93,96,102,103)

If a vacancy is created in an atomic core level, for example, by irradiation with X-rays, as

above, or with electrons, then an electron from an upper level can be expected to fill the hole.

Figure 17.3.9 is a schematic view of the process in which a K-shell vacancy in silicon is filled

by an Li electron. The energy difference liberated by this relaxation is 1690 eV, and it can be

released wholly in the form of a photon (X-ray fluorescence) or by ejecting an Auger electron

from the atom. In the example of Figure 17.3.9, the Auger electron comes from the L2 3 shell.

Auger
electron

Energy-loss
electrons

- 1 3

99

149

1839

Figure 17.3.9 Schematic view of the
Auger emission process from silicon.
The atom is ionized initially by an
incident electron. That electron and one
from the К shell leave the sample as
"energy loss electrons." The energies of
the levels relative to the Fermi level, E F

(Sections 3.6.3 and 18.2), are given on
the left. [From С. С Chang in
"Characterization of Solid Surfaces,"
P. F. Kane and G. B. Larrabee, Eds.,
Plenum, New York, 1974, Chap. 20,
with permission.]
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The required energy loss of 1690 eV is divided into the energy required to remove the elec-
tron from the sample (mostly its binding energy) and the kinetic energy it retains upon enter-
ing the vacuum. Since the total energy of the transition and the binding energy are
well-defined values, the kinetic energy of the Auger electron in vacuo is also well-defined.
By measuring the distribution of electrons vs. kinetic energy, one can obtain a spectrum
showing sharp peaks at the discrete Auger energies. Each Auger line is characteristic of the
originating atom and can be used analytically to indicate the presence of that species.

Auger transitions are conventionally labeled with a three-letter notation indicating,
respectively, the shell of the primary vacancy, the shell of the filling electron, and the
shell from which the Auger electron was emitted. Thus the transition in Figure 17.3.9
would be called the KL4L2 or KLxL3 process. Any given atom may show several Auger
transitions, hence several lines in the spectrum.

If the electron is scattered inelastically during its passage through the sample, its ki-
netic energy in vacuo will differ from the characteristic Auger energy, and it will con-
tribute only to the broad continuum on which the Auger lines are superimposed. Thus,
Auger electron spectrometry (AES) is strictly a surface technique, in that atoms only
within about 20 A from the surface can contribute unscattered electrons.

In most instruments, an electron beam, which can be focused to a smaller spot size
than an X-ray beam (see Figure 17.3.2), is used to excite the sample. The spectrum of
emitted and scattered electrons, including Auger electrons, is analyzed according to ki-
netic energy in a manner that produces a derivative readout, so that the sharp Auger struc-
ture is more easily seen on the broad continuum (Figure 17.3.10).

AES signals can be seen for all elements except hydrogen and helium, but (in con-
trast to XPS) the line positions are insufficiently resolved to indicate the oxidation state
except in very few cases. Detection limits are usually about 0.1 to 1 atomic percent. The
electron beam can damage the sample in some cases.

Some instruments, called scanning Auger microprobes (SAM) offer two-dimensional
scan control {rastering) of the electron beam, so that analysis can be carried out as a func-
tion of surface position. The spatial resolution is controlled by the beam diameter, which
can be as small as 50 nm.

A very useful feature on most equipment is a facility for obtaining Auger response as
a function of depth into a sample. This technique, called depth profiling, is carried out by
etching the sample with a beam of high-energy ions (e.g., Ar+) from an ion gun through a
sputtering process. After etching for a period, an Auger spectrum can be recorded. Alter-

200 400 600

Electron energy (eV)

800

Figure 17.3.10 Derivative Auger spectrum of nickel oxide on the surface of gold-plated nickel.
The oxide is sufficiently thin that the 69-eV peak of Au is visible. Additional peaks from 150 to
300 eV are from S, Cl, and С contamination of the surface. [From S. H. Kulpa and R. P.
Frankenthal, J. Electrochem. Soc, 124, 1588 (1977), reprinted by permission of the publisher, The
Electrochemical Society, Inc.]
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natively, one can record an Auger line intensity vs. etching time to follow the distribution
of a particular element with depth. The chief artifacts that can arise with this procedure
are homogenization of the sample by the high-energy ion beam and differential
sputtering, which involves removal of one component at a faster rate than another.

AES is widely employed for the characterization of anodic films, particularly among
investigators interested in corrosion. The spectrum in Figure 17.3.10 relates to a study of
the tarnishing of nickel in air, in which the Auger depth profiling method was used to
measure film composition and thickness as a function of ambient conditions during expo-
sure of the sample (104). Figure 17.3.11 contains depth profiles for an anodic film formed
on GaAs (105). The results in (a) show that the electrochemically formed oxide region ac-
tually comprises four distinct zones with varying arsenic-to-gallium ratios. Heat treatment
(Figure 17.3.11 b) changes the profiles considerably and particularly enhances the gal-
lium-rich surface zone. Results of this sort are useful in advancing technology that de-
pends on the properties of films such as passivating layers or insulating barriers.

Auger techniques have also proven useful in the characterization of electrochemically in-
duced changes in thin-film electrodes. An example concerns films (500-2000 A thick) of mag-
nesium phthalocyanine (MgPc) deposited over a gold contact layer on a glass substrate (106):

Since the phthalocyanines may be useful in electrocatalytic systems, their properties as
electrode materials are of interest and have been studied in this manner (107-109). At
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Figure 17.3.11 AES depth profiles for GaAs anodized in H3PO4 solutions. Ordinate has been
corrected for relative Auger intensities and differential sputtering rates. Abscissa is sputtering time.
Thickness scales are approximate. Roman numerals indicate different compositional regions in
the oxide layer. Bulk GaAs is at rightmost limit, (a) From electrochemical treatment only.
(b) With added annealing step at 250°C. [From С. С Chang, B. Schwartz, and S. P. Murarka,
J. Electrochem. Soc, 124, 922 (1977), reprinted by permission of the publisher, The Electrochemical
Society, Inc.]
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50
Sputtering time, min

Figure 17.3.12 AES depth
profiles for carbon and
fluorine in 2000-A-thick
MgPc films. Carbon profiles
of separate samples were
normalized to a common
curve, (a) MgPc film
immersed in aqueous 0.1 M
KPF6. (b) MgPc film oxidized
in 0.1 MKPF6 solution.

potentials more positive than about 0.6 V vs. SCE, one generally finds that MgPc films
undergo large-scale oxidation and change color. Figure 17.3.12 is a set of Auger depth
profiles showing that the charges created within the film upon oxidation are counterbal-
anced by anions extracted from the electrolyte. Accommodating the ions probably re-
quires rather substantial changes in lattice properties.

17.33 Low-Energy Electron Diffraction (90,110-112)

Electrons traveling in vacuo at kinetic energies in the range from 10 to 500 eV have de
Broglie wavelengths on the order of angstroms; hence one could expect a monochromatic
beam of these electrons to be reflected from an ordered solid in a diffraction pattern that
provides information about the structure of the solid. This effect is the basis of low-energy
electron diffraction (LEED).

A LEED experiment differs significantly from other types of diffraction experiments,
in that the probing beam cannot penetrate the sample to a distance greater than a few
angstroms without being scattered inelastically and losing energy. Thus it is incapable of
sampling the three-dimensional order of the solid, and any observed diffraction is due to
the two-dimensional order of the surface. Thus LEED is a very specific tool for examin-
ing the geometric pattern of atoms on a surface, and it has been widely used for studies of
adsorption from the gas phase and catalysis of gas-phase/solid-surface reactions. LEED is
also employed to characterize electrode surfaces, especially single-crystal electrodes that
produce well-defined diffraction patterns (90, 113-117).

Figure 17.3.13 is a schematic diagram of a typical apparatus. The chamber is always
at ultrahigh vacuum (<10~8 torr), so that the surface remains clean during the experi-
ment. Electrons are directed toward the sample in a beam and are reflected diffractively
along certain well-defined lines. The grids filter out inelastically scattered electrons (at
lower energy) and then allow the diffracted ones to accelerate toward a luminescent
screen. Bright spots on the screen can be observed and photographed from the viewing
port. The arrangement of this system also allows AES experiments to be done by chang-
ing the signals on the grids and the energy of the electron beam. One very frequently finds
combined LEED/Auger systems in use, because it is convenient to be able to monitor sur-
face contamination or adsorption by AES during LEED studies.
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! ^ Crystal manipulator

Electrical feed-thru

View port

Figure 17.3.13 Schematic diagram
of a LEED apparatus. [From G. A.
Somorjai and H. H. Farrell, Adv.
Chem. Phys., 20, 215 (1971), with
permission.]

Different spot patterns can be interpreted in terms of different surface structures in a
fairly straightforward manner. There is a standard notation for describing the structures and
their corresponding patterns (110, 111, 118), but it is beyond our scope to delve into it here.

In electrochemical experiments, LEED is used to define the structure of a single-crystal
electrode surface [e.g., the (100) face of platinum] before its use in a cell, and to monitor
changes that may have taken place upon immersion or electrochemical treatment. One often
finds, for example, that a single-crystal surface will reconstruct, to yield a new surface
arrangement, upon contact with an electrochemical medium at certain potentials (e.g., see
Figure 13.4.7) (113, 116).

17.3.4 High Resolution Electron Energy Loss Spectroscopy (90,119)

High resolution electron energy loss spectroscopy (HREELS) is a form of surface vibra-
tional spectroscopy in which the difference in energies between an impinging and a scat-
tered electron beam provides information about the vibrational modes of a surface
species. The apparatus is similar to that used in AES, in that an electron beam serves as
the excitation source. However, because one must make precise measurements with reso-
lutions in the meV range, the excitation electron beam is made monochromic to within
2-5 meV by use of an electrostatic energy analyzer. The scattered beam is at lower energy
because of vibrational excitation of sample surface species; typically these energy losses
range up to 5000 cm" 1 (equivalent to 600 meV). Thus, a plot of the reflected intensity as
a function of the difference in energy between the excitation and scattered beams (the en-
ergy loss) presents a vibrational spectrum. Because the low energy electron beam does not
penetrate the surface (penetration depth < 1 nm), HREELS shows higher surface sensitiv-
ity than infrared or Raman spectroscopy. Typically the selection rules for scattering by
surface dipoles are such that only totally symmetric modes are active.

As an example of HREELS applied to an electrochemical system, consider the results
in Figure 17.3.14, which shows spectra of SCN~ adsorbed on an Ag(ll l) single crystal.
The spectrum depends upon the potential applied during the adsorption step. At —0.3 V a
band for the С—S stretch at 772 cm" 1 is seen, while adsorption at +0.14 V shows a band
attributable to the C = N stretch. AES and LEED measurements were useful in this exper-
iment to indicate the structure and orientation of the SCN~ layer. These measurements
were carried out by transferring the single-crystal electrode between the electrochemical
cell and the UHV chamber with apparatus like that shown in Figure 17.3.3.
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Figure 17.3.14 HREELS spectra
of SCN~ adsorbed on Ag(l 11) from a
solution of 0.1 mM KSCN and 10
mM KF/HF (pH 3) at (a) -0.3 V and
(b) 0.14 V. Beam energy, 4 eV; beam
current, 200 pA; resolution about 12
meV; incidence and detection angles,
62°. Bottom curve is IR spectrum of
solid KSCN in Nujol (with Nujol
peaks subtracted). [Reprinted from
E. Y. Cao, P. Gao, J. Y. Gui, F. Lu,
D. A. Stern, and A. T. Hubbard,
/. Electroanal Chem., 339, 311
(1992), with permission from Elsevier
Science.]

17.3,5 Mass Spectrometry

Electrochemists often use mass spectrometry as a tool for the identification of electrolysis
products ex situ, but the approach is conventional and requires no amplification here.
Mass spectrometry (MS) can also be used to sample volatile species produced at a porous
electrode connected directly to a mass spectrometer. Alternatively, the solution in the
electrochemical cell can be introduced into the mass spectrometer inlet by a thermospray
or electrospray approach. Moreover, electrodes can be removed from the cell and intro-
duced into a UHV chamber and their surface examined by MS using conventional desorp-
tion techniques, such as laser or thermal desorption, or bombardment of the surface with
an ion beam (secondary-ion mass spectrometry or SIMS) to produce the ions that are
mass-analyzed.

The first workers who directly coupled an electrochemical cell to the inlet of a mass
spectrometer used a Pt working electrode prepared on a porous glass membrane treated
with a Teflon dispersion to make it nonwetting (120). This porous electrode could sustain
a differential pressure of 1 atm without liquid leaking through the membrane. The re-
sponse time for detecting the gaseous products produced at the electrode by MS was
about 20s(121).A number of improvements have been made in the original design, no-
tably by adding a differential pumping system with turbomolecular pumps to allow faster
transfer of products into the ionization chamber of the mass spectrometer (Figure
113A5a,b) (122, 123). Response times in these systems can be as small as 50 ms, so that
real-time analysis of reaction products during a potential sweep is possible. This tech-
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Reference
electrode n Electrolyte inlet

Ar

Motor

/
Other electrodes
gas inlet, outlet

Working electrode

Frit and PTFE
membrane

Counter electrode

Electrolyte outlet

PTFE O-ring

Steel frit

Glass insert
Cell body

• * Working electrode

PTFE membrane
Screw coupling
Cell support

KF 16 flange

PTFE O-ring
Platinum
PTFE
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Figure 17.3.15 Top left (a): Schematic diagram of apparatus for DEMS. The chamber connected
directly to the electrochemical cell and the mass spectrometer (MS) are pumped differentially by
turbo pumps PA and PB. Electrolysis products are passed into the ionization chamber (1), analyzed
in the quadrupole mass filter (2), and detected with either a Faraday cup (3) or electron multiplier
(4). Right (b): Electrochemical cell for on-line mass spectrometry with a porous electrode.
Electrode shown is Pt with Teflon (PTFE)-treated glass frit. [Reprinted from B. Bittins-Cattaneo, E.
Cattaneo, P. Konigshoven, and W. Vielstich, Electroanal. Chem., 17, 181 (1991), by courtesy of
Marcel Dekker, Inc.] Bottom left (c): Electrochemical cell with a rotating cylinder electrode and
sampling with separate inlet to MS. [Reprinted from S. Wasmus, E. Cattaneo, and W. Vielstich,
Electrochim. Ada., 35, 771 (1990), with permission from Elsevier Science.]

nique is sometimes called differential electrochemical mass spectrometry (DEMS) (122).
An alternative arrangement, compatible with more conventional electrode materials, uses
a Teflon membrane inlet to the mass spectrometer that is placed close (~0.3 mm) to a ro-
tating cylindrical electrode (Figure 17.3.15c). A number of studies with these techniques
have been reported (122). For example, they are useful in characterizing fuel cell catalysts
involved in the oxidation of methanol and formic acid (Figure 17.3.16).

One can also couple the electrochemical cell to the mass spectrometer through an inter-
face similar to that used for coupling liquid chromatography columns. In this arrangement
the electrolyte flows past the working electrode, such as a Pt gauze or reticulated vitreous
carbon, directly to the interface with the MS. In the thermospray (TSP) ionization
technique, the solution is passed to a heated vaporizer (T ~ 290°C) at flow rates of a few
cm3/s to produce a jet that enters the spectrometer (124, 125). The time between formation
of a product at an electrode and detection of a mass signal ranges from 500 ms to several
seconds. It is also possible to use an electrospray ion source interface and to study the elec-
trochemical reactions that occur at the metal capillary of the electrospray source (126, 127).

Also of interest to electrochemistry is SIMS, which is another ex situ UHV method
for surface and thin-film characterization (93, 103, 128, 129). This approach involves the
bombardment of a surface with a high-energy primary ion beam (e.g., 15 keV Cs+),
which etches the surface by sputtering and produces secondary ions derived from the sur-
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Figure 17.3.16 Results for oxidation of formic acid (dotted curves) and methanol (solid curves)
at a fuel-cell anode (Pt/Ru) with phosphoric-acid-doped polybenzimidazole polymer electrolyte,
170°C. (a) current density and (b) mass signal for CO2 at a scan rate of 1 mV/s. [From M. Weber,
J.-T. Wang, S. Wasmus, and R. F. Savinell, J. Electrochem. Soc, 143, L158 (1996), reprinted by
permission of the publisher, The Electrochemical Society, Inc.]

face constituents. These ions are detected mass spectrometrically. Two-dimensional char-
acterization can be carried out by scanning the primary beam, and depth profiles can be
obtained by monitoring a single ion intensity vs. sputtering time. SIMS offers much better
detection limits (10~4-10"~8 atomic percent) than XPS or AES. However, SIMS is not a
true surface technique, because the efficiency of secondary-ion production is determined
by the three-dimensional properties of the thin ion-implanted layer created by the primary
beam (130,131). Artifacts in depth profiles arise at interfaces from this aspect. Alternative
approaches for mass spectrometric examination of an electrode surface after transfer into
the UHV sample chamber utilize thermal desorption (132) and laser desorption (133) to
produce ions of surface species for analysis.

17.4 MAGNETIC RESONANCE METHODS

17.4.1 Electron Spin Resonance

Electron spin resonance (ESR, also known as electron paramagnetic resonance, EPR) is
used for the detection and identification of electrogenerated products or intermediates that
contain an odd number of electrons; that is, radicals, radical ions, and certain transition
metal species. Because ESR spectroscopy is a very sensitive technique, allowing detec-
tion of radical ions at about the 10~8 M level under favorable circumstances, and because
it produces information-rich, distinctive, and easily interpretable spectra, it has found ex-
tensive application to electrochemistry, especially in studies of aromatic compounds in
nonaqueous solutions. Also, electrochemical methods are particularly convenient for the
generation of radical ions; thus they have been used frequently by ESR spectroscopists for
the preparation of samples for study. Several reviews dealing with the principles of ESR
and the application to electrochemical investigations have appeared (134-138).
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ESR measurements are based on the absorption of radiation of frequency, v9 by a
paramagnetic species contained in a magnetic field, H. The magnetic field causes a split-
ting of the unpaired electron energy levels by an amount gfiBH (Figure 17.4.1a), where g
is the spectroscopic splitting or g factor (which depends on the orbital and electronic envi-
ronment of the electron; g « 2 for a free electron and most organic radical species), and
д в is a constant called the Bohr magneton (5.788 X 10~5 eV/T). When the field is such
that the relation

AE = hv = (17.4.1)

is satisfied, transitions between these levels are observed by absorption of the incident radi-
ation, which is normally in the microwave region. Spectra are recorded by measuring the
absorption as a function of H while the magnetic field strength is scanned. The structure
found in ESR spectra (hyperfine structure) arises from additional splitting of the energy
levels by neighboring protons and other nuclei (e.g., N 1 4, P3 1) having magnetic moments
that interact with the unpaired electron. Detailed descriptions of the principles of ESR and
the interpretation of ESR spectra are given in many reviews and monographs (139-141).

The apparatus and applications of ESR in electrochemistry were discussed in some
detail in the first edition.4 A commercial ESR apparatus is usually employed with cells

Figure 17.4.1 Principles of the ESR
experiment, (a) Energy-level diagram of a
free electron in a magnetic field, (b) ESR
absorption vs. magnetic field, (c) Derivative
ESR signal obtained after phase-sensitive
detection.

4First edition, pp. 615-621.
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configured so that electrochemistry can be carried out directly in the ESR cavity. Most
electrochemical ESR cells, such as those shown in Figure 17.4.2, contain a large-area
working electrode, with smaller auxiliary and reference electrodes positioned as fully as
possible outside of the sensitive region (which depends upon cavity shape) (142-144).
Such cells allow experiments in which the ESR signal and the electrolysis current can be
monitored simultaneously as functions of potential or time [simultaneous electrochemi-
cal-ESR (SEESR) experiments].

In general, ESR is very useful in identifying the presence of radical ions in an electro-
chemical reaction. More detailed analysis of the hyperfine splitting can provide informa-
tion about the spin density distributions on the radical and about ion pairing, solvation,
and restricted internal rotation. Because the spectrum is very sensitive to the environment
of the radical ion, comparative measurements of the same species in different media can
yield information about medium effects (145). For example, the ESR spectrum of methyl
viologen radical cation shows a rich hyperfine structure due to the interactions of the un-
paired electron with the paramagnetic nuclei in the molecule (*H, 1 4N). A very similar
spectrum is seen for this species incorporated in the polymer Nafion, which indicates that
the radical ion is free to tumble in the polymer; free tumbling is needed to average out di-
pole-dipole interactions and to give hyperfine structure. However, in a polymer in which
the cation radical is in the backbone, no hyperfine structure is found, as expected for the
very restricted mobility of this species (146). ESR has also been widely used to measure
electron-transfer rates between the radical ion and the parent compound, by noting
concentration effects on line widths. Electrogenerated radicals that are too unstable to ob-
serve directly by ESR can often be trapped with a suitable spin trap (e.g., phenyltertbutyl-
nitrone), to yield a stable radical species that can be studied over a longer time period
(147, 148).

Platinum wires

Teflon sleeve - = t t

Glass wall ~-
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Figure 17.4.2 Cells for simultaneous electrochemical-ESR experiments, (a) Flat cell with
platinum working and tungsten auxiliary electrodes for use in a rectangular cavity. [Reprinted with
permission from I. B. Goldberg and A. J. Bard, J. Phys. Chem., 75, 3281 (1971). Copyright 1971,
American Chemical Society.] (b) Cell with a helical gold working electrode (E) that forms the
center conductor of a coaxial cylindrical microwave cavity (G). A, auxiliary electrode lead;
B, central platinum auxiliary electrode; C, Luggin capillary for reference electrode; Д working
electrode lead; F, quartz tube. [Reprinted with permission from R. D. Allendoerfer, G. A.
Martinchek, and S. Bruckenstein, Anal Chem., 47, 890 (1975). Copyright 1975, American
Chemical Society.]
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17.4.2 Nuclear Magnetic Resonance

Although nuclear magnetic resonance (NMR) has been used to analyze products of bulk
electrolysis, there are few references to investigations of the electrode/electrolyte inter-
face. The problem is largely the relatively low sensitivity of NMR. The detection limit for
a single observation is about 1018 protons, with 1-2 orders-of-magnitude higher sensitivi-
ties by signal averaging of many scans. The sensitivities for detection of other nuclei, like
1 3C, are much lower. If solids with typical coverages by adsorbates are to be examined by
NMR, several m2 of surface must be examined. Nevertheless, by using finely divided
powders, NMR has been applied to surface studies, including those of catalysts (149,
150).

In the electrochemical studies reported so far, NMR has been applied as an ex situ
technique, where a powdered metal is used as an electrode in an electrochemical cell and
then the metal powder is transferred, usually with electrolyte, to a NMR sample tube for
observation (151-154). For example, the formation of surface CO from methanol on Pt
was studied (153). High-surface-area Pt (24 m2/g) was placed in a Pt boat that served as
the working electrode, and a solution of 0.1 M 13C-enriched methanol in 0.5 M sulfuric
acid was used as the electrolyte. The electrode was held at the desired potential, then a 0.2
g sample of the Pt was removed, mixed with glass beads, and placed in a glass NMR sam-
ple tube. The 1 3C spectrum showed the presence of about 1019 spins in the form of CO. So
far only special purpose NMR instruments have been used in such studies.

17.5 QUARTZ CRYSTAL MICROBALANCE

17.5.1 Introduction and Principles

In many electrochemical experiments, mass changes occur as material is either deposited
on or lost from the electrode. It is of interest to monitor these changes simultaneously
with the electrochemical response, and the quartz crystal microbalance (QCM) is the
usual means of doing so. The basic principles and applications of the QCM to electro-
chemical problems have been reviewed (155-157). The operation is based on the piezo-
electric properties of a slice of quartz crystal, which cause it to deform when an electric
field is applied to it (Figure 17.5.1). This piezoelectric effect is also important in scanning
probe microscopy (Chapter 16), which is based on piezoelectric elements (usually of bar-
ium titanate) that produce small displacements of an electrode. The bare quartz crystal has
a particular mechanical resonant mode depending upon its size and thickness, and it oscil-
lates at a frequency, /Q, when a sinusoidal electrical signal of this frequency is applied to
the gold contacts. Typical quartz crystals used in QCM experiments have a 1-inch diame-
ter and/o = 5 MHz. The frequency of oscillation is sensitive to mass changes on the crys-
tal surface as expressed by the Sauerbrey equation:

A/= -2flmnHptL)m = -C{m (17.5.1)

where A/ is the frequency change caused by addition of a mass per unit area, m, to the
crystal surface, n is the harmonic number of the oscillation (e.g., n = 1 for 5 MHz with a
5 MHz crystal), д is the shear modulus of quartz (2.947 X 1011 g cnT^s"2), and p is the
density of quartz (2.648 g/cm3). The constants are usually lumped together to yield a sin-
gle constant, the sensitivity factor, Cf, which has the value of 56.6 Hz cm2/fig for a 5
MHz crystal in air. However, the behavior depends on the medium in which the crystal is
operating, because the medium couples to (or "loads") the crystal surface and affects the
shear mode. Thus,/0 and Cf values in liquids are lower than those in air or vacuum (158);
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Edge view

Node-

- Shear
deformation

Top view

Quartz

Gold

Figure 17.5.1 Schematic edge and top
views of a QCM crystal with deposited gold
electrodes. The acoustic wave and the
deformation (shear) of the crystal under
application of an electric field across the
crystal is shown in the edge view. A typical
5-MHz crystal would have a 1-inch diameter,
with disk-shaped contacts of 0.5-in. and
0.25-in. diameter on either side. The active
area of the crystal is defined by the applied
electric field and is thus limited by the smaller
electrode.

for usual aqueous solutions, Cf is about 42 Hz cm2//xg for a 5 MHz crystal. The frequency
of oscillation is also a function of temperature. Although a crystal can be cut with a partic-
ular orientation that shows a small inherent temperature coefficient (e.g., an "AT cut"
with about 5 Hz/K for a 5 MHz crystal), the density and viscosity of a solution in which
the crystal is operating affect the frequency, and these are functions of temperature, yield-
ing overall effective temperature coefficients of 15-50 Hz/K (155). In studies where small
mass changes are monitored over a long time period, it is usually important to thermostat
the system.

17.5.2 Electrochemical Apparatus

A schematic diagram of the apparatus for QCM in an electrochemical experiment is given
in Figure 17.5.2. The quartz crystal is frequently clamped in an appropriate O-ring joint to
expose only one of the contacts to the solution as suggested in Figure 17.5.2.

This contact (usually Au or Pt) is also the working electrode for electrochemistry and
is thus part of both the potentiostat and oscillator circuits. The crystal is driven by a
broadband oscillator circuit that tracks the resonant frequency of the crystal, measured
with a commercial frequency counter, during electrochemically-induced mass changes on
the electrode surface. A typical calibration experiment might involve the electrodeposi-
tion of Cu or Pb on the electrode, which produces a decrease in frequency. For example, if

Counter ч ' Reference

Potentiostat Computer

Working

Oscillator
Frequency

Counter

Figure 17.5.2 Schematic diagram of cell and apparatus for electrochemical QCM studies.
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the Au electrode area is 0.3 cm2, and a monolayer of Pb (mass about 0.1 fjug) is deposited
on it, the observed frequency change, taking Cf = 42 Hz cm2/^ig, will be about 14 Hz.

Although the direct application of the QCM to mass changes on electrodes during elec-
trochemical experiments appears straightforward, in fact viscoelastic effects and the nature
of the deposit often come into play in these measurements (155-157). Equation 17.5.1 is de-
rived with the assumption that the deposited material is rigid (i.e., with a large shear modu-
lus like a metal) and in a very thin film on the surface (at the shear wave antinode) of the
crystal. For thicker deposits, especially of materials like polymer films that can undergo vis-
coelastic shear, the situation is more complicated. One approach to representing the situa-
tion is in terms of an equivalent circuit for the quartz crystal along with any loading
attributable to solution or deposit (Figure 17.5.3) (159). These loadings can be taken into ac-
count in relating frequency changes to mass changes. One approach is to measure, in addi-
tion to A/, the admittance of the QCM and utilize equations relating the elements of the
equivalent circuit to physical parameters of the deposit. However, this procedure greatly
complicates the measurements, particularly when one desires to measure changes as func-
tions of time (e.g., during a potential sweep), and is rarely carried out in practice.

Typically the frequency can be measured to 1 Hz, with even higher resolution avail-
able with signal averaging techniques, so that fractional monolayer sensitivities are possi-
ble. As is evident from (17.5.1), the sensitivity increases with the square of/0 and linearly
with n. Thus by working with crystals of higher/0 (e.g., 10 MHz), or at higher harmonics,
higher sensitivities are obtained. However, 10 MHz and higher crystals are quite thin and
fragile, and higher harmonics involve lower signal levels and require more complex cir-
cuitry, so operation with a 5 MHz crystal at the fundamental mode is the common practice.

Applications

The QCM has been used in many types of electrochemical studies involving mass changes
on electrodes, including the underpotential deposition of metals, adsorption/desorption of
surfactants, and changes in polymer films during redox processes. In a typical experiment
A/ is monitored during a potential step or sweep. As an example of a QCM study, we con-

Unperturbed
QCM

Mass Loading

Figure 17.5.3 Equivalent circuit for a
quartz crystal under mass and liquid
loading. The circuit elements of the
unperturbed crystal are LhChR\, and CQ.
Liquid- and mass-loading adds additional
elements Lq, /?2, and L3. Cp represents any
parasitic capacitance of the test fixture.
[Reprinted with permission from S. J.
Martin, V. E. Granstaff, and G. С Frye,
Anal. Chem., 63, 2272 (1991). Copyright
1991, American Chemical Society.]
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I I

- 0 . 2 0.0 0.2 0.4
E, V vs. Ag/AgCI

0.6 0.8

Figure 17.5.4 (A) Cyclic
voltammogram and (B) frequency
change of QCM during scan of a
poly(vinylferrocene) film on a gold
electrode in 0.1 M KPF6 at 10 mV/s. Note
that anodic currents are positive and
potential becomes more positive to the
right. [Reprinted with permission from
P. T. Varineau and D. A. Buttry, /. Phys.
Chem., 91, 1292 (1987). Copyright 1987,
American Chemical Society.]

sider the mass changes that occur on oxidation of a film of the polymer polyvinylferrocene
(PVF) on an electrode (Figure 17.5.4). As discussed in Chapter 14, polymer films can be
deposited on electrodes by different means. In the experiment described here, the film was
deposited by oxidation of a solution of PVF in CH2Cl2 containing tetra-w-butylammonium
tetrafluoroborate (TBA+BF4) to form an insoluble film of PVP+BFzf on the Au electrode
on the QCM. The solution was then replaced by an aqueous solution of 0.1 M KPF6 and
the potential cycled between the oxidized and reduced states of PVF.

PVF + - e PVP+PF^ (17.5.2)

Consider the scan shown in curve A beginning at -0 .2 V vs. Ag/AgCI, where the film
is fully reduced. Upon oxidation, the QCM frequency decreases (curve B), signaling the
increase in mass because of incorporation of PF^" into the film. Upon scan reversal, reduc-
tion of the film occurs, and the frequency increases back to the original value. The mass
changes were correlated with the charge passed during the redox processes to show that
the redox process did not cause solvent or electrolyte incorporation into the film (160).

Another example of the use of the QCM to monitor a process involving a film on an
electrode involves the study of fullerene (e.g., C^o) films. These are produced by dropping
a solution of C60 in benzene on an electrode surface and allowing the solvent to evapo-
rate. A thin film of C60 crystals remains on the electrode surface when it is immersed in a
solvent like acetonitrile. During a sweep to negative potentials, the C^o is reduced in suc-
cessive one-electron steps. The fate of the reduced forms, like C60

T, depends upon the na-
ture of the cation in the supporting electrolyte. With large tetra-alkylammonium salts the
Qo anion precipitates, so the film adds mass, while with K+ the anion dissolves and the
film loses weight. QCM is a very convenient way to monitor such processes (133,161).

17.6 X-RAY METHODS

Because the wavelength of X-rays with energies of about 12 keV is 1 A (comparable to
atomic spacings), the interaction of this radiation with matter can provide high-resolution
structural information on the atomic scale, just as in X-ray crystallography of single crys-
tals and powders. However, in studying surfaces, there are relatively few atoms to interact
with the X-rays, so signals are much weaker than in studies of bulk materials. Moreover,
with in situ studies of an electrode in a solvent like water, the X-ray intensity is diminished
through scattering by the solvent molecules. For example, 12 keV X-rays only penetrate a



17.6 X-Ray Methods 729

few millimeters through a water layer. These factors imply that studies of the electrode/so-
lution interface require very intense X-ray sources. It has been only recently that such high-
intensity X-ray radiation has become available at particle accelerator (synchrotron)
facilities, and most research involving X-ray characterization in electrochemistry has em-
ployed synchrotron light sources. These sources are 8 to 10 orders of magnitude brighter
than laboratory (rotating anode) sources and have the additional advantage of a broad fea-
tureless spectrum without the sharp spikes associated with conventional sources. Several
reviews of this area are available (162-168). Broadly, these studies can be divided into
methods concerning either the absorption or the diffraction of the X-ray beam.

17.6.1 X-Ray Absorption Spectroscopy

As described in Section 17.3.1, X-rays interact with atoms by ejecting core electrons. The
absorption of X-rays follows the same general expression as for absorption of lower-en-
ergy radiation, that is,

/ = /oexp(-/tx) (17.6.1)

where / and /Q are the intensities of transmitted and incident radiation, respectively, x is
the distance, and /x is the linear absorption coefficient, which is a function of energy, E.
Thus the absorption spectrum is a plot of \x [or ln(///0) at a fixed x] vs. E (in keV). The
spectrum is characterized by an absorption edge, which is the energy that is just needed to
eject (or photoionize) a particular core electron, usually a Is electron (K edge) or 2p3 / 2

electron (L3 edge). The K-edge absorption spectra for iron and several iron oxides are
shown in Figure 17.6.1. The spectrum (at 7.112 keV) is usually divided into two regions.

7.070 7.210

E (keV)

7.350 7.500

7100 7104 7108 7112 7116 7120 7124 7128 7132 7136 7140

Energy (eV)

Figure 17.6.1 (a) Fe K-edge spectra
of pure Fe ( ), y-Fe2O3 ( ),
Fe3O4 ( ); y-FeOOH (- ).
(b) Near-edge spectra for Fe,
and y-FeOOH. The ordinate in both
cases is the absorption coefficient due
only to the К shell (i.e., background
subtracted). [From G. G. Long and
J. Kruger, in "Techniques for
Characterization of Electrodes and
Electrochemical Processes," R. Varma
and J. R. Selman, Eds., Wiley, New
York, 1991, with permission.]
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Examination of the region within about 10-40 eV of the absorption edge is termed X-ray
absorption near-edge structure (XANES) [or near-edge absorption fine structure
(NEXAFS)]. This region (Figure 17.6.lb) contains features due to core-electron transitions
to unoccupied orbitals in the atom and is sensitive to the oxidation state and ligand envi-
ronment of the atom. The oscillations observed about 50 keV above the absorption edge
(Figure 17.6.1a) make up the extended X-ray absorption fine structure (EXAFS), which
can be interpreted in terms of interference between the ejected electron waves with waves
that are backscattered by the neighboring atoms. The EXAFS spectrum can be related to
the distance and arrangement of atoms neighboring those responsible for the absorption
edge in the sample (i.e. the atoms neighboring Fe in the samples used for Figure 17.6.1a).

Electrochemical cells for x-ray absorption spectroscopy (XAS) must be designed to
minimize absorption losses in the cell windows and electrolyte. Thus, cell windows are
typically thin films of polyethylene or polyimide, and only thin layers of solution (—10
/Am) are used. The sample itself must be sufficiently thin (e.g., a metal film no thicker than
a few microns on a transparent substrate) that appreciable transmission is observed (165).

17.6.2 X-Ray Diffraction Techniques

X-ray diffraction (XRD) experiments involve scattering of a monochromatic X-ray beam
from the surface of a single-crystal electrode and measurement of surface reflectivity or
determination of the diffraction pattern. Again, the cell design must minimize absorption
of the X-rays in the cell window and minimize the path length of the X-rays through the
electrolyte (Figure 17.6.2). In diffraction measurements, one uses a small angle (a grazing
angle) between the X-ray beam and the sample surface. As in X-ray crystallography, dif-
fraction patterns result from interference of beams scattered from surface atoms in accord
with Bragg's law. These patterns provide information about surface structure and about
processes that alter surface structure, such as reconstruction of a single-crystal electrode
or the UPD of a metal monolayer.

The application of X-ray methods to electrochemical studies is still in its infancy. The
need for synchrotron radiation, rather sophisticated cells, and elaborate data interpretation
has limited the use of these techniques. However, the atomic-level structural information
that these methods provide is rivaled only, perhaps, by the scanning probe methods (Chap-
ter 16) and suggests that wider application of X-ray methods is in the offing.

Polypropylene
window

Gold crystal Electrolyte

Figure 17.6.2 Cell design for X-ray diffraction experiments with a single-crystal gold electrode.
A thin layer of solution is held between the polypropylene window and the electrode. The window
is held in place by an O-ring that clamps it to the Kel-F cell body. A and С are electrolyte ports and
В is the counter electrode. [Reprinted from J. McBreen, in "Physical Electrochemistry," I.
Rubinstein, Ed., Marcel Dekker, New York, 1995, Chap. 8, by courtesy of Marcel Dekker, Inc.]
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17.8 PROBLEMS

17.1 The absorbance values at 710 nm in Figure 17.1.4 are 0.040, 0.072, 0.111, 0.179, 0.279, 0.411,
0.633, 0.695, 0.719, and 0.725 for curves a to j . Calculate the ratio of concentrations of the Co(II)
complex and Co(I) complex for the potentials corresponding to curves a to j . Plot E vs. the log-
arithm of the ratio, and from the plot verify n and find E°'.
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17.2 Given D = 6.2 X 10~6 cm2/s for o-tolidine and its oxidation product, calculate the molar absorptiv-
ity, e, for the product from the slope of the absorbance plot in Figure 17.1.3. Calculate the effective
area of the minigrid.

17.3 Calculate absorbance-time curves for a gold film OTE at which a reduction product is produced

with s R = 102, 103, and 104 M" 1 cm" 1 . Let Do = I X 10~5 cm2/s, and eg = 1 mM. Draw graphs

for times ranging from 1 to 100 ms. Comment on the magnitudes of the absorbances and their ex-

perimental implications.

17.4 Calculate the extinction coefficient, k, corresponding to a 10~3 M solution of a compound with s =
10 4 M~ 1 cm" 1 .

17.5 From data in Figure 17.1.9, calculate the values of n and к for gold at 2.0, 2.4, 2.8, 3.2, 3.6, and 4.0
eV. Plot them versus the wavelengths corresponding to these photon energies. Can you explain
gold's color on the basis of your plots?

17.6 An absorbing species R is monitored in an IRS experiment featuring a forward step in which
species О is reduced to R at the diffusion-controlled rate, and a reversal step in which R is con-
verted back to O, also under diffusion control. Show that the normalized absorbance is given by

d(t < т)Ы(т) = 1 - exp(a20 erfc(af1/2)

s&(t > т)Ы(т) = exp[a\t - r)] erfc[a(f - т ) ш ]

where r is the forward step width and a = оЦ2/8. Assume that r is large enough that (17.1.14) ap-

plies. For simplicity, you may assume Do = DR = D. How many parameters are needed to fit the

transient? Plot points for about 10 values of tlr in the range 0 < t/т < 2.

17.7 Calculate the value of 8 for an IRS system involving an aqueous solution (щ = 1.34) in contact
with a platinum film on glass (щ = 1.55). The angle of incidence 6\ is 75°, and the wavelength of
incident light is 400 nm. What values of 8 would apply at 600 and 800 nm? Suppose the angle of in-
cidence is increased to 80°. What value of 8 would apply at 600 nm?

17.8 Derive equations describing the Raman intensity as a function of time for the forward and reversal
phases of the experiment of Figure 17.2.10. Prove that the linear relations observed in the plots of
Figure 17.2.10Z? are expected. Could any information be obtained from the actual magnitude of the
slopes? How could such transients be used for mechanistic diagnosis? Note that this problem can be
approached in a manner similar to that employed in the derivation of (17.1.2).

17.9 Suppose the XPS bands in Figure 17.3.8 were excited by the Al Ka line at 1486.6 eV. What were
the kinetic energies of the photoelectrons? What kinetic energies would be measured for excitation
by the Mg Ka line at 1253.6 eV?

17.10 Why is it necessary to normalize the carbon responses in Figure 17.3.12?
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18
PHOTOELECTROCHEMISTRY
AND ELECTROGENERATED

CHEMILUMINESCENCE

In this chapter, we will examine experiments in which photons actually participate in the
electrode processes of interest.

18.1 ELECTROGENERATED CHEMILUMINESCENCE

Electrochemistry is very well-suited to studies of the solution chemistry of radical
ions, because one can readily generate these reactive species by oxidizing or reducing
stable precursors, such as aromatic amines, nitrites, nitro compounds, or polycyclic
hydrocarbons. A particularly striking facet of radical-ion chemistry is the chemilumi-
nescence that arises from some of the homogeneous electron-transfer reactions. Even
though this light almost always comes from reactions in solution, it is usually studied
by experiments involving electrolytic production of the participants; hence it is called
electro generated chemiluminescence (or electrochemiluminescence, ECL). The topic
has been extensively studied and thoroughly reviewed (1-5). Here we will simply out-
line the basic chemical and experimental aspects. The interested reader can pursue de-
tails in the reviews.

18.1.1 Chemical Fundamentals

Typical reactions producing ECL are the following ones involving radical ions of rubrene
(R), NyNyN' Д'-tetramethyl-p-phenylenediamine (TMPD), and p-benzoquinone (BQ):

R^ + R + ^ R * + R (18.1.1)

RT + TMPD*-* lR* + TMPD (18.1.2)

R+ + BQT -» !R* + BQ (18.1.3)

The emission in all cases is the yellow fluorescence of rubrene, which arises from the first
excited singlet, !R*:

lR*-+R + hv (18.1.4)

These reactions are typically carried out in acetonitrile or DMF.
The formation of an excited state as a result of electron transfer involves a kinetic

manifestation of the Franck-Condon principle (2-4). The reactions are very energetic
(typically 2-4 eV) and very fast (perhaps on the time scale of molecular vibration for the

736
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actual transfer). Since it is difficult for the molecular frames to accept such a large amount
of released energy in a mechanical form (e.g., vibrationally) on so short a time scale, there
is a significant probability that an excited product will be produced, with consequently
smaller vibrational excitation.

Research in this area addresses the fundamental aspects of energy disposition in fast,
very exergonic reactions (3, 4), and it serves as a test for theories of electron transfer. By
employing ECL-active species as labels on biological molecules, ECL has found applica-
tion in commercial instruments for immunoassays and DNA analysis. The principles of
these methods are outlined in Section 18.1.4.

The free energy released in a redox process producing ground-state products, e.g.

R + + R - - ^ 2 R (18.1.5)

is essentially the energy available for exciting a product.1 This number is readily com-
puted from reversible standard potentials for ion/precursor couples, and it can be com-
pared with excited state energies obtained via spectroscopy. Excited states lower than the
available energy are accessible and may be populated in the reaction. Higher states are en-
ergetically inaccessible.

Figure 18.1.1 is a diagram of the energetics of reactions (18.1.1)—(18.1.3). Since all
excited states of BQ and TMPD are inaccessible, only the rubrene singlet ( !R*) and triplet
(3R*) species can be produced. In addition, we see that (18.1.2) and (18.1.3) are energy-
deficient in that the ultimate emitter lR* is not accessible to the electron-transfer process.
Thus, the reactions written in (18.1.2) and (18.1.3) must be overall processes involving
more complex mechanisms. In contrast, (18.1.1) is energy-sufficient, in that the emitting
state is marginally accessible, hence direct production of *R* is possible. Such a path is
usually called the S (for singlet) route.

1TMPD* + R

Ь

3TMPD*

R T + R f
1R* + R 3BQ*

R- + TMPD*
< R++BQ-

3R* + R
Emission

i_ Ion precursors

Figure 18.1.1 Energetics for chemiluminescent reactions of rubrene radical ions. All energies
measured with respect to ground-state neutral species. Dashed arrow shows S route. Dotted arrows
show T route. Promotion from 3R* 4- R to lR* + R requires another rubrene triplet. [From L. R.
Faulkner, Meth. EnzymoL, 57, 494 (1978), with permission from Academic Press, Inc.]

'Actually, the energy available for exciting a product is the standard internal energy change, AE°. Because the
reaction is in a condensed phase, A£° « A#°, which is AG° + TAS°. Since, TAS° for this kind of reaction is
typically only about 0.1 eV, A£° « AG°.
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To rationalize the production of emitters in energy-deficient cases, one usually in-
vokes a mechanism involving triplet intermediates, for example,

RT + TMPDt -> 3R* + TMPD (18.1.6)
3R* + 3R*-^1R* + R (18.1.7)

The second step is called triplet-triplet annihilation, and it allows the energy from two
electron transfers to be pooled into the production of a singlet. There is much evidence fa-
voring the operation of this mechanism, which is usually called the T (for triplet) route.
Note that it may operate in energy-sufficient systems, as well as energy-deficient ones.

The energetics of the ECL reaction can also be helpful in understanding the formation
of the excited state by using Marcus theory (see Section 3.6.2) (6). The relative rates of re-
actions can be gauged from their free energies, AG°. For modest AG values, the rate gen-
erally increases as AG° becomes more negative. However, for large negative AG values,
the rate becomes slower (the Marcus "inverted region"). In ECL reactions, as shown in
Figure 18.1.1, the AG° for reactants producing ground state species is large, while that pro-
ducing an excited state is smaller. Thus, an energetic electron-transfer reaction can actually
favor excited state formation over the ground state route. Indeed, ECL was the first experi-
mental evidence of the existence of an inverted region in electron-transfer reactions.

Hundreds of ECL reactions have been reported, and many are spectroscopically sim-
ple enough to be understood in these terms. Others offer emission bands due to excimers
[excited dimers such as (DMA)*, where DMA is 9,10-dimethylanthracene], exciplexes
[excited-state complexes, such as (TPTA^BP7), where TPTA is tri-p-tolylamine and BP
is benzophenone], or simply decay products of the radical ions. More complicated mecha-
nisms are obviously needed to describe such situations. Many studies involve radical ions
of aromatic compounds, but others have dealt with metal complexes such as Ru(bpy)|+

[bpy = 2,2'-bipyridine], superoxide, solvated electrons, and classical chemiluminescent
reagents, such as lucigenin (1-5).

The primary experimental goals of ECL experiments are to define the nature of the
emitting state, the mechanism by which it is produced, and the efficiency of excited-state
production. ECL is also useful for chemical analysis.

18.1.2 Apparatus and Reactant Generation (2)

ECL experiments focused on radical ion annihilation are carried out in fairly conventional
electrochemical apparatus, but procedures must be modified to allow the electrogeneration
of two reactants, rather than one, as is more commonly true. In addition, one must pay
scrupulous attention to the purity of the solvent/supporting electrolyte system. Water and
oxygen are particularly harmful to these experiments. Thus, apparatus is constructed to
allow transfer of solvent and degassing on a high-vacuum line or in an inert-atmosphere
box. Other constraints may be imposed by optical equipment used to monitor the light.

Most experiments have been carried out by generating the reactants sequentially at a
single electrode. For example, one might start with a solution of rubrene and TMPD in
DMF. A platinum working electrode stepped to -1.6 V vs. SCE produces RT in the diffu-
sion layer. After a forward generation time, tf, which could be 10 /is to 10 s, the potential
is changed to perhaps +0.35 V to produce TMPD*, which diffuses outward. Since RT is
oxidized at this potential, its surface concentration drops effectively to zero, and RT in the
bulk begins to diffuse back toward the electrode. Thus TMPD* and RT move together
and react. If the reaction rate constant is very large, their concentration profiles do not
overlap, and the reaction occurs in the plane where they meet, as shown in Figure 18.1.2.
As the experiment proceeds, the RT gradually is used up, and the reaction plane moves
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Figure 18.1.2 Concentration profiles near an
electrode during an ECL step experiment. Data
apply to 1 mM R and 1 mM TMPD. (a) Profiles
of R and RT at the end of the forward step.
(b) Concentrations of TMPD * and RT during
the second step. Reaction boundary is shown by
the dotted line. Curves apply for a time 0.4 tf

into the second step, where tf is the forward
step width. For this illustration all diffusion
coefficients are taken as equal.

farther from the electrode. The light appears as a pulse that decays with time because of
the depletion of RT. Experiments like these may be carried out in a double- or triple-step
format to produce one pulse of light; or a train of alternating steps can be used to produce
a sequence of light pulses.

Other useful approaches to annihilation ECL involve the generation of the reactants at
two different electrodes in close proximity. For example, an RRDE (Chapter 9) can be em-
ployed, with one reactant, such as RT, generated at the disk and the other, R^, generated at
the ring. As discussed in more detail in the first edition,2 these are swept together by diffusion
and convection, resulting in reaction and a ring of light on the inner edge of the ring electrode
(2, 7, 8). Other experiments employ dual-working-electrode systems (9, 10) with thin-layer
geometry, interdigitated electrodes, or flow streams to move the reactants together.

Not all ECL reactions require the cycling of the electrode potential to produce the ox-
idized and reduced forms. By addition of certain species, called coreactants, it is possible
to generate ECL in a single potential step (11, 12). These systems also permit ECL to be
observed in aqueous solutions, where the potential limits are too narrow to allow conve-
nient electrolytic generation of both the oxidized and reduced ECL precursors for annihi-
lation ECL. Consider, for example, an aqueous solution of Ru(bpy)3+. This species is
oxidized at a Pt electrode to form Ru(bpy)3+ at about +1 V vs. SCE. To form the excited
state species Ru(bpy)2 , with an energy of 2.04 eV above the ground state, one needs a
reductant produced at a potential more negative than about —1.2 V. This potential is not
easily attainable at a Pt electrode in aqueous solution without the evolution of copious
amounts of hydrogen. However, in certain ECE reactions (see Chapter 12) one can gener-
ate a strong reductant by oxidizing a species. For example, the oxidation of oxalate (the
coreactant) actually produces a strong reducing agent, CO2

T, which can then react with
Ru(bpy)3+ to produce the excited state. The reaction sequence is:

(18.1.8)
(18.1.9)

(18.1.10)
(18.1.11)

C 2 O 2 "

Ru(bpy)f3 +
O4 -* CO2

CO2
T-

CO2

CO2

2First edition, pp. 624-626.
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where CO2

T appears because the oxidized oxalate decomposes with the formation of very
strong bonds in CO2. Thus, in a mixture of Ru(bpy>3+ and C2Ol~, light is generated in a
single, oxidizing potential step. A number of other coreactants, like tertiary amines, will
also undergo a similar reaction sequence with the Ru(bpy)3+ system. These have been
employed in analytical applications as discussed briefly in Section 18.1.4.

Many ECL investigations involve special optical procedures, such as calibrating the
spectral response of a detection system or measuring the absolute total emission rate of an
ECL process. These techniques are beyond our purview; discussions of them are available
in the review literature (2).

18.1.3 Kinds of Experiments

The most obvious ECL experiments involve recording spectra of the emitted light, which
are essential for identification of emitting species. In some cases, ECL produces emission
from states that may play only a small role in the fluorescence of the electrolyzed solu-
tion. Figure 18.1.3 offers an example (8). The fluorescence of a solution of pyrene (Py)
and TMPD excited at 350 nm shows a sharp band at 400 nm, ascribed to *Py*, and a
minor shoulder at 450 nm, due in part to the excimer !Ру*, which emits in the dissociative
process:

hv (18.1.12)

In contrast, the ECL from the reaction between Py7 and TMPD*, produced by electrolysis
at an RRDE, where Py is reduced at the ring and TMPD is oxidized at the disk, shows
predominant emission from the excimer. Thus, the chemiluminescent system has a spe-
cific path for relatively efficient production of the excimer. It is believed to be the triplet-
triplet annihilation involving 3Py*.

Another useful experiment for deciphering the basic chemistry of ECL can be illus-
trated by the data in Figure 18.1.4, which shows light intensity from the TMPD/Py system
versus disk potential (8). In the upper frame Py~ was generated at the ring, and one sees
that light results from the oxidation (at the disk) of TMPD to either TMPD^ (first wave)

300 400 500
A/nm

600

Figure 18.1.3 Curve a:
Chemiluminescence from the reaction
between Py7 and TMPD^ in DMF.
Electrogeneration of ions was carried out at
an RRDE in a solution of 1 mM TMPD and
5 mM Py. Curve b: Fluorescence spectrum
of the same solution under excitation at 350
nm. [Original data from J. T. Maloy and
A. J. Bard, J. Am. Chem. Soc, 93, 5968
(1971). Copyright 1975, American
Chemical Society. Figure from L. R.
Faulkner, Int. Rev. Set: Phys. Chem. Ser.
Two, 9, 213 (1975). Reproduced with
permission of the American Chemical
Society.]
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Figure 18.1.4 Steady-state ECL behavior versus disk potential in the pyrene-TMPD system. Top:
PyT generated at ring (emission detected at 393 nm). Bottom: TMPD • generated at ring [emission
detected at 393 nm (upper curve) and 470 nm (lower curve)]. [Reprinted with permission from J. T.
Maloy and A. J. Bard, J. Am. Chem. Soc, 93, 5968 (1971). Copyright 1971, American Chemical
Society.]

or TMPD2+ (second wave). Oxidation products generated at very positive potentials (per-
haps Pŷ ~ or its decay products) quench the ECL. Interpretation of the lower frame is left
as Problem 18.3.

The mechanism of light production is always of interest, and many experiments have
been devised to probe it. One approach is based on shapes of single pulses of light pro-
duced in a step sequence like that described above (2-4). The basic idea is to find the de-
pendence of light intensity on the rate of redox reaction between the oxidant and
reductant. For example, the S route calls for a linear dependence, whereas the T route
generally would yield a relationship of higher order. The diffusion-kinetic problem for
step generation of ECL has been solved (13), and the time decay of the redox reaction rate
can be calculated for a given system. It can then be compared with the observed intensity
transient. Data (14) for the reaction between the energy-sufficient reaction between the
cation radical of thianthrene (TH) and the anion radical of 2,5-diphenyl-l,3,4-oxadiazole
(PPD) are shown in Figure 18.1.5. These results show that the observed intensity follows
the square of the reaction rate, even through a rather complex potential program, and this
fact alone has some useful things to say about the mechanism of light production. The
reason for the dip is part of Problem 18.4.

By using an ultramicroelectrode as the generator in annihilation experiments, it is
possible to bring the time scale of the measurements into the microsecond regime. In re-
ported experiments (15), a continuous symmetric square wave with step times down to
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4 -

1 1 I 1 I
0.05 0.10 0.15 0.20

trltf

Figure 18.1.5 Light intensity
(open circles) and square of
redox reaction rate (filled
circles) versus time tr

measured into the second step
of a transient experiment.
Forward step width, tf, was
500 ms. The ECL process
involved TH^ and PPD\ See
Problem 18.4 for a discussion
of the dip. [Reprinted with
permission from P. R. Michael
and L. R. Faulkner, J. Am.
Chem.Soc, 99, 7754 (1977).
Copyright 1977, American
Chemical Society.]

5 fjis was applied to electrodes with radii of 1 to 5 fxm in a solution of radical precursors
of about 0.2 mM. The emission was measured with a single photon counting appa-
ratus. By comparing the shape of the relative intensity vs. time to theoretical behavior
obtained by digital simulation, it was possible to find the rate constant for the ion-
annihilation reaction. These short-time steps (or high square-wave frequencies) are
not useful with larger electrodes, because the current during the step is dominated by
double-layer charging and the electrode potential does not follow the applied potential
step waveform (see Sections 5.9.1 and 15.6.1). Under these conditions, the emission in-
tensity is small because the faradaic current is small. From such measurements with
UMEs, the ion-annihilation rate constants for DPA and Ru(bpy)3+ were found to be at
the diffusion-controlled level, 2 X 1010 M~1s~l in MeCN solutions. In a later experi-
ment (16), the DPA solution concentration was decreased to 15 \xM and the temporal
resolution to the nanosecond regime. In this case, a 500 ĉs pulse was used to generate
DPA^ followed by a 50 /JL$ cathodic pulse to generate DPA7. Emission during the ca-
thodic pulse was observed with a single photon counting apparatus. When the output
was observed with nanosecond resolution (i.e., bin size of 5 ns), individual annihilation
reaction events could be observed.

Still other experiments are designed to intercept intermediates, such as triplets or sin-
glet oxygen. Results for such a case are given in Figure 18.1.6, which arose from a study
of the energy-deficient reaction between the cation radical of 10-methylphenothiazine
(10-MP) and the anion radical of fluoranthene (FA) (17). The system is believed to pro-
duce light by the annihilation of 3FA*. Addition of anthracene (An) could be accom-
plished without disturbing the electrochemistry needed to produce the reactants, but it
transformed the emission spectrum from that of *FA* to that of xAn*. Apparently, this re-
sult was caused by the energy transfer:

An + 3FA* -> FA + 3An* (18.1.13)

followed by annihilation of 3An*.
Sometimes magnetic fields enhance ECL intensities, and studies along this line have

been used for mechanistic diagnosis (2). The effects seem to arise from field-dependent
rate constants for certain reactions involving triplets; hence they are associated with the
T route.
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Figure 18.1.6 Curve a: Chemiluminescence
from FAT and 10-MP^ in DMF. Reactants
were generated from solutions containing 1
mM FA and 10-MP. Curve b: Spectrum upon
addition of anthracene. Inset shows
fluorescence from anthracene at 10 fiM in
DMF. Shortest wavelength peak is not seen in
ECL because of self-absorption. [Original data
from D. J. Freed and L. R. Faulkner, J. Am.
Chem. Soc, 93, 2097 (1971). Copyright 1971,
American Chemical Society. Figure from L. R.
Faulkner, Int. Rev. ScL: Phys. Chem. Ser.
Two., 9, 213 (1975). Reproduced with
permission of the American Chemical
Society.]

In its classic form, ECL is regarded as a solution-phase process, on the basis of both
direct evidence (Problem 18.4) and the expectation that metal electrodes quench excited
states (18, 19). The band structure of semiconductor electrodes sometimes removes the lat-
ter difficulty (see Section 18.2), and emission from excited states produced directly in het-
erogeneous charge transfer at semiconductors can occur (20-22). More recently, even
surface films, such as monolayer assemblies and polymer-modified electrodes (Chapter
14), have been reported to produce ECL. For example, a Langmuir-Blodgett monolayer of
a long chain hydrocarbon with an attached Яи(Ьру)з+ group or a similar self-assembled
monolayer will show ECL emission on oxidation in the presence of a coreactant (23, 24).
In fact, monolayers at the air-water interface that contain ECL-active groups will emit
when contacted by touching the horizontal film with an ultramicroelectrode tip from the
air side. In this experiment, the counter and reference electrodes and the coreactant are all
contained in the aqueous medium in the Langmuir trough (25). Polymer films on elec-
trodes, such as poly(vinyl-DPA) (26), a polymerized film of tris(4-vinyl-4'-methyl-
2,2'-bipyridyl)Ru(II) (27), or Ru(bpy)^+ in Nafion (28), will also produce ECL. ECL
processes that produce light in polymer layers in the absence of solvent (electrolumines-
cent polymers) are of interest in connection with possible display applications (29, 30).

18.1.4 Analytical Applications of ECL

Because the light intensity is usually proportional to the concentration of the emitting
species, ECL can be used in analysis (31). In such applications, the system of interest is
introduced into a suitable electrochemical cell, and light emission is excited electrochemi-
cally, with the emission intensity (and sometimes the emission spectrum) being measured.
The ECL technique is very sensitive, since very low light levels can be measured (e.g., by
single photon counting methods). In a sense, ECL is similar to a photoexcitation (e.g., flu-
orescence) method; however, it has the advantage that a light source is not used, so that
scattered light and interferences from emission by luminescent impurities are not prob-
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lems. ECL is often more convenient than other chemiluminescent methods, since the elec-
trochemical excitation allows temporal and spatial control. ECL can be carried out to ana-
lyze either the emitting species (which often serves as a label on a molecule of interest) or
a coreactant.

The most frequently used ECL-active label is Ru(bpy)3+, because its ECL can be
generated in aqueous solutions with a suitable coreactant (for example, oxalate for oxi-
dations and peroxydisulfate for reductions) and because the emission is intense and
fairly stable. The emission intensity is proportional to concentration over a very wide
range (e.g., 10~7 to 10~13 M) (32). By attachment of a suitable group to the bipyridine
moieties, Ru(bpy)3+ can be linked to biologically interesting molecules, such as antibod-
ies or DNA, where it serves as a label for analysis in an analogous manner to radioactive
or fluorescent labels (33). Commercial instruments are available for ECL assays of anti-
bodies, antigens, and DNA (34-36). These are currently based on the use of magnetic
bead technology.

The principles of a typical sandwich assay of an antigen are outlined in Figure 18.1.7.
The surfaces of commercially available magnetic beads are modified by attaching an anti-
body to a particular antigen of interest (e.g., prostate specific antigen, PSA). These beads,
the sample of interest, and Ru(bpy)3+-labeled antibodies are mixed. If antigen is present,
as shown in Figure 18.1.7, the labeled antibody becomes attached to the magnetic bead,
because the antigen behaves as a bridge to form a "sandwich" structure. If no antigen is
present, the labeled antibody does not attach to the bead. The magnetic beads are then
flushed into an ECL cell, where they are captured on the working electrode by applying a
magnetic field (Figure 18.1.8). The beads are washed, and a solution of the appropriate
composition containing a coreactant (usually tri-n-propylamine, TPrA) is pumped into the
cell. Upon application of a sweep or step to positive potentials, oxidation of Ru(bpy)3+

and coreactant occur with emission of light from the bead-bound Ru(bpy)3+, which is de-

О -< о >=•
Magnetic Antibody Antigen Labelled

Bead Antibody

(a) Sample with no antigen (labelled antibody not attached to bead)

{b) Sample with antigen (labelled antibody attaches to bead)

Figure 18.1.7 Representation of
ECL-based immunoassay.
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Figure 18.1.8 Flow cell
used in a commercial
instrument for ECL-based
immunoassay employing
magnetic beads (33-35).

tected with the photomultiplier. The proposed chemistry (37, 38) in the Яи(Ьру)з+/ТРгА
system follows that with oxalate as a coreactant, that is, (18.1.8)—(18.1.11):

EtCH2NPr2 -

EtCH2NPr^~ -;

+ EtCHNPr2*

EtCH2NPr^

EtCHNPr2*
+ e

H +

> Ru(bpy)^+* + EtCHNPrJ

(18.1.14)

(18.1.15)

(18.1.16)

Following the measurement, the beads are washed from the cell, which is then cleaned
and made ready for the next sample. Automated instruments for clinical diagnostics, ca-
pable of handling multiple samples without operator intervention, are available.

ECL has also been used in detector cells in chromatography. These again involve the
ECL of Ru(bpy)3+, where detected species, such as amines, NADH, and amino acids, be-
have as the coreactant. In one method, post-column ECL detection, a solution of
Ru(bpy)3+ is steadily injected into the solution stream containing separated species com-
ing from the HPLC column. The mixed stream flows into an electrolytic cell where the
ECL reaction occurs and emission is measured (39). Detection of separated species at the
picomole level is possible by this technique. Alternatively the Ru(bpy)3+ can be immobi-
lized in a film of Nafion on the working electrode (28), and the ECL signal results when
the solution from the HPLC column contains a species that can act as a coreactant and
produce emission by reaction with immobilized Ru(bpy)3+ in the detector cell (40). Ob-
servation of ECL with flowing streams can also provide information about the hydrody-
namics in the detector cell (41).

18.2 PHOTOELECTROCHEMISTRY AT SEMICONDUCTORS

18.2.1 Introduction

In photoelectrochemical experiments, irradiation of an electrode with light that is ab-
sorbed by the electrode material causes the production of a current (a photocurrent). The
dependence of the photocurrent on wavelength, electrode potential, and solution compo-
sition provides information about the nature of the photoprocess, its energetics, and its
kinetics. Photocurrents at electrodes can also arise because of photolytic processes oc-
curring in the solution near the electrode surface; these are discussed in Section 18.3.
Photoelectrochemical studies are frequently carried out to obtain a better understanding
of the nature of the electrode-solution interface. However, because the production of a
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photocurrent can represent the conversion of light energy to electrical and chemical en-
ergy, such processes are also investigated for their potential practical applications. Since
most of the studied photoelectrochemical reactions occur at semiconductor electrodes,
we will review briefly the nature of semiconductors and their interfaces with solutions.
Consideration of semiconductor electrodes also helps in gaining a microscopic under-
standing of electron-transfer processes at solid-solution interfaces. A number of detailed
reviews of this area have appeared (42-49).

18.2.2 Semiconductor Electrodes

The electronic properties of solids are usually described in terms of the band model,
which involves the behavior of electrons moving in the combined field of atomic nuclei
and other electrons in an array (44, 50-53). Consider the formation of a crystalline solid
(e.g., Si, TiO2). As isolated atoms, which are characterized by filled and vacant orbitals,
are assembled into a lattice containing ~5 X 1022 atoms/cm3, new molecular orbitals
form. These orbitals are so closely spaced that they fall in essentially continuous bands;
the filled bonding orbitals form the valence band and the vacant antibonding orbitals form
the conduction band (Figure 18.2.1). In general, these bands are separated by a forbidden
region or band gap of energy Eg, usually given in units of electron volts. The electrical
and optical properties of the solid are strongly influenced by the size of the band gap.

When the gap is very small (Eg < < 47), or when the conduction and valence bands
actually overlap, the material is a good conductor of electricity (e.g., Cu, Ag). Under these
circumstances, there exist filled and vacant electronic energy levels at virtually the same
energy, so that an electron can move from one level to another with only a small energy of
activation. This feature provides electrical mobility for electrons in the solid and allows
them to respond to an electric field. In contrast, electrons in a completely full band, with
no empty levels nearby in energy, have no means for redistributing themselves spatially in
response to a field, so they cannot support electrical conduction.

For larger values of Eg (e.g., for Si, where Eg = 1.1 eV), the valence band (VB) is al-
most filled and the conduction band (CB) almost vacant. Conduction becomes possible
because of thermal excitation of electrons from the VB into the CB (Figure 18.2.2). This
process produces electrons in the CB, which have electrical mobility because they can

^ Conduction band

Vacant

Interatomic
spacing

Isolated
atoms

Figure 18.2.1 Formation of
bands in solids (at left) by
assembly of isolated atoms
(characterized by orbitals at far
right) into a lattice.
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Figure 18.2.2 Energy bands and two-dimensional representation of an intrinsic semiconductor
lattice, (a) At absolute zero (or E g > > 47), assuming a perfect lattice; no holes or electrons exist.
(b) At a temperature where some lattice bonds are broken, yielding electrons in the conduction
band and holes in the valence band. EF represents the Fermi level in this intrinsic semiconductor.

transfer freely among vacant levels in the CB, and leaves behind "holes" in the VB that
have mobility because VB electrons can rearrange themselves to shift the spatial location
and energy of the vacancy. Such a material is called an intrinsic semiconductor. The
charge carriers, electrons and holes, exist in a dynamic equilibrium. They are created by
dissociation and eliminated by recombination; and their densities, щ for CB electrons and
Pi for VB holes, adhere to an equilibrium constant of the form щрх = (constant) exp
(—Eg/47). In an intrinsic semiconductor, the electron and hole densities are equal and are
given approximately by the expression (44)

(18.2.1)

For example, for silicon, щ = px ~ 1.4 X 10 cm . The mobile carriers move in the
semiconductor in a manner analogous to the movement of ions in solution; however the
mobilities of these species, un and wp, are orders of magnitude larger than for ions in solu-
tion. For example, for silicon, un = 1350 cm2 V " ^ " 1 and up = 480 cm2 V ^ s " 1 .

For materials with E g > 1.5 eV, so few carriers are produced by thermal excitation at
room temperature that in the pure state such solids are electrical insulators (e.g., GaP and
TiO2, with E g equal to 2.2 and 3.0 eV, respectively).

Electrons in the CB and holes in the VB can also be introduced by the substitution of ac-
ceptor and donor atoms (called dopants) into the semiconductor lattice to produce extrinsic
materials. Thus an arsenic atom (a Group V element) behaves as an electron donor when sub-
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stituted into crystalline silicon (a Group IV element) and introduces an energy level at ED,
just below the bottom of the CB (within —0.05 eV). At room temperature, most of the donor
atoms are ionized, each one yielding a CB electron and leaving behind an isolated positive
site at the donor atom (Figure 18.2.3a). If the amount of dopant is about 1 ppm, the donor
density, ND, is ~5 X 1016 cm"3, and this will essentially be the CB electron density n. The
hole density/? is much smaller and is given by the electron-hole equilibrium relationship,

P = jj~ (18.2.2)

Thus, for this example of As-doped Si, p « 4000 cm"3 at 25°C. In such a material, most
of the electrical conductivity can be clearly attributed to the CB electrons, which are the
majority carriers. The holes, which make only a small contribution to the conductivity,
are called the minority carriers. A material doped with donor atoms is called an n-type
semiconductor?

If an acceptor atom (e.g., gallium, a Group III element) is substituted into the silicon, an
energy level is introduced at EA, just above the top of the VB (Figure 18.2.3Z?). In this case,
electrons are thermally excited from the VB into these acceptor sites, leaving mobile holes
in the VB and isolated, negatively charged acceptor sites. Thus, the acceptor density, NA, is
essentially the same as the hole density, p, and the CB electron density, n, is given by

n\
n = ^- (18-2.3)

0 0 0

©
0 0 0

0 0 0 0
Conduction band
electron

A s ) ^ Fixed positive
site at ionized
donor impurity

Fixed filled negative
site at acceptor

impurity

Valence hole

(b)

Figure 18.2.3 Energy bands and two-dimensional representation of extrinsic semiconductor
lattices, (a) n-type. (b) p-type.

3Delocalized electrons and holes can also be introduced by atomic vacancies in the lattice. For example,
«-type conductivity in the intrinsic insulator TiO2 can be produced by oxygen vacancies in the lattice.
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For example, with NA = 5 X 1016 atoms of acceptor/cm3 in Si, n « 4000 cm" 3 . In this
case, the holes are the majority carriers, the electrons are the minority carriers, and the
material is called ар-type semiconductor.

An important concept in the description of semiconductor electrodes is that of the
Fermi level, EF, which is defined as the energy where the probability is 1/2 that a level is
occupied by an electron (i.e., where it is equally probable that the level is occupied or va-
cant; see also Section 3.6.3). For an intrinsic semiconductor at room temperature, E F lies
essentially midway between the CB and VB within the forbidden gap region. In contrast
to metals, where both occupied and vacant states are present at energies near EF, neither
electrons nor unfilled levels exist near E F for an intrinsic semiconductor. For a doped ma-
terial, the location of E F depends on the doping level, NA or ND. For moderately or heav-
ily doped rc-type solids (ND > 1017 cm" 3), E F lies slightly below the CB edge (Figure
18.2.3a). Similarly, for moderately or heavily doped p-type materials, E F lies just above
the VB edge (Figure 18.2.3b).

It is convenient to identify E F in a more thermodynamic way, so that electronic prop-
erties of the semiconductor can be correlated with those of solutions. This is easily ac-
complished, since the Fermi level of a phase a, EF, can be identified as the
electrochemical potential (Sections 2.2.4 and 2.2.5) of an electron in a, /j% (42, 43):

Eg = /Z£ = ji£ - ефа (in eV) (18.2.4)

The absolute value of E F depends on the choice made for the reference state. Frequently this
is taken as zero for a free electron in a vacuum, and EF levels in metals and semiconductors
can be determined from measurements of work functions or electron affinities (Figure
18.2.4). Since an electron is at a lower energy in almost all materials than in vacuum, E F

values are usually negative (e.g., about -5.1 eV for Au or -4.8 eV for intrinsic Si).
Let us now consider the formation of the semiconductor/solution interface. The

Fermi level in the solution phase, can be identified as /x̂  by (18.2.4) and is calculated in
terms of E° values by the procedures described in Section 2.2. For most electrochemical
purposes, it is convenient to refer E° values to the NHE (or other reference electrodes),
but in this case it is more instructive to estimate them with respect to the vacuum level.
This can be accomplished, as discussed in Section 2.2.5, by theoretical and experimental
means with relaxation of thermodynamic rigor, so that one obtains an energy level value
for the NHE at about -4.5 ± 0.1 eV on the absolute scale (45) (Figure 18.2.5a). Consider
the formation of the junction between an n-type semiconductor and a solution containing
a redox couple O/R, as shown in Figure 18.2.5. When the semiconductor and the solution
are brought into contact, if electrostatic equilibrium is attained, JLt in both phases must
become equal (or equivalently the Fermi levels must become equal), and this can occur by

E = 0 г Vacuum

EA

-E•F

E v

{a) Metal (b) Semiconductor

Figure 18.2.4 Relationships between energy levels, Ф (work function), and EA (electron affinity)
for (a) a metal; (b) a semiconductor.
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Figure 18.2.5 The formation
of a junction between an n-type
semiconductor and a solution
containing a redox couple O/R.
(a) Before contact in the dark.
Typical values for energy levels
shown referenced to NHE (E°)
and to vacuum (E). (b) After
contact in the dark and
electrostatic equilibration,
(c) Junction under irradiation.
[From A. J. Bard, J.
Photochem., 10, 59 (1979), with
permission. Adapted to show
current best values for the
absolute scale.]

charge transfer between the phases. In the case illustrated in Figure 18.2.5, where E F of
the semiconductor lies above that in solution, electrons will flow from the semiconductor
(which becomes positively charged) to the solution phase (which becomes negatively
charged).4 The excess charge in the semiconductor does not reside at the surface, as it
would in a metal, but instead is distributed in a space-charge region. This charge distribu-
tion is analogous to that found in the diffuse double layer that forms in solution (see Sec-
tion 13.3). The resulting electric field in the space-charge region affects the local energy
(electrochemical potential) of electrons. Thus, the band energies in this region are differ-
ent than those in the bulk (field free) semiconductor. Since almost all of the potential drop
between the bulk semiconductor and the solution is across the space-charge region, rather
than at the semiconductor-solution interface, the position of the band at the interface does
not change. The positive charge in the space-region causes the band energies to become
more negative with increasing distance into the semiconductor, and then remain to flat in
the field-free bulk (see Figure 18.2.5b). This effect is called band bending. In this case,
when the semiconductor charge is positive with respect to the solution, the bands are bent
upward (with respect to the energy level in the bulk semiconductor). An excess electron

Although this description is frequently given of the semiconductor-solution junction, in fact, such reversible

behavior of a semiconductor electrode is rarely found, especially for aqueous solutions. This lack of

equilibration can be ascribed to corrosion of the semiconductor, to surface film (e.g., oxide) formation, or to

inherently slow electron transfer across the interface. Under such conditions, the behavior of the semiconductor

electrode approaches ideal polarizability (see Section 1.2).
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in the space-charge region would therefore move toward the bulk semiconductor in the di-
rection consistent with the existing electric field. An excess hole in the space-charge re-
gion would move toward the interface. The potential at which no excess charge exists in
the semiconductor is clearly the potential of zero charge, Ez. Since there is no electric
field and no space-charge region under these conditions, the bands are not bent. For this
reason this electrode potential is called the flat-band potential, Efb.

5

Derivations for the relationships between the excess charge in the semiconductor and
the potential, the potential distribution in the space-charge region, and the differential ca-
pacitance all follow closely those for the diffuse double layer in solution (44, 50) (see
Section 13.3). Thus for an intrinsic semiconductor the relationship between the space-
charge density, cr s c, and the potential of the surface with respect to the bulk of the semi-
conductor, Дф, is given by (13.3.20), with the following replacements: 0м by o-sc, ф0 by
Дф, and n° by щ, with z = 1, and e now referring to the dielectric constant of the semi-
conductor. Similarly the space-charge capacitance, C s c , is given by (13.3.21) with analo-
gous replacements. For an n-type extrinsic semiconductor, CSc is

_
~l eY

s c TAT \[\{e~Y - 1) + k~\e7 - \) + Qi - .

where Y = еАф/6Т and A = щ/N^.
A particular case of interest for the semiconductor-liquid interface is that shown in

Figure 18.2.5b, where the surface layer of the n-type semiconductor becomes partially
emptied of majority carriers (electrons), so that a depletion layer forms and the bands are
bent upward. Under these conditions several simplifications to (18.2.5) can be made. Since
this is an и-type material, A" 1 > > A. Under depletion-layer conditions, with Аф negative
so that electrons are repelled from the surface, \e~Y « A" 1 and (18.2.5) becomes

Ф 1 l (18.2.6)

Rearrangement yields a very useful relationship (first derived for the metal/semiconductor
junction) called the Mott-Schottky equation (54, 55):

+ ( \ ) ( f ) (18.2.7)
| c V^oAfeA e)

which at 298 К (ND in cm" 3 , Д</> in V, CSc in /JLF cm" 2) becomes

(18.2.8)i-h^}-*-<"»">
Since — Д</> = E — £fb, a plot of 1/Cfc vs. E should be linear. The potential where the
line intersects the potential axis yields the value of Efb, and the slope can be used to
obtain the doping level N^. While such Mott-Schottky plots have been useful in char-
acterizing the semiconductor-solution interface, they must be used with caution, be-
cause perturbing effects, such as those attributable to surface states6 can cause

5For the ideally polarized semicondutor electrode, a space-charge region in the semiconductor forms when a
potential is applied across the semiconductor-solution interface so that the electrode potential is displaced from Ef b.
^Surface states are energy levels arising from orbitals localized on atoms of the lattice near a surface. It is easy
to see, for example, that silicon atoms in a surface plane cannot be surrounded with the tetrahedral symmetry
found in the bulk solid. Thus, the electronic properties of these atoms differ. Often surface states have energies
in the band gap and have a big effect on the electronic properties of any junction made with the surface.
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deviations from the predicted behavior (56). One should verify that the parameters ob-
tained from such plots are independent of the frequency employed in the capacitance
measurements.

18.23 Current-Potential Curves at Semiconductor Electrodes

Electron-transfer processes at the semiconductor/electrolyte interface are strongly af-
fected by the density of available carriers (electrons and holes) in the semiconductor at the
interface. The observed i-E behavior differs from that at metals and carbon (Chapter 3),
where there is always a large density of carriers in the conductor. In the dark, electron-
transfer processes involving species in solution with energy levels in the band gap of the
semiconductor (Figure 18.2.5&) are usually dominated by the majority carrier. Thus, mod-
erately doped л-type materials can carry out reductions, but not oxidations. That is, there
are electrons available in the conduction band to transfer to an oxidized solution species,
but few holes to accept an electron from a reduced species. The current for a reduction of
species О at an n-type semiconductor is given by

i = nFAk{nsCC0(x = 0) (18.2.9)

where n$c (cm"3) is the concentration of electrons at the interface and k{ (cm4 s"1) is the
heterogeneous rate constant. Note that the units of k{ differ from that used with a metal
electrode, where the carrier density in the metal is high and is included in kf (cm s"1; equa-
tion 3.6.29). Similarly, p-type materials with excess holes allow oxidations, but not reduc-
tions. The current for an oxidation of species R at ар-type semiconductor is given by

i = nFAkipscCR(x = 0) (18.2.10)

where к{> is the heterogeneous rate constant for oxidation, and p S c (cm"3) is the concen-
tration of holes at the surface.

In these equations, both the rate constant (kf or k\>) and the carrier concentration at
the interface (nsc or p$c) can be affected by the applied potential. The variation in kf or k\>
with potential drop across the Helmholtz layer at the semiconductor-solution interface,
Аф', follows expressions like (3.3.9) and (3.3.10), with (E - E°) replaced by Аф'. The
surface concentrations of the carriers are given by

nsc = ND exp[-F(£ - E{b)/RT] (18.2.11)

Psc = NA exp[F(E - Efb)/RT] (18.2.12)

where (E — E^) represents the amount of band-bending, — Аф.
For an n-type semiconductor at all potentials positive of Efb, nsc < ND, while for a

/7-type semiconductor at potentials negative of £fb, /?sc < ^A- When a potential is applied
between the semiconductor and the solution under these conditions of depletion, most of
any change in the applied potential will drop in the semiconductor space-charge region,
rather than across the Helmholtz layer. This effect can be understood in another way by
comparing the capacitance of the space-charge region, C$Q> given in (18.2.6) with the ca-
pacitance of the Helmholtz and diffuse layers, Q (13.3.29), and noting that generally CSc
< < Cd. In tracing a current-potential curve with a semiconductor electrode, it is the vari-
ation of n$c

 o r Pso rather than that of kf or k£, that governs the observed behavior in the
depletion region. This means that the slope of a curve of In (i) vs. E will be RT/F, or in
terms of a similar Tafel plot at a metal electrode, a ~ 1 (see equation 3.4.15).

When the potential is made more negative than E^ with an и-type material, electrons
collect at the semiconductor surface to form an accumulation layer. Under these condi-
tions, the semiconductor is said to become degenerate and behaves more like a metal. In
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Figure 18.2.6 Schematic representation
of the variation of electron-transfer rate, i$,
and transfer coefficient, a, with electrode
potential for an ideal semiconductor
electrode. The current /s is equivalent to
that defined in (18.2.9) or (18.2.10). At
sufficiently extreme potentials (not shown)
mass transfer would lead to a limiting
current on the right side of the diagram.
[Reprinted with permission from B. R.
Horrocks, M. V. Mirkin, and A. J. Bard, 7.
Phys. Chem., 98, 9106 (1994). Copyright
1994, American Chemical Society.]

this potential region, changes in potential no longer affect n$c significantly, but mainly
show up as changes in ф' and primarily affect kf or k^, so that a « 1/2.7 Similarly, p-type
materials become degenerate at potentials positive of £"fb, where they begin showing
metallic electrode behavior.

A schematic representation of the ideal electron-transfer rate and transfer coefficient
as functions of potential for a semiconductor electrode is shown in Figure 18.2.6. Al-
though there have been numerous studies with semiconductor electrodes, such ideal be-
havior is rarely seen (45, 47, 49, 57-59). Difficulties in such measurements include the
presence of processes in parallel with the electron-transfer reaction involving dissolved
reactant at the semiconductor surface, such as corrosion of the semiconductor material, ef-
fects of the resistance of the electrode material, and charge-transfer reactions that occur
via surface states.

18.2.4 Photoeffects at Semiconductor Electrodes

Let us return to the situation of the и-type semiconductor in contact with the solution con-
taining couple O/R, illustrated in Figure 18.2.5. As described in Section 18.2.2, a space-
charge region typically 50 to 2000 A wide (depending on the doping level and Аф) forms
in the semiconductor at the interface. The direction of the electric field is such that any ex-
cess holes created in the space-charge region would move toward the surface and any ex-
cess electrons would move toward the bulk semiconductor. When the interface is
irradiated with light of energy greater than the band gap, E g, photons are absorbed and
electron-hole pairs are created (Figure 18.2.5c). Some of these, especially those formed
beyond the space-charge region, recombine with the evolution of heat. However, the
space-charge field promotes the separation of electrons and holes. The holes, delivered to
the surface at an effective potential corresponding to the valence band edge, cause the ox-
idation of R to O, while the electrons move from the semiconductor electrode into the ex-
ternal circuit. Thus irradiation of an n-type semiconductor electrode promotes
photo-oxidations (or causes aphotoanodic current). This is illustrated in the i-E curves in
Figure 18.2.7a.

Semiconductors (notably SnO2) can be so heavily doped that the carrier density approaches that of a conductor

like carbon. These semiconductors are degenerate even at the flat-band potential and show metal-like behavior.
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/ R

Figure 18.2.7 Current-potential
curves for a solution containing
couple O/R. (a) n-type
semiconductor in the dark {curve
1) and under irradiation {curve 2).
{b) /?-type semiconductor in the
dark {curve 1) and under
irradiation {curve 2). For both {a)
and {b), curve 3 is the i-E curve at
a platinum electrode.

In the dark (curve 1), essentially no current flows when the potential of the semicon-
ductor electrode is made more and more positive, because, as discussed in the preceding
section, there are few holes in the semiconductor to accept electrons from the reduced
form of a redox couple located at potentials within the gap.8

Under irradiation (curve 2), a photoanodic current, /ph, flows as long as the potential
of the electrode is more positive than £fb, so that electron/hole pair separation can occur.
Thus the onset of the photocurrent is near £fb (unless surface recombination processes9

move the onset potential toward more positive values). The photo-oxidation of R to О
occurs at less positive applied potentials than those required to carry out this process at
an inert metal electrode (curve 3). This is possible because the light energy helps to drive
the oxidation process; hence such processes are frequently called photoassisted electrode
reactions.

The behavior of a p-type semiconductor with a couple having a redox potential in the
gap region (see Figure 18.2.8) is analogous to that of the n-type material. Here the field in
the space-charge region moves electrons toward the surface and holes toward the bulk
material. Thus, upon irradiation of p-type material, a photocathodic current flows and
photoreductions are facilitated by the light. Typical i-E curves under these conditions are
shown in Figure 18.2.7b.

Photoeffects are generally not observed at и-type materials for redox couples located
at potentials negative of £fb. In this case, the bands are bent downwards, the majority car-
rier tends to accumulate near the surface (i.e., an accumulation layer forms), and the semi-
conductor behavior approaches that of an inert metal electrode. Similarly, a (hole)
accumulation layer forms in ар-type material for couples located positive of £fb.

8At very positive potentials, a "dark" anodic current can flow from breakdown phenomena.
9Recombination is the annihilation of an electron and a hole. It is often promoted by surface states at interfaces.
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Solution

"Eon

" E O / R

Figure 18.2.8 Formation of
the junction between a p-type
semiconductor and a solution
containing a redox couple O/R.
(a) Before contact in the dark.
(b) After contact in the dark and
electrostatic equilibration.
(c) Junction under irradiation.

Photoelectrochemical cells usually consist of a semiconductor electrode and a suit-
able counter electrode. Such cells, often investigated because of their possible use in the
conversion of radiant energy to electrical or chemical energy, will be discussed briefly
here. Three types of photoelectrochemical cells can be devised (60). In photovoltaic cells,
(Figure \S.2.9a,b), the reaction that occurs at the counter electrode is simply the reverse
of the photoassisted process at the semiconductor. Ideally, the cell operates to convert
light to electricity, but with no net change in the solution composition or the electrode ma-
terials. The operating characteristics of such a cell can be deduced from i-E curves such as
those in Figure 18.2.7. Inphotoelectrosynthetic cells (Figure 18.2.9c,d), the reaction at the
counter electrode differs from that at the semiconductor (so that a separator might be nec-
essary in the cell to keep the products apart). In these systems, the net cell reaction is dri-
ven by light in the nonspontaneous direction (AG > 0), so that radiant energy is stored as
chemical energy. With an и-type semiconductor, for example, the necessary condition for
driving the reaction in such a cell is that the potential of couple O/R lies above the valence
band edge, while that of O'/R' lies below £fb. If this condition does not exist, it is still
possible to drive the reaction in the desired direction by applying an external bias to the
cell. Photocatalytic cells (Figure 18.2.9e,/) are similar to these, except that the relative lo-
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Figure 18.2.9 Different types of photoelectrochemical cells. Examples of each type are:

Photovoltaic cells: (a) п-type semiconductor, for example, n-TiO2/NaOH,O2/Pt (61, 62) or

n-CdSe/Se^Se^/Pt (63-65). (b)p-type semiconductor, for example,/?-MoS2/Fe3+, Fe2+/Pt (66).

Photoelectrosynthetic cells: (c) и-type, for example, n-SrTiO3/H2O/Pt (H2O -• H 2 + l/2O2)
(67-69). (d) p-type, for example, p-GaP/CO2 (pH = 6.8)/C (reduction of CO2) (70).

Photocatalytic cells: (e) и-type, for example, n-TiO2/CH3COOH/Pt (CH3COOH -> C 2H 6 +
CO2 + H2) (71). (/) p-type, for example, p-GaP/DME, A1C13, N2/A1 (reduction of N 2 by
Al) (72).

cations of the potentials of the O/R and O7R/ couples are changed. In this case the reac-

tion is driven in the spontaneous direction (AG < 0) (which normally would be very slow

in the dark), with the light energy being used to overcome the energy of activation of the

process. Several examples of such processes are listed in the caption of Figure 18.2.9.

While some of these are interesting, the efficiencies of many of the processes carried out

in photoelectrosynthetic and photocatalytic cells are often rather low.
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The light employed to carry out a photoassisted reaction at a semiconductor electrode
must have a photon energy greater than that of the band gap E g, since light of lower en-
ergy is not absorbed by the semiconductor. Thus a plot of photocurrent versus the wave-
length of irradiating light can be employed to determine E g. For example, for n-TiO2

(rutile), only light of photon energy above 3.0 eV is useful. Since more than 95% of the
total energy in the solar spectrum at the earth's surface lies below this value, sunlight is
not utilized very effectively by TiO2.

An approach to better utilization of longer wavelength light (and also to interest-
ing experiments in their own right) involves dye sensitization of a semiconductor (73,
74). The principles are illustrated in Figure 18.2.10. Assume a thin layer of dye, D, is
coated on the semiconductor. When the dye is excited (step 1), it injects an electron
into the semiconductor band (step 2), becoming oxidized in the process to D + . In the
absence of a suitable couple in solution, this photoprocess would cease when all of D
is consumed. If a species R exists in solution that is capable of reducing D + , then elec-
tron transfer from R to D + can occur, regenerating D (step 3). Thus, dye sensitization
allows longer-wavelength light to be employed in photoelectrochemistry, but the hole
generated by the light is at a less positive potential than the one produced in the va-
lence band of the semiconductor without dye sensitization. An analogous situation
arises for a dye whose energy levels bracket the valence band edge; in this case hole
injection into the semiconductor takes place. The depiction of the energy-level dia-
gram for this case and a description of the processes involved is left as an exercise for
the reader (Problem 18.7).

Photoeffects are also observed at metal electrodes, although the resulting photocur-
rents are much smaller. For example, the irradiation of a metal electrode can cause the
photoejection of an electron into the solvent. If this electron is scavenged by some reac-
tant in solution, a net cathodic photocurrent results (76, 77) (see Section 18.3 and Problem
8.10). These electron photoejection studies are of interest, because they can provide infor-
mation about the nature of an electron at the instant of injection into a medium, as well as
the energetics and kinetics of its relaxation to equilibrium solvation. Excitation of dyes
adsorbed on metals can also lead to photocurrents, but they are usually much smaller than
the photocurrents obtainable at semiconductor electrodes under comparable conditions
(74). This low efficiency of net conversion of photons to external photocurrent is attrib-
uted to the ability of a metal to act as a quencher of excited states at or very near the sur-
face by either electron or energy transfer (18, 19).

©,7.

Semiconductor

©

©

D

Dye layer

hv

Solution

Figure 18.2.10 Dye sensitization of a
photoprocess at a semiconductor electrode. For
example, и-ZnO/rose bengal/I"/Pt (75).
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18,2,5 Surface Photocatalytic Processes at Semiconductor Particles

The principles that govern electrochemistry at semiconductor electrodes can also be ap-
plied to redox processes in particle systems. In this case, one considers the rates of the ox-
idation and reduction half-reactions that occur on the particle, usually in terms of the
current, as a function of particle potential. One can use current-potential curves to esti-
mate the nature and rates of heterogeneous reactions on surfaces. This approach applies
not only to semiconductor particles, but also to metal particles that behave as catalysts
and to surfaces undergoing corrosion.

Let us consider first a heterogeneous catalytic reaction that occurs on a metal particle.
Many thermodynamically favorable reactions of reducing agents (such as the reaction of
methyl viologen cation radical (MV̂ ~) or Cr 2 + with protons to produce hydrogen) are
slow in homogeneous solution, because the mechanisms are complex. For example, H2

evolution requires two electrons, but the reactants are one-electron reductants; moreover,
the one-electron intermediate from proton reduction (a hydrogen atom) is produced only
at very negative potentials. However, in the presence of a Pt particle the overall process
can occur, with the particle acting as an electrode (and electron reservoir) at which both
anodic and cathodic half reactions take place (Figure 18.2.11a). The efficacy of the parti-
cle for this catalysis, as expressed by the rate of the reaction, can be obtained by consider-
ation of the current-potential curves for both half reactions (Figure 18.2.HZ?) (78, 79).
The cathodic current, ic, represents the rate of proton reduction at the particle surface

Pt
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Figure 18.2.11 (a) Schematic representation of the
two half-reactions occurring at a Pt particle that
catalyzes the overall reaction MV^ + H + -» MV 2 +

+ (1/2)H2. (b) Current-potential curves for the two
half reactions. Arrows show predicted currents and
the mixed potential where u c a t h = i>anod (or ic = /a).
(c) Half-reactions occurring during irradiation of a
TiO2 particle in an oxygen-saturated acetic acid
solution.
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while the anodic current, /a, represents the oxidation of the reducing agent, such as
At steady state, the rates of both of these reactions must be equal, so the particle should
establish a potential (sometimes called a mixed potential) where ic = — /a.

10

When this principle is applied to irradiated semiconductor particles, the rate of the
photoreaction is balanced by that of a dark reaction. For example, consider a TiO2 particle
immersed in a solution containing acetic acid and oxygen and irradiated with UV light
having an energy greater than the band gap of TiO2. The particle behaves as a short-cir-
cuited version of the cell shown in Figure 18.2.9 (57), and at its surface, the oxidation of
acetic acid by photogenerated holes (to CO2 and CH4) is balanced by the reduction of
oxygen (Figure 18.2.11c). In a more chemical view, one can describe the photoexcitation
process as a ligand-to-metal transition, such that the photogenerated hole is manifested as
oxidized hydroxide ion at the surface of TiO2 to produce hydroxyl radical (which in turn
reacts with acetic acid), while the electron reduces a Ti(IV) center to Ti(III), (which then
reacts with oxygen). The generation of hydroxyl radicals at the surface of irradiated TiO2

has been established by electron spin resonance and spin trapping techniques (80).
Electrochemical methods can be used to characterize photoprocesses in slurries of

semiconductor particles. Irradiation of semiconductor particles suspended in solution ei-
ther generates dissolved species that can be detected at an electrode or produces excess
charge in the particles that can be collected at an electrode. Consider a suspension of TiO2

in an electrochemical cell (81, 82). Irradiation of the particles in a deaerated solution in
the presence of an irreversible electron donor (such as acetic acid or EDTA) will result in
the photogenerated holes reacting with the donor, leaving the electrons trapped at the sur-
face of the particle. These are then collected at an electrode held at an appropriate poten-
tial, resulting in an anodic photocurrent during irradiation. Alternatively, irradiation in the
presence of an irreversible electron acceptor, such as oxygen, can produce cathodic pho-
tocurrents. If the experiment with the irreversible donor is carried out also in the presence
of a species (a mediator) that can be reversibly reduced at the semiconductor particles,
such as methyl viologen dication (MV2 +) or Fe 3 + , then greatly enhanced photocurrents
are measured. In this case, the photoprocess produces reduced forms (MV+ or Fe 2 + ),
which are then oxidized at an electrode held at a potential where the required anodic
process can occur (83). The large enhancement of the current comes about because the
mediator is much more mobile than the particles and establishes better communication
with the electrode.

While it might seem surprising that rather large (/mi-scale) particles can be charac-
terized as slurries in solution by electrochemical techniques, there have been many papers
concerned with the dark electrochemistry of suspended solids. For example, voltammetric
studies of suspensions of AgBr are possible (84). In addition, there have been numerous
studies of solid particles mounted on electrode surfaces (85).

Electrodes can be prepared with films of semiconductor particles. A straightforward
approach involves suitable chemical treatment of a substrate metal, e.g., chemical or an-
odic oxidation of Ti to form a film of TiO2, which is made up of many small crystals,
called grains. An alternative is to spread a film of semiconductor particles on an electrode
surface. Films of nm-size semiconductor particles {nanocrystalline films) have been of
special interest. Such small particles (variously called quantum particles, Q-particles, or
quantum dots), have properties that differ from those of larger (дга) dimension (86, 87).

10This same principle applies to corrosion reactions at interfaces, where the rate of the corrosion reaction (the
oxidation of metal) is balanced by the rate of a reduction reaction occurring at a neighboring site on the metal
surface. Consider, for example the corrosion of metallic iron. Here the oxidation of Fe to Fe2C>3 occurs at one
site and is balanced by the reduction of O2 or protons at another.
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The band structure and general properties of large particles are essentially the same as
those of bulk material (e.g., a large single crystal). However, when the particle dimen-
sions start to approach molecular dimensions, the properties tend towards those of the
molecules, with band gaps increasing as the particle size decreases. Moreover, such parti-
cles have very large surface area/volume ratios, and electrodes formed from such prepara-
tions tend to have a high porosity and large roughness factors. Suspensions of particles
can be prepared by a variety of techniques used in colloid formation. For example, TiO2

nanocrystals can be formed by hydrolysis of TiCl4 or alkoxides of Ti(IV) (88-90). Elec-
trodes prepared by coating ITO/glass with such nanocrystalline films have been of interest
in dye-sensitized photoelectrochemical cells and other devices (89, 90).

18.3 ELECTROCHEMICAL DETECTION OF
PHOTOLYTIC AND RADIOLYTIC PRODUCTS

18.3.1 Photoemission of Electrons (77,91-95)

A metal surface exposed to light generally will eject electrons that travel 20 to 100 A into
the electrolyte and then become solvated. These electrons are reactive and produce some
interesting chemistry if scavengers are available to interact with them. In the absence of
such species, the electrons return to the electrode by diffusion, and no net loss of charge is
detected. If a scavenger exists, for example N2O in water, some react and fail to return,
and therefore the faradaic charge transfer can be detected:

ещ + N2O + H2O -> N 2 + ОН" + ОН- (18.3.1)

In fact the OH- diffuses to the electrode and, depending on the potential, may withdraw
additional charge.

Since the time for recollection of the electrons is 100 ns to 1 ms, this method is well-
suited to the study of fast reactions that may not be readily examined by purely electro-
chemical methods. Usually the stimulus is a pulsed (10-20 ns) laser. Since the quantum
yield for photoemission is low, an intense source is needed (—10-100 kW/cm2).

The detection method resembles that of the coulostatic technique (Section 8.7), in
that one observes the potential shift caused by charge ejection and the resulting relaxation
back to the original state. Figure 8.9.2 offers some typical data for the N2O system, and
Problem 8.10 deals with its interpretation.

This technique is especially useful in examining the electrochemistry of free radicals
having lifetimes that are too short to study by purely electrochemical techniques like
those described in Chapter 12. A number of radicals, such as CH3-, CH2OH% phenyl radi-
cals, and inorganic ion radicals in water have been investigated (96). A good example is
H-, whose chemistry bears on electrolytic hydrogen evolution. This species can be gener-
ated cleanly in acidic solutions by photoemission, and its chemistry can be studied with-
out complication from other steps in the hydrogen evolution reaction. Problem 8.11
concerns this case. The technique has also been applied to radicals in nonaqueous solvents
like MeCN and DMF. Here a precursor species, RX, is used, where R- is the desired radi-
cal (e.g., PhCH2-) and X is Cl or Br. The reactions that occur upon electron emission from
the electrode (Hg or Au) are shown in Figure 18.3.1. Addition of an electron to RX causes
dissociation to R- and X~, producing a thin layer of R- near the electrode surface. The po-
tential of the electrode is held at a fixed value during the experiment. If this value is more
positive than the potential for reduction of R- to R~, £R/R- , the injected charge represents
those electrons scavenged by RX. If the value is more negative than £R /R- , additional
charge is passed for this reduction. Thus £R/R- can be found from a plot of photoinjected
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Figure 18.3.1 Reactions that occur after
photoejection of solvated electrons. Photoejection
(1) gives solvated electrons that can either return
to the electrode (2) or react with RX (3), forming
RX\ This species can return to the electrode and
be oxidized (4) or dissociate to form R* (5). At
sufficiently negative potentials, R- is reduced at
the electrode (6). The net current observed is the
sum of all electron-transfer processes.

charge, Q(E), against E (Figure 18.3.2) (96). Alternative methods of representing the ex-
perimental data, to take account of the dependence of photoemission of electrons on po-
tential, yield plots resembling conventional voltammograms (96).

18.3.2 Monitoring Products of Pulse Radiolysis (97)

The system shown in Figure 18.3.3 provides another approach to the electrochemical
study of species produced by reactive electrons. Excitation is carried out by a pulsed
(—20 ns) beam of high-energy electrons. Their passage through the cell creates solvated
electrons, radicals, and ions, whose distribution can often be controlled by known

-0.2 -0.7 -1.2
E (V vs SCE)

-1.7 -2.2

Figure 18.3.2 Normalized charge vs. potential for photoemission of electrons from a gold
electrode into a solution of 52 mM diphenylmethylchloride in DMF containing 0.1M TEAP. The
increase in charge at about — 1 V vs. SCE represents reduction of the diphenylmethyl radical and
yields a half-wave potential for the reaction Ph2CH- + e -> Ph2CHT of -1.05 V vs. SCE.
[Reprinted with permission from P. Hapiot, V. V. Konovalov, and J.-M. Saveant, /. Am. Chem.
Soc, 117, 1428 (1995). Copyright 1995, American Chemical Society.]
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Figure 18.3.3 Apparatus for electrochemical and optical monitoring of pulse radiolysis at an
HMDE. [From A. Henglein, Electroanal Chem., 9, 163 (1976), by courtesy of Marcel Dekker, Inc.]

chemistry. Significant concentrations of these species are produced, and they can be de-
tected faradaically.

If the radiolytic species of interest has a fairly long lifetime, then a potentiostatic ex-
periment will yield a Cottrell-like response after the pulse, because the faradaic current is
controlled by diffusion, or possibly in part by the electrode kinetics. Data for this case are
shown in Figure 18.3.4. The radiolytically generated radical of ascorbic acid decays on a
millisecond time scale. Current transients following separate radiolytic pulses were
recorded for different potentials, and samples were taken at a fixed delay time to produce
the sampled-current voltammogram displayed in Figure 18.3.4.

If the radicals are short-lived, the current transients are controlled by their homoge-
neous decay, as well as by diffusion and heterogeneous kinetics. This complication must
be taken into account if the current-time curves are to be interpreted.

18.3.3 Electrochemistry of Photolytic Products (1,95,98)

Similar in concept to the approaches described above is the use of electrochemistry to moni-
tor the products of flash photolysis. The apparatus resembles that of Figure 18.3.3, except
that the excitation beam comprises photons from a pulsed discharge. Flashlamps dissipating
perhaps 100 to 500 J of energy and producing a light pulse 10 to 30 /us wide (98-100), high-
intensity (1000 W) Hg/Xe lamps (101), or lasers can be used. The current-time curves are
controlled by reactant decay, diffusion, and heterogeneous charge transfer exactly as de-
scribed above. At very short times, the current transient can have substantial contributions
from photoemission of electrons from the electrode. An interesting application of this ap-
proach concerns the intermediates formed in the photolysis of ferrioxalate (102, 103).

As with the techniques described in Sections 18.3.1 and 18.3.2, photolytic methods
are useful in the study of unstable intermediates, such as radicals. Again a suitable precur-
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Figure 18.3.4 Sampled-current
voltammogram for the ascorbic acid radical
at 15 /xs after the radiolytic pulse. [From A.
Henglein, Electroanal Chem., 9, 163 (1976),
by courtesy of Marcel Dekker, Inc.]

sor molecule, such as a ketone, RC(O)R, that will decompose to the desired radical upon
photoexcitation, is employed (101, 104):

RC(O)R + hv -> 2 R- + CO (18.3.2)

A chopped incident light beam irradiates a gold minigrid electrode, producing radicals in
the vicinity of the electrode. The photocurrent for the oxidation or reduction of Re can be
measured with a lock-in amplifier as a function of potential. For example, the voltammo-
gram for the diphenylmethyl radical generated by photolysis of 1,1,3,3-tetraphenylace-
tone in MeCN (0.1 M TBAP) yielded a half-wave potential of -1.14 V vs. SCE for
reduction (101).

18.3.4 Photogalvanic Cells (105)

It is possible to drive many homogeneous redox systems in a nonspontaneous direction by
using light energy. For example, the complex Ru(bpy)3+, where bpy is 2,2'-bipyridine,
can absorb light to produce an excited state that is a fairly good reductant. Thus one ob-
serves the reaction:

[Ru(bpy)^+]=< »з+ (18.3.3)

In general, the products Fe
starting materials:

,2+ and Ru(bpy)3+ can be expected to react to give back the

Fe
2 +

>Fe
3 + (18.3.4)

hence the net effect is a quenching of the excited complex by a reversible electron-trans-
fer mechanism. The light energy is thermalized.

On the other hand, (18.3.4) is not very fast (106). Thus, one can build up appreciable
concentrations of Ru(bpy)3+ and F e 2 + in the system. By inserting electrodes into the so-
lution, one can effect reaction (18.3.4) faradaically by reducing the complex at one elec-
trode and oxidizing ferrous iron at the other. Usually one electrode is chosen to be
reversible only toward one of the half-reactions, in order to enforce specific behavior at
each electrode. Since the energy of (18.3.4) is available in the external circuit, these de-
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vices, called photogalvanic cells, have been of interest for solar energy conversion. A

number of specific chemical systems have been studied. Obviously the efficiency of con-

version depends strongly on the degree to which the kinetics can be optimized (105,

107-109).
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18.5 PROBLEMS

18.1 It is possible to measure the efficiency of triplet production in some redox processes by using trans-
stilbene as an interceptor. For example, the fluoranthene triplet undergoes the reaction:

3FA* + trans-S -> 3(Stilbene)* + FA

then the stilbene triplet decays to cis and trans ground-state forms with a known partition ratio. De-

vise a bulk electrolysis experiment to measure the efficiency of triplet formation (triplets per redox

event) in the reaction between 10-MPt and FAT. Derive an equation relating the measured quanti-

ties to this efficiency. Why is bulk electrolysis needed?

18.2 From the half-wave potentials in Figure 18.1.4, the values of E° for the electrode reactions:

TMPDt + e z± TMPD

p y + e ^± PyT

can be estimated. What are they? Estimate the free energy released in the reaction

TMPDt + P y 7 ^ TMPD + Py

From the fluorescence spectrum in Figure 18.1.3, estimate the energy of *Py* relative to Py. Comment

on the probability of forming *Py * in the reaction between TMPD* and PyT, and account for the light.

18.3 Interpret the lower frame of Figure 18.1.4.
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18.4 The transient in Figure 18.1.5 was generated by a more complex waveform than usually applies.
The first step generated PPD7 for 500 ms, then the second step produced TH* However, for the pe-
riod 0.10 < tr Itf < 0.12, the potential was stepped to 0.0 V, where TH^ is reduced heteroge-
neously, then electrogeneration of TH^ was resumed. The fact that the dip in light output lagged the
application of the pulse to 0.0 V was cited as evidence that the light-producing reaction took place
in solution at some distance from the electrode. Argue this point. Can you estimate the distance of
the reaction zone from the surface?

18.5 The properties of a semiconductor photovoltaic cell can be deduced (neglecting the effect of inter-
nal resistance) from i-E curves such as those in Figure 18.2.7a. Assume that couple O/R is
Fe(CN)|~ (0.1 M)/Fe(CN)£- (0.1 M), that Efh = -0.20 V vs. SCE, and that the limiting photocur-
rent is governed by the light flux, 6.2 X 1015 photons/s, which is completely absorbed and con-
verted to separated electron-hole pairs. For a cell comprising the n-type semiconductor and a
platinum electrode in the electrolyte, what are the maximum open-circuit voltage and the short-cir-
cuit current under illumination? Sketch the expected output current vs. output voltage for this cell.
What is the maximum output power for the cell?

18.6 An expression frequently used for the "thickness of the space-charge region," L b is (42-44)

bl =
l/2

1.1 X -E cm

(with ND in cm J and Аф in V). Sketch the variation of L\ with Аф for several values of ND for
a semiconductor with 8 = 1 0 . For efficient utilization of light, most of the radiation should be
absorbed within the space-charge region. The absorption of light follows a Beer's law relation-
ship with an absorption coefficient, a (cm" 1 ); hence a "penetration depth" of ~l/a can be esti-
mated. If a = 105 cm" 1 and a band-bending of 0.5 V is to be used, what is the recommended
doping level, 7VD? Why would much lower doping in a semiconductor photoelectrochemical cell
be undesirable?

18.7 Consider the dye sensitization of a semiconductor electrode with the energy level situation depicted
in Figure 18.5.1. Explain how this system operates under illumination.

18.8 The Mott-Schottky plots in Figure 18.5.2 for n- and p-type InP in 1 M KC1, 0.01 M HC1 were re-
ported by Van Wezemael, et al. Estimate the flat-band potentials and doping levels of the two semi-
conductors. How does the difference in E^ for n- and p-type InP compare to E g for this material
(1.3 eV)?

Semiconductor Dye Solution Figure 18.5.1
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5i 1 , 1 .100

-0.5 +1 +1.5+0.5

£(V vs. NHE)

Figure 18.5.2 Mott-Schottky plots for n- andp-type InP, (111) face. Electrolyte composition:
1 M KC1 + 0.01 M HC1, «-type: (O) 200 Hz, ( • ) 2500 Hz, (A) 20,000 Hz; /?-type: ( • ) 200 Hz,
( • ) 2500 Hz, (A) 20,000 Hz. The vertical axis to the left applies top-type, the one to the right to
n-type. [From A. M. Van Wezemael, W. H. Laftere, F. Cardon, and W. P. Gomes, J. Electroanal.
Chem., 87, 105 (1978), with permission.]

18.9 The following cell is proposed as a photoelectrochemical storage battery:

n-TiO2/0.2MBr"(pH = l)//0.1 МЦ (pH = 1)/Pt

The Е{ъ for n-TiO2 under these conditions is —0.30 V vs. SCE. Under irradiation, a photo-oxidation

producing Br2 occurs at TiO2. (a) Write the half-cell reactions that occur at both electrodes during

irradiation. What is the maximum open-circuit voltage under illumination (assume no liquid junc-

tion potential)? (b) During the "photo-charge cycle" Br2 and I~ accumulate in the cell. If half of the

I3" is converted during charging and a platinum electrode is used in the Br2/Br~ cell for dark dis-

charge, what is the cell voltage of the charged cell? Write the half reactions that take place during

dark discharge.
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А
MATHEMATICAL

METHODS

An understanding of many electrochemical phenomena depends strongly on an ability
to solve certain differential equations, so it is worthwhile to summarize some of the
important mathematical tools. This appendix is meant only as a review or an introduc-
tion. It is not a mathematically rigorous exposition. If more complete information is
desired, the references should be consulted. Nevertheless, the level of the presentation
will enable the reader to solve the accompanying problems and to follow the deriva-
tions in the text.

А Л SOLVING DIFFERENTIAL EQUATIONS BY
THE LAPLACE TRANSFORM TECHNIQUE

A.1.1 Partial Differential Equations

Our main encounter with partial differential equations (PDEs) arises in the treatment of
diffusion near the surface of an electrode at which a heterogeneous reaction is under way.
Solute concentrations are therefore functions both of time t and of distance x from the
electrode. The concentration C{x, t) ordinarily will obey some form of Fick's diffusional
laws (Section 4.4), such as

where D is the diffusion coefficient of the substance at hand. This equation is a linear
PDE, because it contains only first or zeroth powers of C(x, t) and its derivatives. The
order of the equation is that of the highest derivative; hence the example above is of the
second order.

Much of the difficulty in solving partial differential equations derives from the fact
that the PDE does not fix even the functional form of its solution. Indeed, there usually
are many functional solutions to a given PDE; for example, the equation:

? - ^ = 0 (A.1.2)
дх ду

is satisfied by any of the following relations:

z = Asin(* + v) (A. 1.4)

y) (A. 1.5)

769
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This feature contrasts with the properties of ordinary differential equations (ODEs),
which contain only derivatives of functions of a single variable. Usually the form of the
solution to an ODE is dictated by the ODE itself. Thus, the linear, first-order ODE de-
scribing unimolecular decay:

has the single general solution:

C{t) = (constant) e~kt (A. 1.7)

The boundary condition applied to a specific problem serves only to supply the constant.
The solution to a PDE usually depends on the boundary conditions for its form as

well as for the evaluation of constants; and the same PDE solved under different boundary
conditions will often yield different functional relations.

A.1.2 Introduction to the Laplace Transformation (1-3)

The Laplace transformation is of great value in solving certain kinds of differential
equations—especially those encountered in electrochemistry—because it enables a con-
version of the problem into a domain where simpler mathematical manipulation is pos-
sible. A familiar analogy is the use of logarithms to solve complex multiplication
problems. One begins with a transformation of the operands into their images, the loga-
rithms. In the transform domain, the problem is solved by addition. Thus, one attains
the transform of the desired result, and inverse transformation yields the result itself. In
a similar manner, Laplace transformation of an ODE yields an expression that can be
manipulated algebraically to provide the transform of the ODEs solution. Inverse trans-
formation then completes the solution. By similar means, PDEs can be transformed into
ODEs, which are then solved conventionally or by further application of transform
techniques. This method is extremely convenient, but it is restricted almost entirely to
linear differential equations. _

The Laplace transform in t of the function F(t) is symbolized by L{F(t)}, /(•$•), or F(s),
and is defined by

С oo

(A. 1.8)

The existence of the transform is conditional. It requires (a) that F(i) be bounded at
all interior points on the interval 0 < t < °o; (b) that it have a finite number of disconti-
nuities; and (c) that it be of "exponential order." This last condition means that e~at\F(t)\
must be bounded for some constant a as t —> °°; thus, it requires the function's magni-
tude to rise more slowly than some exponential eat as t becomes very large. It is plain
that e~ is of exponential order, whereas ef is not. The first condition clearly rules out
(t — I ) " 1 as having a transform, but it says nothing about t~m or t~l. It turns out that
F(t) may possess an infinite discontinuity at t = 0 if |fwF(f)| is bounded there for some
positive value of n less than unity. Thus, t~m does have a Laplace transform, but t~l

does not. In practical applications, conditions (a) and (c) do occasionally offer obstacles,
but (b) rarely does.

Many transforms are obtained directly from the integral of definition, but others are
more conveniently extracted from indirect approaches. Table A. 1.1 gives a short list of
some commonly encountered functions and their transforms. More extensive tables can
be found in the references (1, 2, 4, 5).
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TABLE A.I.I Laplace Transforms
of Common Functions (1)

m m
Л (constant) A/s
e~at V(s + a)
sin at a/(s2 + a2)
cos at s/(s2 + a2)
sinh at a/(s2 — a2)
cosh at s/(s2 — a2)
t \ls2

t{n~X)l(n - 1)! IIsn

(7Ttym Us112

2(t/7r)m Us"2

erfc[jt/2(fa)1/2] e~rxls

2y Щ J exp(-x2f4kt) - x erfc[x/2(^)1/2] e~^xlsp

exp(a20erfc(af1/2)
sm(sm + a)

A.1.3 Fundamental Properties of the Transform (1-3)

The Laplace transformation is linear in that

L{aF(t) + bG(t)} = af{s) + bg(s) (A. 1.9)

where a and b are constants. This property follows directly from the definition and the
basic properties of integral calculus.

The value of the transformation for solving differential equations issues from its con-
version of derivatives with respect to the transformation variable into algebraic expres-
sions in s. For example,

L\T\ = L{F(t)} = Sf(s) " F(0) (АЛЛ0)

A proof rests upon integration by parts:

J J o d t (A.1.11)

= [e~stF(t)]Z + s\°° e-stF(t)dt (A.I.12)
•'o

= -F(0) + sf{s) (A.I.13)

One can show similarly that

L{F'} = s2f(s) - sF(0) - f"(0)

and generally that

L{Fin)} = snf(s) - s"~lF(0) - s"~2F'(0) (A.1.15)
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The transformation is oblivious to differential operators other than those involving t:

because variables other than t are regarded as constants for purposes of conversion.
Other useful properties involve the transforms of integrals and the effect of multipli-

cation by an exponential:

L{eatF(t)}=f(s-a)

For example,

L{sinbt}= 2 2

лас1- i-Л - bLeat sin bt =

(A.I.17)

(A.I.18)

(A. 1.19)

(A. 1.20)
(s - a)2 + b2

When inversion of the transform cannot be carried out from tabulated functions, one
can sometimes obtain it from the convolution integral:

L~l{f(s)g(s)} = F(t)*G(t)

= Fit- r)G(r)dr (A.1.21)

Note that F(t)*G(t) merely symbolizes the convolution integral. It does not imply a multi-
plication.

A.1.4 Solving Ordinary Differential Equations
by Laplace Transformation

As an example, let us determine the time-dependent position of a mass on a spring, rela-
tive to its equilibrium position, after release from an initial displacement A. This is, of
course, the linear harmonic oscillator problem. Let yit) be the displacement and к be the
spring's force constant. The force on the mass is then

m—— = —ky

with y'(0) = 0. Under transformation, we have

m-

s2y-As= ~y

У =
As

s2 + k/m

The inverse transform then gives the solution:
1/2

= A cos| щ | t

(A. 1.22)

(A. 1.23)

(A. 1.24)

(A. 1.25)

(A. 1.26)
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As a second example, let us find i(f) resulting from closure of the switch in the circuit
of Figure A. 1.1. If we assume the initial charge on С to be zero, the sum of voltage drops
across the circuit elements is

E=iR + ±

Proceeding to the solution as before, we find

I =

J_-
sCl

EIL

s2 + RsIL + 1/LC

This has the form of

L{A e~at sin bt) = Ab

(s + a)2 + b2

(A. 1.27)

(A. 1.28)

(A. 1.29)

(A. 1.30)

and algebraic comparison of (A. 1.29) and (A. 1.30) identifies a as R/2L and b2 as (1/LC
R2/4L2). The constant A is therefore E/Lb, and the solution is

1 = TL e~at

Lb
s i n (A.1.31)

Several times in our study we will need to solve equations of the following form:

d2C(x)

dx1
- a2C(x) = -I

Transformation and further manipulation yields

s2C(s) - sC(0) - C'(0) - a2C(s) = -bis

-b + s2C(0) + sC(0)
C(s) =

s(s — a)(s + a)

(A. 1.32)

(A.1.33)

(A. 1.34)

It is inconvenient to invert this expression without first segmenting it into partial frac-
tions', hence we will suspend our consideration of this solution while we summarize the
technique.

The expression to be expanded must first be factored as far as possible into real linear
and real quadratic factors; for example,

(s - l)\s - 2)0 - 3)O2 + 2s + 2)
(A. 1.35)

R

•AMr Figure A.1.1
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A series-sum representation of the expression is then written according to the following
rules (6):

1. If the linear factor as + b occurs n times as a factor in the denominator, there
corresponds to this factor a sum of n partial fractions:

(A.1.36)
as + b (as + i,f (as + bf

where the A{ are constants and An # 0.

2. If a quadratic factor as2 + bs + с occurs n times as a factor in the denominator,
there corresponds to this factor a sum of n partial fractions:

Bn

as2 + bs + с (as2 + bs + c)2 (as2 + bs + c)n

where the A's and ZTs are constants and Ans + Bn is not identically zero. Thus,
the example above expands to

s + 3 = A | B 1 C

(5 - l)2(s - 2)0 - 3)O2 + 2s + 2) * - 1 (5 - I) 2 s ~ 2

+ _ ^ + / 5 + F (A.1.38)
s ~ 3 52 + 2s + 2

Ordinarily there are two ways to evaluate the constants. One can either multiply by the
denominator on the left-hand side, expand both sides into polynomials, and equate coeffi-
cients of like powers of s; or one can substitute values for s and solve simultaneous equations.

Returning now to our suspended problem, we find that we can factor the right side of
(A. 1.34) and then expand it as follows.

(A.1.39)V7
+ a)

+
s + a s-a s v ^ . . ~ ,

By multiplying the last equation by s and then setting s = 0, one easily determines the
constant Df to be b/a2. Evaluation of A' and B' must await definition of the boundary con-
ditions C(0) and C"(0), but we nevertheless can invert the transform to a general result:

C(X) = 4 + A' e~ax + в' епХ (А.1.41)
a

We will come back to this equation in Section A. 1.6.

A.1.5 Solutions of Simultaneous Linear Ordinary
Differential Equations

To illustrate the usefulness of transform methods for solving simultaneous linear ODEs,
we consider the following kinetic scheme.

А-н>В + С

B - ^ D (A. 1.42)
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where к'ъ is a pseudo-first-order rate constant. Our goal is to determine the time
profiles of the concentrations of A, B, C, and D. Suppose at t = 0, [A] = A*, and
[B] = [C] = [D] = 0. The ODEs describing the system are written straightforwardly:

^dT = ~ ^ l [ A ] ( A ' L 4 3 )

d[B]

dt

d[C]

= kx[A] - k2[B] (A. 1.44)

df = kx[A] - k'3[C] (A.1.45)

C^p = k2[B] + к'ъ[С] (A. 1.46)

Denoting L{[A1} = a, etc., we can write the following simultaneous algebraic
equations:

sa-A*= -kxa (A. 1.47)

sb = kxa - k2b (A. 1.48)

sc = kxa - к'ъс (А. 1.49)

sd = k2b + к'ъс (А. 1.50)

These relations obviously can be solved easily for a, b, c, and d, which can in turn be in-
verted to the desired concentrations.

A.L6 Solutions of Partial Differential Equations (1,2)

We have already anticipated above our continuing need for solving the diffusion
equation:

^ U ^ n (АЛ.51)

in a variety of circumstances with differing boundary conditions. The solution requires an
initial condition (t = 0), and two boundary conditions in x. Typically one takes C(JC, 0)
= C* for the initial state, and one uses the semi-infinite limit:

lim C(x,t) = C* (A. 1.52)
;c->°o

as one x condition. Thus, only one additional boundary condition is required to define a
problem completely. Normally, this third boundary condition is defined by the particular
experimental situation being treated. Even without the third condition, a partial solution
can be obtained, and it is instructive for us to carry it through.

Transforming the PDE on the variable t, we obtain

sC(x, s)-C*=D dC(x;S) (A.1.53)
dxz
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In considering ODEs above, we were able to solve this equation, and we can immediately
write from (A. 1.41)1

C(JC, s) = - ^ + A'(s) exp[-(s/D)mx] + B'(s) exp[(s/D)mx] (A.1.55)

The semi-infinite limit can be transformed to

lim C(x, s) = — (A. 1.56)

hence, B'(s) must be zero for the conditions at hand. Therefore,

C(x, s) = — + A'(s) exp[-(s/D)mx] (A. 1.57)

and

C(JC, 0 = C* + LTl{A'(s) exp[-(s/D)mx]} (A.1.58)

Final evaluation of C(x, s) and C(x, t) depends on the third boundary condition.

A.1.7 The Zero-Shift Theorem (1)

In electrochemical experiments, one often encounters abrupt changes in boundary condi-
tions. Simple step techniques are the most obvious examples. Theoretical treatments of
these experiments are often simplified by application of the unit step function, SK(i),
which rises from zero to unity ait = к. More precisely,

SK(t) = O t < K (A.1.59)

S K ( t ) = l t > K (A. 1.60)

It can be regarded as a mathematical "switch" that is "closed" at time t = к, and it allows
compact expression of complex boundary conditions. For example, consider a potential that
is held at Ex until t = к, then is changed abruptly to E2. The whole sequence can be written

Similarly, the potential program representing a linear scan following a period of constant
potential could be expressed as

E(t) = EX + SK(t)v(t - к) (А. 1.62)

Once the boundary conditions are written out, they must usually be transformed. The
zero-shift theorem provides the necessary basis. It is summarized by

L{SK(t)F(t - к)} = e~KSf(s) (A. 1.63)

The proof rests on the definition:

L{SK(t)F(t - ic)} = f e~tsSK(t)F(t - к) dt = \ e~tsF(t - к) dt (A. 1.64)
Jo Jк

^n equation A.1.55, the "constant" A' is shown as a function of s to highlight that possibility, which is actually
encountered in Section 5.2 and elsewhere. It is necessary only that A' be constant with respect to the variable on
which the ODE is based, which is x in (A. 1.54). In the derivation leading up to (A. 1.41), A' was not allowed to
be function of s, because s was the transform variable corresponding to x. In the present case, s is the transform
variable corresponding to t\ hence A' can be a function of s.
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10

Figure A.1.2 Effect of the zero-shift theorem on F(t) = 2t.

Defining в — t — к and rearranging, we obtain the desired result:

e~tsF(t - K)dt = e~ f e~esF(6) dO = e~KSf(s) (A. 1.65)

Equation A. 1.63 is called the zero-shift theorem because it shows that multiplication
by e~KS in transform space corresponds to a shift in the real time axis by an amount к.
This effect is shown in Figure A.1.2 for the simple function F(t) = 2t.

A.2 TAYLOR EXPANSIONS

It is often useful to expand a function into a series when direct use of the function is im-
practical because of complexity or when a linear approximation is sought (2, 7). In gen-
eral, a particular point is chosen as a central location, and the expansion is developed as a
representation of the function in the neighborhood of that point. Truncated series can be
expected to give accurate descriptions near the central value and less accurate representa-
tions at more remote points.

A.2.1 Expansion for a Function of Several Variables

A function of three variables,/(x, y, z), can be expanded about the point (JCQ, Уо, zo) by the
Taylor formula:

(A.2.1)

where Sx = x — xo,8y = у — y0, and 8z = z — zo- The expression in parentheses is a dif-
ferential operator that is raised to the 7th power. The various powers of д/дх, dldy and dldz
are symbols for repeated differentiation. After the operator acts on/(x, y, z), the limits are
taken for (*0, y0, zo).

As an example, consider the expansion of the current-overpotential equation (3.4.10):

g[Co(0, t), CR(0, t), 4] = i/i0 = (A.2.2)
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The central point is chosen at (CQ, C R , 0), where g = 0. If only the terms for j = 1 are
kept then we have

(derivatives evaluated at CQ, C R , r\ = 0)

Substituting for the derivatives and evaluating at the central point, one obtains

, t) 0, t)

'o

or
. = Гсо(0, t) _ cR(o, t) _ 1

L CQ c R J

(A.2.3)

(A.2.4)

(A.2.5)

which is equivalent to (3.4.30). By truncating the series at j = 1, we have derived a simple
linear approximation to the more complex relation, (3.4.10). It is valid for small excur-
sions from the central point. For larger values of 8Co(0, t), 5CR(0, t), and Srj, additional
terms of the expansion would have to be included. The complete series is readily derived,
but it is left as an exercise for the reader.

fix) =f(x0) + i i (X - X0y\ 2-f{x)
j=lJ- \_dxJ Jx=x0

A.2.2 Expansion of a Function of a Single Variable

If the function of interest has only a single independent variable, the Taylor formula is a
simplified version of (A.2.1):

(A.2.6)

In this case, the expansion is made about the point x = x0.

A.2.3 Maclaurin Series

When a Taylor expansion of f(x) is carried out about x = 0, it is called a Maclaurin series.
The general formula is

(A.2.7)

A.3 THE ERROR FUNCTION AND
THE GAUSSIAN DISTRIBUTION

In treating diffusion problems, one frequently encounters the integrated normal error
curve, that is, the error function (2, 7):

erf (л) =ш^-Г.-У*e y dy (A.3.1)

This relation approaches a unit limit as x becomes very large; hence, its complement,
which also arises often, is straightforwardly defined as

erfc(x) = 1 - erf(jc) (A.3.2)
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Both functions are illustrated graphically in Figure A.3.1. A few values of each function
are given in Table C.5. Note that erf(x) rises steeply and essentially reaches its limit for
any x greater than 2.

Evaluations are made by series representations (8, 9). The Maclaurin expansion is

2
(A.3.3)

which is convenient for 0 < x ^ 2. For values of* less than 0.1, one can take the linear
approximation from the first term:

erf(*)
7Г,1/2

Large arguments (x > 2) are better evaluated from

e л \ л 1 , 1 - 3 1 - 3 - 5
erf(JC) = 1 -

тгшх

! 1 , 1 - 3

2x2 (2x2)2 (2x2)3

(A.3.4)

(A.3.5)

The derivative of erf(x) can be evaluated by the Leibnitz rule as described in the next
section.

The argument of the error function integral is related to the gaussian distribution,
also frequently called the normal error distribution, which is given by

2a2 J

This is the familiar bell-shaped error curve having a maximum at the mean value, y, and a
width described by the standard distribution, a. The integral of the gaussian distribution
over all values of the argument is unity. Because the function is symmetrical, the integral
from the mean value over all values on either side is 0.5.

By comparison of (A.3.1) and (A.3.6), one can see that the error function is twice
the integral to the defined argument, x, of the positive side of a gaussian having a mean
value of zero and a standard deviation of 1/V2. In fact, any gaussian can be expressed in
that way by transforming its argument to x = (y - y)/(v2o~) and recognizing the effect
of the transformation on the standard deviation of the function. Thus, erf(l/V2) =
erf(0.707) = 0.68, consistent with the well-known fact that a gaussian distribution has
68% of its area between limits of one standard deviation on either side of the mean.

Area = erf(;c)

1.0

0.5

0.0
0.0 1.0 2.0

Figure A.3.1 Definition and behavior of erf(x) and erfc(x).
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A.4 LEIBNITZ RULE

The Leibnitz rule (7) furnishes a basis for differentiating a definite integral with respect to
a parameter:

U2(a)

da JL

For example,

dux [u№ x,a)

-f erf(x) = -%-f fX e~y2 dy = \ ,
dx 7rmdxJ0 TT1 / 2

dx (AA1)

(A.4.2)

A.5 COMPLEX NOTATION

In many problems involving vector-like variables, such as ac circuit analysis (Chapter
10), it is useful to represent physical quantities as complex functions (10), so that two
dimensions are available. A complex number is written as z = x 4- jy, where j = V—I,
and x and у are called the real and imaginary components. One can think of г as a
point in the complex plane representing all possible combinations of x and y, or it
could be a vector in a Cartesian coordinate system, as shown in Figure A.5.la. The
component x is plotted along the real axis, and у is plotted versus the imaginary axis.
Two complex numbers z\ = x\ + jyx and zi = x2 + jyi are equal only if x\ = x2 and

У\ = У2-
Functions of a complex variable can also be defined, and they are always separa-

ble into real and imaginary parts. That is, the function w(z) can always be written for
z = x + jy as

w(z) = u(x, y) + jv(x, у) (А.5.1)

where u(x, y) and v(x, y) are wholly real. For example, one might have

w(z) = x2+y2- 2jxy (A.5.2)

where the real part of w(z), that is, Re[w(z)], is u(x, y) = x2 + y2 and the imaginary
part, Im[w(z)], is —2xy. Two functions w\(z) = u\(x, y) + jv\(x, y) and w2(z) =
щ(х, у) + jv2(x, у) are equal only if щ(х, у) = и2(х, у) and V\(x, y) = v2(x, y).

= 7C/2

z = {x, y)

Real axis

= (x,y)

-9 = 0

(a) (b)

Figure A.5 1 Points in the complex plane, (a) Cartesian system, (b) Polar system.
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A valuable alternative notation for a complex number is to specify its position in
polar coordinates, as shown in Figure A.5.\b. The length of the vector is

r = (*2 + y2)1 7 2 (A.5.3)

and the phase angle в is

(A.5.4)

An important function relates directly to this notation. We define the complex expo-
nential as

exp(z) = ex(cos у +j sin y)

Thus,

where

exp(yy) = cos у + j sin у

(A.5.5)

(A.5.6)

(A.5.7)

Note that e^y always has a magnitude of unity, so that all values of the function lie on the
circle of unit radius about the origin, as shown in Figure A.5.2, and у is the phase angle of
the vector. Very often in science, sine and cosine terms are carried through derivations in
terms of functions like (A.5.7).

The exponential function gives us a convenient way to express a complex number z
in its polar form; that is,

z = x+jy = reje (A.5.8)

Often the polar notation is the more useful form for applications, and functions may be
written in terms of r and 0, instead of x and y.

Finally, we note that any function of a complex variable w = и + jv can always
be converted into a wholly real function by multiplying it by its complex conjugate
w* = и — jv:

ww* = u2 + v2 (A.5.9)

This feature is very useful in algebraic manipulation, for example, in removing imaginary
components from denominators in fractions.

-1

Figure A.5.2 Locus of values of exp(yy) in
a polar coordinate system with у as the angle
and the magnitude of the function as the
radius. The result is a circle at unit radius.
Vector shows one value of the function.
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A.6 FOURIER SERIES AND FOURIER TRANSFORMATION

Any periodic waveform, such as the square wave in Figure A.6.la, can be represented as a
superposition of sinusoidal components (11-14) comprising a. fundamental frequency
/o = l/7o, where To is the period of the waveform, plus the harmonics of/o That is,

* cos(27r/i/of) + &„ sin(2ir/i/00]

or, alternatively,

(A.6.1)

(A.6.2)
л=1

where An is the amplitude of the component with frequency nf0, and </>„ is its
ang/e. The term Ao is the dc feve/. This series is called a Fourier series, and the signal is
a Fourier synthesis of the components. A few such components of the square wave are
shown in Figure A.6.1 £, and one can see how their sum begins to approximate the
square wave.

The existence of the Fourier series makes it possible to represent a signal either in the
time domain, as signal level vs. time, or in the frequency domain, as the set of amplitudes
and phase angles of the component sinusoids. Sometimes it is useful to dissect a time-do-
main signal into its components or to synthesize the time-domain signal from its compo-
nents. Section 10.8 provides excellent illustrations of both cases. Our concern here is with
the mechanism of interdomain conversions.

The Fourier integral (11-14) creates a frequency-domain function # ( / ) from the
time-domain relation h(t):

H(f)= \ h(t)e~j27Tft dt
J — oo

(A.6.3)

This operation is called Fourier transformation, and H(f) is the Fourier transform of h{t).
Inverse transformation by the integral:

h{i)= Г H{f)e№df
J — 0 0

allows generation of the time-domain function, given #(/) .

(A.6.4)

(a)

Figure A.6.1 (a) A square wave.
(b) Two components (dashed) of the
square wave, COS(2TT/00 and

-(1/3)COS(6TT/OO, and their sum

(solid).
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In most applications of interest to us, we must deal with waveforms that have been
digitized (sampled) at a constant rate. For example, we might represent the current
through a cell as a list of data points taken at evenly spaced times. Then a numeric algo-
rithm, based on the integral (A.6.3), would be used to generate the frequency-domain in-
formation, which would be a list of amplitudes and phase angles. The input to the
algorithm is one period, Го, of the waveform represented as n points (often a power of 2,
e.g. 128, 256, 512,.. .). The output is a list of the amplitudes and phase angles for nil fre-
quencies comprising the dc level, 1/7Q, 1/27O> • •, 1/[(л/2) — 1]Г0. The algorithm would
probably be based on the fast Fourier transform (FFT) technique (12-14), and it might be
implemented either in software in a computer or in a peripheral hardware device.

The FFT algorithms also have provision for inversion. One supplies amplitudes and
phase angles for nil components at the frequencies given above, and the output is n
evenly spaced time-domain points comprising one period.

The Fourier transformation has many properties that can be applied usefully to signal
processing. A simple illustration is noise reduction, or smoothing. Suppose one has a sig-
nal in which the information is at a few low frequencies, but there is noise at high fre-
quencies. Transformation of signal yields the frequency spectrum, which one alters by
setting the amplitudes of high-frequency components to zero. Inverse transformation then
yields smoothed time-domain data. Other operations allow integration and differentiation,
correlations between two signals, or correlation of a signal with itself. Their details are
beyond our scope, but they are covered thoroughly in specialized sources (12-16).
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A.8 PROBLEMS

A. 1 Show from the definition that

L{sin at} = a/(a2 + s2)
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-о Figure A.8.1

A.2 Derive (A. 1.17).

A.3 Find L{sin at} using (A. 1.14).

A.4 Use convolution to find the inverse transform of \l[sxl2(s — 1)].

A.5 Use the Laplace transform method to solve for Y in the following cases, where the primes denote
differentiation by t:

(a) Y" + Г = 0 with У(0) = 5, Г(0) = - 1 .

(b) Y = 2cos(0 - 2Г0 Y(r) sin(t - r) dr.

(c) Г" - r - T + Y= cos(f) with Y(0) = Г(0) = О, Г(0) = 1.

A.6 After t = 0, a constant current, i, is supplied to the network in Figure A.8.1. Before then / = 0 and
V = 0. Find V(t) for t > 0. Different combinations of/?, L, and С will provide markedly different re-
sponses. Why?

A.7 Obtain a Taylor expansion of exp(ax) about ax = 1. Obtain the Maclaurin series. What approxima-
tions could be made for exp(a;t) near ax = 1 and ax = 0?

A.8 Derive (A.3.3).



APPENDIX

В
DIGITAL SIMULATIONS
OF ELECTROCHEMICAL

PROBLEMS

We have seen that the rate of an electrochemical process is affected by the rates at which
reactants can be supplied to the electrode and products can be dispersed from it. Often the
overall process is governed completely by the rates of mass transport and homogeneous
chemical reaction. One can usually write the set of coupled differential equations describ-
ing the transformations and movements of material, but often they can be solved in closed
form with difficulty or not at all. Numerical methods are frequently applied to the solution
of such equations (1).

Most commonly situations of this kind are attacked by variants of the method of finite
differences. A numerical model of the electrochemical system is set up within a computer,
and the model is allowed to evolve by a set of algebraic laws derived from the differential
equations. In effect, one carries out a simulation of the experiment, and one can extract
from it numeric representations of current functions, concentration profiles, potential tran-
sients, and so on.

We will outline the basic features of simulation here, because the method has been so
useful in solving complex electrochemical problems involving complicated kinetic
schemes, nonuniform current distributions at the working electrode, or spectroscopic-
electrochemical interactions. Explicit simulation is a numerical approach to the solution
of partial differential equations, but it is conceptually simpler than other numerical tech-
niques. In addition, it is valuable in developing an intuitive grasp of the important
processes in an electrochemical system. Several reviews have covered this topic, and they
are recommended to the reader interested in more detail than we present below (1-8).

B.I SETTING UP THE MODEL

B.1.1 The Discrete Model

By resorting to a simulation, we are admitting our inability to handle the calculus for an
electrochemical system described by complex continuous functions. So, we move back-
ward one stage in sophistication and consider the electrolyte solution in terms of small, dis-
crete volume elements.1 Throughout any element, the concentrations of all substances are

!Опе could address the problem at the molecular level by treating diffusion as a random walk process. Although
this computational approach is possible, it is very slow compared to the finite difference method described here.
However, it might be useful when one is considering exceedingly small volumes containing a small number of
molecules.

785
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regarded as uniform, but they vary from element to element. In many instances, we wish to
study electrochemical experiments featuring linear diffusion to a planar electrode of area
A. If edge diffusion is prevented, then even in the real system the concentration of any sub-
stance is constant over any plane parallel to the electrode. The concentration can vary only
normal to its surface.

Thus, we construct a model featuring a sequence of volume elements extending away
from the interface as shown in Figure B.I.I. The electrode surface is usually envisioned as
being in the center of the first box, and each box j is taken to characterize the solution at a dis-
tance x = (j — 1)AJC from the interface.2 If species A, B, . . . are present, their concentrations
a r e С А ( Л ОЗС/Х • • • What we have created, then, is a discrete model of the solution, com-
prising arrays of concentrations whose properties approximate those of the continuous sys-
tem. Since we can choose the size of Ax, it is said to be a model variable. The smaller we set
AJC, the more elements will be needed in the arrays and the more refined our model will be.

It is also clear that if C A at distance x\ differs from that at a nearby distance x2, diffu-
sion will tend to equalize the concentrations. In addition, homogeneous reactions such as
A + В -» С might occur. Thus, the arrays [CA(/)], [СвО')], . • • can represent the chemi-
cal system only for a limited period. There are laws of diffusion and reaction by which the
concentrations interact with each other so that they are transformed into different arrays
describing the system at a later time.

This approach implies that time is broken into segments, too. Let one of the segments
have a duration At. To model the system's evolution, we cast the reaction and mass trans-
port laws into algebraic relations that describe the changes that these processes would
bring about over one interval At. We start by applying the relations to a set of concentra-
tion arrays characterizing the initial condition of the system. This first application trans-
forms the arrays to a different set that can be viewed as a picture of the system at time At.
Applying the laws again on the new arrays yields a picture for t = 2 At, and so on. The Ath
iteration of the laws of transformation therefore yields the model for t = kAt. The time
evolution of the continuous system is approximated by that of the model, and the discrep-
ancy between the two grows smaller as At, a second model variable, is reduced.

B.1.2 Diffusion

The most common interactions between array elements are defined by Fick's laws of dif-
fusion (see Section 4.4). The first law is

J(x, t) = -D
, t)

dx
(B.I.I)

T

CA(3) CAU)

-Area = A

Electrode surface

Figure B.I.I Discrete model of the solution adjacent to an electrode.

The electrode could also be placed at the left edge of first box, where a special concentration at the electrode
surface, CA(0) is assumed. In this case, x = (j - 1 4- 0.5)Ax = (j - 0.5)Ax.
3For some purposes, such as calculation of the current that flows during a given interval, it is more accurate to
take time as midway through the interation, so that t — (к — 0.5)Af. This distinction becomes less significant as
k increases.



B.I Setting Up the Model <• 787

but the definition of a derivative allows (B. 1.1) to be recast as

7(x, t) = д1нпо -D L J ^ (B.1.2)

The essence of the finite difference method is the assertion that Ax in a practical discrete
model (a finite difference) can be made small enough that one can take

or

J(x, t) = - • £ ; [C(x + Ax/2, t) - C(x - Ax/2, 0] (B.I.4)

Now consider the second law:

_dC(x, i) _ dJ(x, t)
dt dx

In finite difference form, it is

C(x, t + ДО - C(x, 0 J(x + Ax/2, 0 - J(x - Дх/2, 0_ _
Дг Ax

Using (B.I.4) to substitute for the fluxes, one finds

(B.1.5)

(B.I.6)

C(x, Г + ДО = C(x, 0 + ^ [ C ( J C + Ax, 0 ~ 2C(x, 0 + C(x - Дх, г)] (B.I.7)
Ax

If one refers equation B.I.7 back to the model in Figure B. 1.1, it is easy to see that this re-
lation allows one to calculate the concentration in any box at t + At from the concentra-
tions in that box and its immediate neighbors at time t. In the jargon of the simulation, the
meaning of (B.1.7) is that for any box j , the concentration resulting from iteration k + 1 is
calculated from the concentrations produced in boxes j — l,j, andj + 1 in iteration k.
Thus,

CO', jfc + 1) = C(j, Ю + Щ [C(j + 1Д) - 2CU *) + C(j - 1, *)] (B.1.8)
Axz

Because the new concentration, C(j, k + 1) is calculated using only the old concentra-
tions in iteration k, this is called an explicit simulation.

Equation B.1.8 is the general law defining diffusion effects on any species in any
box, except the first box. In the first box, the electrode boundary condition creates special
circumstances that we will treat in Section B.4.

These ideas are probably best consolidated by considering just how one might model
a step experiment. The first stages are shown in Figure B.1.2. Initially the solution is uni-
form; hence every box has a concentration CA(j, 0)= C*. If В is initially absent, CB(j, 0)
= 0. Suppose the step magnitude is large enough that the surface concentration of A is
zero. Then in the first iteration, all of the A in the first box is converted to B. Diffusion
does not occur, because the concentrations for k = 0 are uniform. Thus, CA(1, 1) = 0 and
CB(1, 1) = C%, but for; > 1, CAO', 1) = C% and CB(j, 1) = 0. In the second iteration,
diffusion will alter the concentration in box 2, because fluxes of both A and В will cross
the boundary between boxes 1 and 2. In order to maintain the interfacial condition that
Сд(1, k) = 0 (for к > 0), the incoming flux of A must be converted into B. This yields the
current for the second iteration. Continuing the process will generate the concentration
profiles and the current as functions of time.
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Figure B.1.2 Developing concentration profiles for a system undergoing the electrode reaction
A + ne —> B. Arrows show mass flow.

B.1.3 Dimensionless Parameters

If one wanted results for several starting concentrations, C*, an equal number of simu-
lations would be needed. Consider, though, the effects of dividing (B.I.8) by C*. If
/0', *) = C(j, к)/С%, then

№ * + 1) = f(j, k) + D M [/( ; + 1Д) - 2/(7, *) + f(j - 1Д)] (B.1.9)

The constant D M = Dkt/Ax2 is called the model diffusion coefficient. More will be said
about it later. The/'s, which are called fractional concentrations, are examples of dimen-
sionless parameters.

Now suppose we simulate the step experiment again, but in place of concentrations
we substitute/A's and/g's. Equation B.1.9 describes the way in which these parameters
are altered by diffusion, and the boundary condition is simply/A(l, к) = О (к > 0). Ini-
tially, / A = 1 and/B = 0 everywhere. Carrying out the simulation is straightforward, and
one obtains the time evolution of the fractional concentration profiles. The difference in
using the dimensionless parameters is that these profiles from a single simulation describe
the characteristics of the experiment for every possible value ofC%. To obtain the dimen-
sioned profiles for a specific starting concentration, one need only multiply the/'s by that
value of C%.

As an example of the usefulness of dimensionless parameters in the compact display
of theoretical results, consider the homogeneous reaction A —» В with rate constant k. The
familiar solution for the concentration of A at any time, t, is C A = C*exp(-&0, where C*
is the concentration at t = 0. Since the real variables are Сд and t, one might first think of
making a graphical display of the results by plotting CA vs. t for different values of C*
and k. This involves a family ofmXn curves, where m is the number of values of C*,
and n is the number of к values for each C* (Figure B.1.3a). If one recognizes that the
combination kt is a dimensionless parameter that always accounts wholly for the effects
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Figure В. 1.3 Curves describing
exponential decays.

of к and t in this problem, then one could plot CA vs. kt and represent the same informa-
tion as before in m curves for different C* values, as shown in Figure В A.3 b. If one fur-
ther realizes that CA/C% is also a useful dimensionless parameter, then the equation can be
written/A = exp( - a), where/A = CA/C% and a = kt. Hence, a plot of/A vs. a shows all
of the desired information in a single curve (Figure В.1.3c), which is the essential shape
function of the system. It is an example of a working curve.

Solving differential equations in terms of dimensionless parameters generally does
yield solutions that characterize whole families of specific experimental situations. This is
a magnificent asset, especially where numerical solutions are required; consequently, the
use of dimensionless variables has become standard practice.

A confusing aspect of these parameters is their tendency to combine the effects of
more than one observable, so that one can have difficulty in mentally separating the ef-
fects of a single observable individually. For example, the abscissa of Figure B.I.3 c deals
with changes in k, or in t, or in both. It is easier to understand the working curve by think-
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ing in terms of a given experiment, which normally involves holding some variables con-
stant. For example, one might study the reaction A —> В by looking at the decay of A con-
tinuously with time. A given experiment would involve constant C* and к values; hence
the working curve can be regarded as a scaled decay function of concentration Сд vs. time
t. We might even call/the dimensionless concentration and a the dimensionless time. Al-
ternatively, we might study A —> В by measuring Сд at a fixed elapsed time t. In that ex-
perimental context, the working curve in Figure B.I.3c would be seen as a plot of the
concentration of A remaining (relative to the initial concentration) at the sampling time t
versus a scaled rate constant. For that purpose, a could be called a dimensionless rate con-
stant. Thus, the interpretation we apply to a working curve depends on the specific experi-
ment at hand.

Dimensionless parameters are normally created by dividing the variables of interest
by one or more variables that describe some characteristic feature of the system. For ex-
ample, fractional concentrations describe concentrations relative to a characteristic con-
centration C*. The parameter a can be understood similarly by recognizing that Ilk is the
average lifetime of A (see Problem 3.8). Thus a is the ratio of the observation time to the
lifetime of species A. Understood in this way, a is more than a numerical value; it is a
guide to the design and interpretation of experiments. This capacity for expressing rela-
tionships between observables and characteristic features is a powerful aspect of dimen-
sionless parameters, and with practice it can aid one's intuition in very useful ways. (See,
for example, Section 12.3.1.)

B.1.4 Time

Time, t, measured into the simulation is kAt, where к is the iteration number. Since At is a
model variable, it is our choice, and in choosing its value we are making the equivalent
statement that some known characteristic time fk (which might be a step width, a scanning
time, or some similar characteristic experimental duration) will be broken into I iterations
in our model. Thus,

At = tk/e (B.i.10)

Either t or At can be selected arbitrarily as the model variable, though it usually is more
convenient to work in terms of I. Thus, we might carry out simulations of a step experi-
ment with duration tk by breaking tk into 100, 1000, or 10,000 iterations at will. All of the
simulations will yield equivalent results within their individual abilities to approximate
events, but the larger the value of I, the higher the quality of the simulation. On the other
hand, a larger t requires more computations, so a compromise is chosen. In simple explicit
simulations, I is typically 100 to 1000 iterations per tk.

Note also that time is easily expressed in dimensionless terms as the ratio t/tk. Thus,

(B.I.11)

B.1.5 Distance

The center of box; is at a distance (j - l)Ax from the electrode surface. As we have al-
ready noted, Ax is also our choice; therefore we can determine the fineness of the model in
spatial terms. However, there is a limit to the smallness of Ax. It turns out that D M the
model diffusion coefficient, cannot exceed 0.5 for an explicit simulation. Otherwise the fi-
nite difference calculation will not be stable. The reason is that Ax and At are not indepen-
dent. In our treatment of diffusion, we implicitly assumed that within a period At, material
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could diffuse only between neighboring boxes. If we try to set Ax too small for a given
Дг, this assumption becomes inadequate, and the simulation diverges from reality. For ex-
ample, consider the flux between boxes j = 1 and j = 2 in Figure B. 1.2 for k = 2, when
/A(l) = 0 and/A(2) = 1. If D M = 0.5, than half of the material in boxy = 2 will move into
box7 = 1, resulting in/A(l) = 0.5 and/A(2) = 0.5. If D M > 0.5, the result of the computa-
tion will place more A in box j = 1 than in boxy = 2, which is physically unreasonable.

Note also that, given Д*, D M is an equivalent model variable to Ax. Instead of speci-
fying Ax, it usually is more convenient to specify the dimensionless D M . Then,

Дх = (B.I.12)

The larger we choose DM, the smaller is Ax and the better is the model; hence DM is usu-
ally set at a high constant value such as 0.45. Substituting for Д*, one obtains

(B.I.13)

and it becomes clear that t is really the determinant of both temporal and spatial resolution
for any simulation.

The distance of the center of boxy from the electrode can now be written

хЦ) = U - 1) ^
v 1/2

(B.I.14)

The convenient dimensionless distance is obtained by placing the real system variables on
the left and the model variables on the right:

(B.I.15)

The expression (y — 1)/(DM^) 1 / 2 allows one to calculate x(j) easily from the simulation
parameters, and the expression x(y)/(D^)1/2 allows one to correlate the properties of boxy
with the properties of the experimental solution segment situated at a real distance x from
a physical electrode. Note that x(j) *s ш е r atio of actual distance to the diffusion length
(Dty)l/2 for the characteristic time t^.

Recalling the step simulation considered above, we see that the most efficient way to
use the calculation is to report the concentration profiles as functions of/A and/в vs. x for
various values of t/t^. These curves would then fully characterize every possible electro-
chemical experiment satisfying the initial conditions and the boundary conditions. Given
specific values of CA, f̂ , and D, it is a simple matter to convert the curves into functions
of CA and CB vs. x for various values of t.

Current

In general, there is a flux of electroactive species across the boundary between boxes 1
and 2. For species A in iteration k+ 1, it is

= DC
\fA(2,k) ~

Ax
(B.I.16)

In the absence of other processes, this flux will effect a concentration change in box 1.
However, there is in every experiment a boundary condition that dictates the circum-
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stances at the electrode surface, and it must be maintained. Consider the example we have
taken above, where/A(l, k) = 0 at all к > 0. Since the surface concentration of A is zero,
a flux of A will always move toward the electrode across the boundary between boxes 1
and 2. Maintenance of the surface condition demands that the arriving molecules be elim-
inated, but the only way to eliminate them is to convert them electrochemically to B. For
iteration к 4- 1, then, the current is defined by /д2(& + 1 ) . We can write it as

nFADCffA(2, k)
i(k + 1) = ^ ~ (B.I.17)

Substituting for Ax yields

.„ , , 4 nFADmCtfA(2,k)(X>Mt)m

(B.I.18)
4 / 2

We can obtain a dimensionless current, Z(&), by following the standard recipe: Rearrange
(B.I. 18) so that experimental variables are on the left and model variables are on the
right:

i(k + l)tln / / \ m

Z(k + 1) = ^FADll2c* = 0 V ) 1 / 2 / A ( 2 , k) = ( Д - j DM/A(2, к) (В.1.19)

The product of the last two quantities on the right, DM/A(2, k), is the fractional concentra-
tion that would exist in box 1 after iteration к + 1 if it were not eliminated by electrolysis.
This definition of Z relates the actual current to the Cottrell current expected at time tk

(see Problem B.I).
The current for the first iteration4 is calculated differently because there is no flux. In-

stead, the current flows because we first establish the surface condition by eliminating A
from box 1 at that time. The number of moles electrolyzed in the At interval is AxAC%\
hence the current is

nFAC*Ax nFAC*DmC
l(l) = —KT- ^ЩГ ( }

Thus,

To what time should we assign Z{k)l Since our current calculation really involves di-
viding the integral charge passed during an iteration by the duration of the iteration, it is
appropriate to assign the current to the midpoint, rather than to the end, of the iteration.
Thus, we say that the dimensionless current Z(k) flowed at t/tk = (k - 0.5)/£

B.1.7 Thickness of the Diffusion Layer

In doing these calculations, one needs to know how many boxes are needed in the simula-
tion. A rule of thumb provides a safe answer: Any experiment that has proceeded for time
t will alter the solution from its bulk character for a distance no larger than about 6(Dt)m.
Thus,

Лпах~^+1 (В.1.22)

4Because the early computations in a finite difference approach are inaccurate, a computation of the current for
the first iteration is usually not of importance. Recall that in the Cottrell experiment, i —» со as t —> 0.
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and

imax « 6(DM&)1/2 + 1 (B.1.23)

Since D M < 0.5, one never needs to make calculations for more than 4.2km boxes during
iteration k.

B.1.8 Diffusion Coefficients

Note that the parameter D M exists in diffusion expressions for each species. Each D M

contains the diffusion coefficient for the pertinent species, but since Ax and Ar are con-
stants and since DA Ф DB Ф Dc . . . , the DM ' s cannot all be equal. We should write them
a s ^M,A' DM,B» • • • This obviously complicates the model, therefore, one frequently
makes the assumption that all diffusion coefficients are equal. Then a single value of D M

suffices.
When this procedure is not satisfactory, one must take explicit account of the differ-

ences in D values by using different D M values for each species. We have already seen
that one of these parameters is equivalent to a model variable, and hence it can be chosen
at will. The others then are determined by the fact that

ОМД/DMA = D-JDA (B.I.24)

This procedure ensures that the model will behave diffusively as the real system does.5

B.2 AN EXAMPLE

Figure B.2.1 is a FORTRAN listing of an actual simulation. The treated problem is the
Cottrell experiment, which was solved analytically in Section 5.2.1. An electroreactant A
is uniformly distributed initially, but a potential step is applied at t = 0 to force the sur-
face concentration of A to zero by converting it faradaically to species B.

The program starts by setting up arrays to represent the fractional concentrations of A
and В in each box. There are "old" and "new" arrays for each species that are related by
rules discussed later. In addition, an array for the current-time curve is declared, and the
model variables I, DM,A, and DM,B a r e fixed. Since t is only 100, this simulation has rela-
tively low resolution. At most, 42 boxes will represent the diffusion layer. The concentra-
tion arrays are initialized to reflect the uniform starting concentration of A and the
absence of В.

Upon beginning the first iteration, the new concentration arrays are calculated from
the old according to the laws of diffusion. The boundary conditions require that species A
be zero in the first box; hence FANEW(l) is then reset to zero and FBNEW(l) is incre-
mented by an equal amount to reflect the faradaic conversion. The current Z(k) is calcu-
lated from the amount of A converted. These operations conclude the chemical activity
for the iteration.

ИкФ 50, the new arrays are reassigned to the old ones in preparation for the next it-
eration, then к is incremented and the chemical processes are applied again. When к =
50 the concentration profiles are typed out. The distance parameter, x(j)> *s calculated and
printed, along with the fractional concentrations in each box.

When к = I, the program exits the iteration loop and prints the current-time curve.
The parameter T is the value of t/t^ associated with a given Z(k), and ZCOTT is the di-

5The model also assumes that diffusion coefficients are not functions of x. Although the simulations could be
altered to accommodate spatial variations in diffusion coefficients, they are rarely important.
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SET UP ARRAYS AND MODEL VARIABLES

DIMENSION FAOLD(100),FBOLD(100),FANEW(100),FBNEW(100),Z(100)
L=100
DMA=0.45
DMB=DMA

INITIAL CONDITIONS

TYPE "START"
DO 10 J=1,100
FAOLD(J)=1
FANEW(J)=1
FBOLD(J)=0
FBNEW(J)=0

10 CONTINUE
K=0

START OF ITERATION LOOP

1000 K=K+1

DIFFUSION BEYOND THE FIRST BOX

JMAX=4.2*SQRT(FLOAT(K))
DO 20 J=2,JMAX
FANEW(J)=FAOLD(J)+DMA*(FAOLD(J-1)-2*FAOLD(J)+FAOLD(J+1))
FBNEW(J)=FBOLD(J)+DMA*(FBOLD(J-1)-2*FBOLD(J)+FBOLD(J+1))

20 CONTINUE

DIFFUSION INTO THE FIRST BOX

FANEW(1 )=FAOLD(1 )+DMA*(FAOLD(2)-FAOLD(1))
FBNEW(1 )=FBOLD(1 )+DMB*(FBOLD(2)-FBOLD(1))

FARADAIC CONVERSION AND CURRENT FLOW

Z(K)=SQRT(L/DMA)*FANEW(1)
FBNEW(1 )=FBNEW(1 )+FANEW(1)
FANEW(1)=0

TYPE OUT CONCENTRATION ARRAYS FOR K=50

IF(K.NE.5O) GO TO 100

TYPE
DO30J=1,JMAX
X=(J-1)/SQRT(DMA*L)
TYPE X,FANEW(J),FBNEW(J)

30 CONTINUE
TYPE
TYPE

С SET UP OLD ARRAYS FOR NEXT ITERATION

100 DO40J=1,JMAX
FAOLD(J)=FANEW(J)
FBOLD(J =FBNEW(J)

40 CONTINUE

С RETURN FOR NEXT ITERATION IF K<L

IF(K.LT.L)GOTO1000

С TYPE OUT CURRENT-TIME CURVE

TYPE
TYPE
DO50K=1,L
T=(K-0.5)/L
ZCOTT=1/SQRT(3.141592*T)
R=Z(K)/ZCOTT

50
TYPE T,Z(K),ZCOTT,R
CONTINUE
END

Figure В.2Д A simulation program for the Cottrell experiment.
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mensionless current calculated from the Cottrell equation, (5.2.11). It is an exact solution
to this problem, and is easily shown by rearrangement of (5.2.11) to be

4)T (B.2.1)

The ratio R = Z/ZCott is an index of the simulation's quality. Figure B.2.2 is a display
of this ratio as a function of time through the simulation. The numbers by the points are
the corresponding values of k. Ideally, R is exactly unity always. Figure B.2.2 shows that
large errors occur in the first few iterations, as one must expect from the coarse nature of
the model at that stage. However, by the tenth iteration, the error is only a few percent,
and it falls steadily. For tlt^ = 0.1995, there is an error of only 0.2%. Better results would
have been obtained with a larger value for L

Figure B.2.3 displays the concentration profiles for t/tk = 0.5. The points are from the
simulation, and the curves are the analytical results from equation 5.2.13 and its comple-
ment. The agreement is clearly quite good.

Note that the sum of fractional concentrations for A and В is unity in each box. This
rule always holds when D M A = D M ? B (see equation 5.4.28); and it is useful for diagnos-
ing programming errors leading to losses or gains of material. One of the problems with
simulations is that errors are difficult to detect, so it is important to use every possible
safeguard.
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Figure B.2.2 Results of the simulation in Figure B.2.1 for С = 100 and D M = 0.45. Simulated
current parameter, Z, divided by analytical solution. Numbers by points are iteration numbers.
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Figure B.2.3 Concentration profiles from the simulation program in Figure B.2.1 for С = 100,
DM = 0.45, and t/t^ = 0.5. Points are simulated; curves are analytical.

B.3 INCORPORATING HOMOGENEOUS KINETICS

If the only homogeneous dynamics of concern were the diffusion processes, simulation
would find much less use than it does. Its utility is especially appreciated when the elec-
trochemical process is coupled to one or more homogeneous chemical reactions. Then,
the differential equations describing the system can easily become too difficult for an ana-
lytical solution.

B.3.1 Unimolecular Reactions

Consider the system in which an electrode reaction is followed by a unimolecular conversion:

A + e -> В (at the electrode) (B.3.1)

В —» С (in solution) (B.3.2)

The differential equations describing В and С must account for both diffusion and reac-
tion (see Chapter 12). For example,

dCB(x, 0 d2CB(x, t)

dt = D
dx2

- kxCB(x, t) (B.3.3)

The first term on the right is Fick's second law, and we have seen that its finite difference
representation is given by (B.1.6). Thus, we can immediately write the finite difference
analog to (B.3.3) as

CB(x, t + M) = CB(JC, 0 + DM ? B[CB(x + AJC, 0 - 2CB(x, t)

+ CB(x - AJC, t)] - k{At • CB(x, t) (B.3.4)
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Dividing by C% and introducing the notation of the simulation, we obtain

/В(Л k+l) =/B(y, к) + D M I B [/B(.7 + 1Д) - 2/в(л jfc) +/ B 0" - 1, *)] ~/BU9 *)

(B.3.5)

Equation B.3.5 allows a one-step accounting of diffusion and kinetic effects for the В
array during iteration k+l.

In practice, the simultaneous calculation of diffusion and kinetic manifestations is not
usually made. Instead, one ordinarily calculates the effects of diffusion first, without con-
sidering the reaction. Then one allows the reaction to modify the concentration arrays that
were created just beforehand by the diffusion equations. We could diagram the operation
as follows:

E/BO". *)]
Diffusion . ,, ч Kinetics

\U * 1)1 • [/B0\ * + 1)1

• Iteration к + 1 -

Thus,

/Ш k+l) =/ B (7, k) + D M 3 [ / B ( 7 + 1Д) - 2/BO; k) +fB(j - 1, jfc)] (B.3.6)

and

Ш' (B.3.7)

Of course, it makes no difference in the final results whether the calculation is carried
out in a single equation, (B.3.5), or in two steps, (B.3.6) and (B.3.7). There are, however,
two practical advantages to the stepwise calculation:

1. Since kinetic effects appear separately from diffusion in the computer program,
it is easier to make programming changes to account for different mechanistic
details.

2. Equation B.3.5 can easily produce negative values of /в (j, к + 1) if kinetic ef-
fects are very important. Sometimes it is difficult to predict this behavior, and it
is hard to apportion the available mass when it does happen. Mass allocation is
more straightforward in the sequential approach, because the total destruction of
a reactant can happen only in a kinetic step.

Equation B.3.7 shows that the dimensionless kinetic parameter is k\t^. Since it
must be given a numeric value for any particular simulation, the results of that simu-
lation are valid for all those experiments, but only those experiments, for which the
product of t^ and k\ is equal to the predetermined value. Following the argument of
Section B.1.3, we see that this dimensionless parameter is the ratio of the characteris-
tic time tk to the lifetime of B, which is llk\. In general, the effects of the unimolecu-
lar decay of В will hardly be felt in the experiment if k\tk is much less than unity, and
they will be completely manifested for k\t± much greater than unity. The finite differ-
ence method is based on an approximation of true derivatives, and hence one can ex-
pect (B.3.7) to supply an accurate accounting of the kinetic effect only when k\tjC is
not too large. Otherwise, the extent of decay per unit of time resolution is excessive.
The upper limit of the most useful modeling range is therefore kxtk « 4/10. The lower
limit is reached when the kinetic perturbation no longer registers an experimentally
significant impact.
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B.3.2 Bimolecular Reactions

Now consider a bimolecular complication to an electrode process:

A + e -> В (at the electrode) (B.3.8)

В + В -> С (in solution) v • • ;
For B, we have

^ = DB

 B V - k2CB(x, tf (B.3.10)
O l dx

Transforming this to the notation of the simulation exactly as above, we obtain the ana-
logue to (B.3.5):

Ш * + 1) =/в(/\ *) + DM,B[/B(7 + 1, *) - 2/в(Л *) + / B (/ - 1, *)] - - ^ % В ( Л к)]2

(B.3.11)

Again, it is useful to handle diffusion and homogeneous reaction sequentially, so we split
(B.3.11) into two parts. The diffusion effects are registered by (B.3.6) and the changes in
concentration due to reaction are given by

/B(/\ * + 1) = /вО\ * +1) - ^ И 1 Ш *)]• (B.3.12)

The dimensionless parameter pertaining to the second-order process is к2^С%. Its
value must be fixed for a given simulation, and several successive simulations must be
carried out to show the effects of variations in к2^С%. For reasons equivalent to those
outlined above, the most useful modeling range for к2^С% is the interval below

B.4 BOUNDARY CONDITIONS FOR VARIOUS TECHNIQUES

So far, we have considered only a step to a potential where the electroreactant is
brought to the electrode at the mass-transfer-limited rate. We use a particularly simple
boundary condition in that case: CA(0, t) = /д(1, к) = 0. In the example of Figure
B.2.1, this boundary condition is enforced in the section headed "Faradaic Conversion
and Current Flow." Other situations demand other conditions, and we outline some of
them here.

B.4.1 Potential Steps in a Nernstian System

Suppose the electrode reaction

A + ne^±B (B.4.1)

is nernstian, so that the equation:

always applies. In terms of fractional concentrations,
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which can be rearranged to give a dimensionless potential parameter:

(E - E°)nF fA(hk) гиААЛ

Enorm = -gf = In (B .4.4)

or

(B.4.5)

To simulate, for example, an experiment in which the initial system is a uniform so-
lution of A and a step is made to potential E, one would set up the initial conditions just as
we have done before; then the ratio of/A(l, k) and/B(l, k) would be maintained at the
value dictated through (B.4.5) by a value of E n o r m corresponding to the step potential E.
This value of E n o r m is therefore a model variable, and a separate simulation would have to
be carried out for each desired value of E. Note that the normalized potential E n o r m is sim-
ply the value of the potential E expressed as the energy difference between nFE and

Maintaining condition (B.4.5) usually will cause a diffusive flux across the boundary
between boxes 1 and 2. This flux alters the ratio/A(l)//B(l) after the diffusive step in the
simulation; therefore, the ratio must be reestablished by converting species A into В or
vice versa. The amount converted gives rise to a current that is calculated as the dimen-
sionless parameter Z(k) by the methods discussed in Section B.I.6.

B.4.2 Accounting for Heterogeneous Kinetics

For an electrode reaction:
к

A + e «± В (В.4.6)

where

h = #еп-аЖЕ-Е?>') ( В А 8 )

the current is always given by

^ = k{CA(0, t) - *bCB(0, t) (B.4.9)

In terms of simulation variables, we obtain

t112 (к tm\ (к tl/2\( h Ш < В А 1 0 )

where the clusters (kft^2/D1^2) and (kbt^
2/D][2) are dimensionless rate constants. The di-

mensionless current can be calculated for any iteration from (B.4.10) if those parameters
are specified.

To see how to make the specification, let us recast (B.4.7)and (B.4.8)into the appro-
priate forms:

^ = ( 7 ^ ) e X P ( - a E n o r m ) ( B A 1 1 >

-a)E „ J (B.4.12)
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where E n o r m = F{E - E°')/RT. Now we see that both rate constants can be calculated
from E n o r m when two dimensionless model variables are supplied, viz. the transfer coeffi-
cient, a, which is dimensionless in itself, and a dimensionless standard rate constant,
k°t][2/D]l2' The normalized potential E n o r m is used as in Section B.4.1 for potential step
experiments.

In a simulation, the fractional concentrations in box 1 are obtained by considering
diffusion into or out of box 2 as well as the change in box 1 caused by passage of current.

/D M A \i/2
/ A ( l , * + 1) = / A ( l , *) + В М Л [ / А ( 2 , к) - / A ( l , *)] " Д * ) ( - 7 Ч (B.4.13)

/ D M A \ 1 / 2

/ B ( 1 , * + 1) = / B ( l , к) + D M , B [ / B ( 2 , *) - / B ( l , *)] + Z{k)\—j-\ (B.4.14)

For iteration к + 1, the current parameter Z(k + 1) is first calculated from (B.4.10), which
implies that an amount of species A equivalent to (kftl/2/DA

2)fA(l) is converted to B,
while a quantity of species В equivalent to (k\yt^2/DA

2)f^(l) is converted to A. Then the
fractional concentrations in box 1 for iteration к + 1 can be calculated from (B.4.13) and
(B.4.14).

B.4.3 Potential Sweeps

If we want to apply the program

E = Ei + vt (B.4.15)

to the system expressed in (B.4.6), then we have

The first term is a normalized initial potential E i ? n o r m, which would have to be specified
as a model variable to the simulation. The second term describes the effects of the
sweep, and its value will change as the simulation evolves; that is, the second term is a
function of the iteration number k. The specific function is obtained by substitution
from (B.I. 11):

Fvtk к
Enorm = Ei?nOrm + ~~gj~ ' J (B.4.17)

We have yet to define the known time tk corresponding to t iterations. Several choices
could be made, but probably the most convenient one is to let t± be the time required to
scan from Ex to the final potential, Ef. Then rk = (£j - Ef)/v, and

Enorm - Ei,norm + (RJIF) ' ~C ~ E i 'n o r m + ^Ei,norm Ef,norm)7 (B.4.18)

At the end of each iteration, the value of Enorm is calculated from (B.4.18) and then used
in (B.4.11) and (B.4.12) to find the dimensionless rate constants for determination of
Z(k + 1) in (B.4.10). Calculation of concentrations for the first box then proceeds from
(B.4.13) and (B.4.14), as in the potential step experiment.

Sweep experiments are often simulated to study the effects of coupled homogeneous
kinetics, which are added into the model as described in Section B.3.
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B.4.4 Controlled Current

For the electrode reaction (B.4.1), the application of controlled current is equivalent to ex-
ercising control over the gradient in the concentration of A at the electrode surface, since

To convert this expression to the finite difference notation relevant to the simulation, we
make the assumption that the concentration profile is linear from the center of box 1 (the
electrode surface) to the center of box 2. Then,

= °С* ( B A 2 0 >°*С Ах

Controlling the current in a real experiment is therefore equivalent to controlling the dif-
ference in fractional concentrations between boxes 1 and 2 in the model.

Now we rearrange (B .4.20) to obtain the usual current parameter:

Z =
 ^ X D M

 = ^ ШХ k)
 - / A ( 1 '

 Щ ( В А 2 1 )

Substituting from (B.I. 13) gives

Z = ( D H A * ) 1 / 2 | / A ( 2 , k) -fk{\, к)} (В.4.22)

If the current has a constant magnitude, it is most convenient in this treatment to define
the known time, t^ as the transition time given by the Sand equation (8.2.14) for species
A. Thus, t m iterations correspond to

Ti/z = fuz = ^ _ * (B.4.23)

and the current parameter is

Z = ~ = (D M ) A <!) 1 / 2 [/A(2, k) -/A(l, Щ (B.4.24)

In carrying out an actual simulation, one must hold the difference in fractional con-
centration between the first two boxes at a constant value. With t^ — r, the required differ-
ence is given from (B.4.24) as

_l/2

(B.4.25)

In each iteration, one allows diffusion to occur; then the value of/A(l) is adjusted down-
ward so that (B.4.25) is maintained. Since this adjustment corresponds to a faradaic con-
version, /B(1) must be adjusted upward by an equal amount. These steps give the final
values,/д(1, к) and/g(l, к), for iteration k.

If the system is the uncomplicated case of (B.4.1), the transition time, which is found
when/A(l, k) = 0, will be reached ideally in the #h iteration. Deviations from this result
will occur when complications, such as homogeneous kinetics, are introduced into the
electrode process.

The potential-time curve for a reversible system can be obtained by reporting the
value of E n o r m calculated with equation B.4.4 at each iteration. Equivalent data for a qua-
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sireversible system would require the specification of heterogeneous rate parameters in a
fashion like that outlined in Section B.4.2.

B.5 SIMULATIONS IN CONVECTIVE SYSTEMS

Convective effects, such as those that occur with the rotating disk and rotating ring-disk
electrodes (RDE and RRDE) can also be simulated (4, 5, 9). In this case, the flow of solu-
tion is taken into account by movement of the contents of the boxes from one location in
solution to another. For example, near the surface of the RDE, the solution flow normal to
the disk is given by (9.3.9); that is,

— f = - u v = 0.51 (B.5.1)

The solution of this equation for movement of a solution element from yl to y2 during the
time increment At is

У2 У\
(B.5.2)

If the distances y2 and yy are measured from the electrode surface, and if we now let Ay
play the role earlier held by Ax, then as in (B.I. 14),

y{ = (j - l)Ay = (j - (B.5.3)

The position y2, where this solution element will reside at the end of the time increment is
(/ - I)Ay, with/ representing the position in terms of box number. It can be obtained
from the equation

Lo' - од*! l_o' - )mv-m At

or

j - 1 =
(/ - 1)

- (/ -

where VN is a dimensionless constant,

VN = 0.5la>3/2v-l/2AyAt =

In this expression, Av is (Dtk/DM6)m and

(B.5.4)

(В.5.5)

(В.5.6)

(В.5.7)

where t^ is defined in terms of convenient time parameters for the RDE.
Thus the contents (i.e., concentrations, CA, CB, . . . ) of each box at the end of a time

period are replaced by those at locations calculated with (B.5.5); this procedure results in
a new array representing the effect of convection normal to the electrode. In practice, bet-
ter accuracy is obtained at smaller t if (B.5.5) is modified slightly (9):

j - -1 =
1 - [ 1

( / -
•IK/

1)
— DVN]

(B.5.8)
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Diffusion normal to the electrode is also taken into account by the procedures described in
Section B.I.2.

For the RRDE, convection in the radial (r) direction is treated in a similar manner. In
this case, volume elements or boxes are also constructed in the radial direction, measured
from the center of the electrode and indexed by rv so that

r = r{Ar (B.5.9)

where Дг is defined in terms of the dimensions of the electrodes. In this case, each so-
lution element is indexed by two simulation distance parameters, j and rv The applica-
tion of the equation for solution velocity in the radial direction, (9.3.10), ultimately
yields (9)

(B.5.10)

where rx is the radial position of a volume element that will be in position r', / at the end
of At. Radial diffusion is taken into account in the usual manner. Results of such two-di-
mensional simulations were described in Section 9.5.

Again, an especially valuable aspect to these simulations is the straightforward in-
corporation of kinetic effects, as described in Section B.3. This allows rather compli-
cated problems, such as those involving dimerizations of the disk-generated species, to
be solved for the RDE and RRDE (see Section 12.4) (10-12). Similar simulations have
been carried out for the rotating double-ring system (13-15). The simulation approach
discussed here involves the assumption that the solution flow profiles follow the analyt-
ical solutions. Simulation of the solution flow itself, for example, to a rotating disk, is
also possible (16). This technique might be especially valuable in electrochemical sys-
tems involving more complicated solution flow situations. Simulation of the hydrody-
namics occurring at the expanding spherical surface of the DME has also been
described (17).

B.6 MISCELLANEOUS DIGITAL SIMULATIONS

B.6.1 Electrical Migration and Diffuse Double-Layer Effects

The flux of a species A arising from an electric field % = дф/дх is [see (4.1.11)]

Transfer of a species from box to box is treated in a manner similar to that used for diffu-
sion, except that the change in concentration in this case depends on the field. The calcu-
lation of the field distribution is based on the usual electrostatic considerations (18),
using, for example, the Poisson equation, (13.3.5):

^ (B.6.2)
dx2 dx S€o

By such a procedure, Feldberg (19) treated the relaxation of the diffuse double layer
following a coulostatic injection of charge. When a charge density 0м is injected into the
electrode, assumed to be initially at Ez, the field at any time is given by the Gauss law:

%{x) = (7^ ) 0м + F \X J ZiCfr) dx (B.6.3)
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where i indexes the different species. At the instant of charge injection, before any ionic
movement occurs, electroneutrality exists at all points in the solution, so that

2ziCi(*) = 0 (for all*) (B.6.4)
i = l

and the field is constant, given by

Щх) = ^ ^ (for all x) (B.6.5)

This initial field induces a flux of ions that can be calculated by use of the finite difference
form of (B.6.1), as well as the diffusional flux, calculated in the usual manner. At any
time, the potential ф(х) can be calculated by integration of the field; thus ф2 is given by

(B.6.6)

Eventually the system relaxes to the distribution and ф^ value obtained by the GCS ap-
proach (Section 13.3). A similar simulation approach was taken to calculate the charge
and potential distributions in the space-charge region that forms inside the electrode at a
semiconductor electrode/electrolyte interface (20) (See Section 18.2). Migrational effects
in voltammetry can be taken into account in a similar way by using the full Nernst-Planck
equation to treat mass transfer (21).

B.6.2 Thin-Layer Cells and Resistive Effects

In the treatment of thin-layer cells (see Section 11.7), two additional effects must be
considered. First, the distance between the electrode and the cell wall is small, so the
total number of simulation boxes taken, nL, must represent the cell thickness. More-
over, the counter electrode is usually placed outside the thin-layer portion and an appre-
ciable resistive drop occurs between each segment of the working electrode and the
counter electrode. This effect is taken into account by dividing the working electrode
into n M segments, each at a different potential with respect to the reference electrode,
and each with a different current density. An iterative procedure is used to determine
the potential and current distribution at any given time in the manner of other two-
dimensional simulations described below (22). The resistive effects in thin-layer cells
can be significant in determining the electrochemical response and are important in the
interpretation of behavior in thin-layer (e.g. electrochemical-ESR) cells and at thin-film
electrodes (23).

B.63 Two-Dimensional Simulations

The simulation methodology discussed so far has concerned one-dimensional mass
transfer, that is, linear diffusion. One can extend this same approach to problems
where two-dimensional (2D) effects are important, such as in consideration of micro-
electrode arrays (24) and scanning electrochemical microscopy (25). A 2D space grid
is used and different boundary conditions apply to different parts of the surface, such
as the generator and collector electrodes and insulating portions. Difficulties in treat-
ing the complex geometry in 2D problems can be addressed by using conformal map-
ping, in which one defines new space coordinates, related by algebraic transformations
to the original rectilinear or spherical coordinates (26, 27). The large increase in the
number of boxes that must be considered, with an attendant increase in computation
time, usually necessitates the use of more efficient methods, such as those discussed in
the next section.
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B.6.4 Advanced Simulation Methods

The explicit finite difference simulation methods described here are quite straightforward
and have been employed for a variety of electrochemical problems. Nevertheless, there
are cases when the computation times required for accurate solutions become excessive,
and more efficient numerical methods are appropriate. This is generally the case when
very rapid coupled homogeneous reactions occur. As discussed in Section B.3, when kx is
large, the reaction layer thickness (D/kif2 may be small compared to the box thickness
Ax. The requirement for accurate simulation can be given as (Dlk])m » Ax or, from
(B.I.13), (l/ki) » (tk/6). In other words, the box size must be sufficiently small that the
simulation treats the reaction layer near the electrode surface with good accuracy, and if
the reaction is rapid, this layer is very thin.

Several approaches have been suggested for the more demanding problems, and
they are described in detailed reviews (1, 7, 8). One can abandon the model of boxes
with equal widths and use space elements of variable dimensions (8, 28, 29). An ex-
ponentially expanding grid is frequently used, where the width of a box, Ax(j)
depends ony:

Ax(j) = Ax exp[]8(7 - 1)] (B.6.7)

Frequently, /3 is taken as 0.5. When /3 —> 0, a uniform grid results. The effect of the ex-
panding grid can be taken into account by writing (B.1.7) as (29)

/0; * + i) =f(j, k) + DjV'l/O' + l, k) -M *)] - i W [ / u *) -f(j - l, *)] (B.6.8)

where

D j ? M " = D M exp[2/3(3/4 - ;)] (B.6.9)

DJ,M' = D M exp[2/3(5/4 - j)] (B.6.10)

and D M is the dimensionless model diffusion coefficient defined earlier. Thus, thin boxes
are used near the electrode, where the fast reactions are occurring, and the elements be-
come wider farther out into the solution. Expanding grids are also very useful in 2D
problems.

Another approach involves using implicit methods (28, 30, 31) for obtaining/(У, к +
1) [e.g., the Crank-Nicolson (32), the fully implicit finite difference (FIFD) (33), and the
alternating-direction implicit (ADI) (34) methods] rather than the explicit solution in
(B.1.9). In implicit methods, the equations for calculation of new concentrations depend
upon knowledge of the new (rather than the old) concentrations. There are a number of
examples of the use of such implicit methods in electrochemical problems, such as in
cyclic voltammetry (35) and SECM (36).

More advanced numerical procedures, such as the orthogonal collocation technique,
which has been applied to heat transfer problems and involves solutions of simultaneous
differential equations, have also been used (37, 38). These methods can result in appre-
ciable savings of computer time, but require more mathematical sophistication and more
difficult computer programming. Their use will probably only be justified when the com-
putation times required for the accurate solution of an electrochemical problem by the
simpler methods become unacceptable. The growing use of spreadsheet programs and
mathematical applications for personal computers, such as PDEase (Macsyma, Inc., Ar-
lington, MA), will also probably impact computations in electrochemistry. There is also
an increasing number of simulation programs tailored specifically for electrochemical
problems (e.g., DigiSim, CVSIM, ELSIM, EASI)(1).
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B.8 PROBLEMS

B.I Show that Z(t) is proportional to the ratio of the current at time t to the Cottrell current at time tk.
What is the proportionality factor?

B.2 Using a spreadsheet, set up a simulation of the Cottrell experiment and work through the first 10 it-
erations. Use С = 50 and D M = 0.40. Calculate Z(k) for each iteration and compare it to ZCm(k).
Calculate the x values corresponding to the first 12 boxes, and plot the concentration profiles/A and
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/ B vs. x f° r t/tk = 0.2. Derive the functions describing/A and/B vs. x a n d tlt^ from (5.2.13), and
draw the analytical curves on your graphs of concentration profiles. Comment on the agreement be-
tween your model and the known solution.

B.3 Suppose one desired a simulation of chronocoulometry. Derive a dimensionless charge parameter
analogous to Z(k). In carrying out a simulation, to what time should the charge parameter calculated
for iteration k be assigned?

B.4 Consider the following mechanism:

A + e +± В (at the electrode)
k2

В + С -> D (in solution)

Derive the diffusion-kinetic equations analogous to (B.3.11) and (B.3.12) and identify the dimen-
sionless kinetic parameter involving k2.

B.5 Using a computer, carry out simulations of cyclic voltammetry for a quasireversible system. Let
t = 50 and D M = 0.45. Take a = 0.5 and let the diffusion coefficients of the oxidized and reduced
forms be equal. Cast your dimensionless intrinsic rate parameter in terms of the function ф defined
in (6.5.5), and carry out calculations for ф = 20, 1, and 0.1. Compare the peak splittings in your
simulated voltammograms with the values in Table 6.5.2.

B.6 To the simulation program devised for Problem B.5, add a provision for first-order homogeneous
decay of the reduction product B, that is,

A + ne ^ В (quasireversible)

В —» С (in solution)

Run a simulation for ф = 20 and k^ = 1. Compare the results with those predicted by R. S.
Nicholson and I. Shain, Anal. Chem., 36, 706 (1964).
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REFERENCE TABLES

TABLE C.I Selected Standard Electrode Potentials
in Aqueous Solutions at 25°C in V vs. NHEa

Reaction

Ag+ + e «± Ag

AgBr + e *± Ag + Br~

AgCl + e +± Ag + СГ

Agl + e ?± Ag + I~

A g 2 O + H2O + 2e +± 2Ag + 2OH"

Al 3 + + 3 e ^ A l

Au+ + e <=* Au

Au3 + + 2e^±Au +

p-benzoquinone + 2H+ + 2e *± hydroquinone

Br2(aq) + 2e<± 2Br~

Ca 2 + + 2e ?± Ca

Cd 2 + + 2e ?± Cd

Cd 2 + + 2e ?± Cd(Hg)

Ce 4 + + ^ ^ ± C e 3 +

Cl2(g) + 2e<± 2СГ

HC10 + H + + e ?± |C1 2 + H2O

Co 2 + + 2^ ?± Co

Со 3 + + ^ ^ ± С о 2 +

Cr 2 + + 2^ ^± Cr

Cr 3 + + ^ ^ ± C r 2 +

Cr2O^" + 14H+ + 6e <=> 2Cr3 + + 7H2O

Cu+ + e «± Cu

Cu 2 + + 2CN" + e ?± Cu(CN)^

Cu 2 + + в ^ Cu+

Cu 2 + + 2^ «± Cu

Cu 2 + + 2^ «± Cu(Hg)

Eu 3 + + ^ ^ E u 2 +

1/2F2 + H + + e <± HF

Fe 2 + + 2^ ?± Fe

F e 3 + + e ^ F e 2 +

Fe(CN)^" + e <=t Fe(CN)^"

Potential, V

0.7991

0.0711

0.2223

-0.1522

0.342

-1.676

1.83

1.36

0.6992

1.0874

-2.84

-0.4025

-0.3515

1.72

1.3583

1.630

-0.277

1.92

-0.90

-0.424

1.36

0.520

1.12

0.159

0.340

0.345

-0.35

3.053

-0.44

0.771

0.3610

(continued)
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TABLE C.I (continued)

Reaction

2H+ + 2e «± H 2

2H2O 4- 2e <± H 2 4- 2OH~

H 2O 2 4- 2H+ + 2e <± 2H2O

2Hg 2 + + 2e +± Hg2

2+

Hg^+ + 2e<^2Hg

Hg2Cl2 + 2e <± 2Hg + 2СГ

Hg2Cl2 + 2<? «± 2Hg + 2СГ (sat'd. KCl)

HgO + H 2O+ 2e <± Hg 4- 2OH~

Hg2SO4 + 2e <=* 2Hg + SO2;"

I 2 + 2e *± 21"

I3- + 2*«±3I~

K+ 4- e *± К

Li+ + <? ^± Li

Mg 2 + 4- 2e z± Mg

Mn 2 + + 2e ?± Mn

Mn 3 + 4- e <=* Mn 2 +

MnO2 + 4H + 4- 2e *± Mn 2 + + 2H2O

МПО4 + 8H+ 4- 5e +± Mn 2 + + 4H2O

Na + 4- e <± Na

N i 2 + + 2e <± Ni

Ni(OH)2 + 2e «± Ni + 2OH"

O2 4- 2H + + 2^ ?± H 2O 2

O 2 + 4H + + 4^ ?± 2H2O

O2 + 2H2O + 4^ ?± 4OH~

O3 + 2H+ + 2^ <=̂  O 2 4- H2O

P b 2 + + 2e ?± Pb

P b 2 + + 2e ?± Pb(Hg)

PbO2 + 4H + + 2^ ^ P b 2 + + 2H2O

PbO2 4- SOl~ 4- 4H + 4- 2e <± PbSO4 + 2H2O

PbSO4 4- 2e <± Pb + S O ^

Pd 2 + + 2e «± Pd
Pt 2 + + 2e ?± Pt

PtCl|" + 2e ?=> Pt 4- 4СГ

PtClg" + 2^ i=± PtCl^" + 2СГ

Ru(NH 3 )^ + ^ ^ R u ( N H 3 ) i +

S + 2^ <± S2~

Sn 2 + 4- 2^ <± Sn

Sn 4 + 4- 2^ *± Sn 2 +

Tl+ + г ^ TI

Tl+ + g +± Tl(Hg)

Tl 3 + + 2^ <^ Tl +

u3+ + з^^и
U 4 + + ^ ^ U 3 +

UOj + 4H + 4- ^ ?± U 4 + 4- 2H2O

UO^+ 4- ^ ?± UOj

Potential, V

0.0000

-0.828

1.763

0.9110

0.7960

0.26816

0.2415

0.0977

0.613

0.5355

0.536

-2.925

-3.045

-2.356

-1.18

1.5

1.23

1.51

-2.714

-0.257

-0.72

0.695

1.229

0.401

2.075

-0.1251

-0.1205

1.468

1.698

-0.3505

0.915

1.188

0.758

0.726

0.10

-0.447

-0.1375

0.15

-0.3363

-0.3338

1.25

-1.66

-0.52

0.273

0.163

(continued)
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TABLE C.I (continued)

Reaction

V2 + +

v3+ +
vo2+

voj -t
Zn2+H

ZnO2-

2e<±W

e±±V2+

+ 2H+ + e

- 2H+ + e <

- 2e ^± Zn

+ 2H2O +

^±V3 + +

^ V O 2 + H

2^^±Zn

H2O

-H2O

+ 4OH"

Potential, V

-1.13

-0.255

0.337

1.00

-0.7626

-1.285

a The data in this table are mainly taken from A. J. Bard, J. Jordan, and
R. Parsons, Eds., "Standard Potentials in Aqueous Solutions," Marcel
Dekker, New York, 1985 (prepared under the auspices of the
Electrochemistry and Electroanalytical Chemistry Commissions of
IUPAC). Other sources of standard potentials and thermodynamic data
include: (1) A. J. Bard and H. Lund, Eds., "The Encyclopedia of the
Electrochemistry of the Elements," Marcel Dekker, New York,
1973-1986. (2) G. Milazzo and S. Caroli, "Tables of Standard
Electrode Potentials," Wiley-Interscience, New York, 1977. The data
here are referred to the NHE based on a 1-atm standard state for H2.
See the footnote in Section 2.1.5 concerning the recent change in
standard state.

Table C.2 Selected Formal Potentials in
Aqueous Solution at 25°C in V vs. NHEa

Reaction

Cu(II) + e *± Cu

Ce(IV) + e ±± Ce(III)

Fe(III) + e ±± Fe(II)

Fe(CN)^" + e ±± Fe(CN

Sn(IV) + 2e *± Sn(II)

Conditions

1MNH3 + 1MN

lMKBr

IMHNO3

1MHC1

IMHCIO4

1MH2SO4

1MHC1

10MHC1

IMHCIO4

1MH2SO4

2MH3PO4

f)^" 0.1MHC1

1MHC1

1MHC1O4

1MHC1

Potential, V

H^ 0.01

0.52

1.61

1.28

1.70

1.44

0.70

0.53

0.735

0.68

0.46

0.56

0.71

0.72

0.14

a The data in this table are taken mainly from G. Chariot, "Oxidation-
Reduction Potentials," Pergamon, London, 1958. Additional values are found
in J. J. Lingane, "Electroanalytical Chemistry," Interscience, New York,
1958, and L. Meites, Ed., "Handbook of Analytical Chemistry," McGraw-
Hill, New York, 1963.
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TABLE C.3 Estimated Standard Potentials in Aprotic Solvents, in V vs. aq SCE a^

Substance

Anthracene (An)

Azobenzene (AB)

Ph—N=N—Ph

Benzophenone (BP)

0

IIPhCPh

1,4 Benzoquinone (BQ)
/=\

Ferrocene (Cp2Fe)

Nitrobenzene (NB)

Ph—NO2

Oxygen

Ru(bpy)§+(RuLf)

у—\ /—\ \

bpv=<oWq)
\_N N-/ /

Tetracyanoquino-

dimethane (TCNQ)

Reaction

An + e *± An7

An7 + e *± An 2"

An • + e *± An

AB + e «± AB7

AB7 + e^± AB 2 "

AB + e <=± AB7

AB + e ?± AB7

BP + e «± BP7

BP + e <± BP7

BP + e ?± BP7

BP7 + ^ ?± BP 2 "

BQ + ^ ^± BQ7

BQ 7+ e ?± BQ 2 "

Cp 2Fe+ + ^ i=± Cp2Fe

NB + e «± NB 7

NB + e ?± NB 7

NB + e ?± NB 7

NB 7 + e ?± N B 2 "

O 2 + e ?± O 2

7

O 2 + € ?± O2
T

O2 + e<± O2
T

RuL^+ + ^ <=* RuL^+

RuL^+ + e <^ RuL3
+

RuLj + g ?± RuL^
RuL^ + e ?± RuL "̂

TCNQ + ^ ?± TCNQ7

Conditions6 Potential, V

DMF,0.1MTBAI
DMF,0.1MTBAI
MeCN,0.1MTBAP

DMF,0.1MTBAP
DMF,0.1MTBAP
MeCN,0.1MTEAP
PC0.1MTBAP
MeCN,0.1MTBAP
THF,0.1MTBAP
NH3,0.1MKI
NH3,0.1MKI

MeCN,0.1MTEAP
MeCN, 0.1MTEAP

MeCN,0.2MLiClO4

MeCN, 0.1 MTEAP
DMF,0.1MNaClO4

NH3,0.1MKI
NH3,0.1MKI
DMF,0.2MTBAP
MeCN, 0.2 M ТВ АР
DMSO,0.1MTBAP

MeCN,0.1MTBABF4

MeCN, O.IMTBABF4

MeCN,0.1MTBABF4

MeCN,0.1MTBABF4

MeCN, 0.1 MLiC104

-1.92
-2.5
+ 1.3

-1.36
-2.0
-1.40
-1.40
-1.88
-2.06
-123d

-U6d

-0.54
-1.4

+0.31
-1.15
-1.01
-0.42^

-\2A\d

-0.87

-0.82

-0.73

+ 1.32

-1.30

-1.49

-1.73

+0.13

N,N,N',N'-

Tetramethyl-p-

phenylenediamine

(TMPD)

•NMe9

Tetrathiafulvalene

(TTF)

TCNQ7 + e <± TCNQ2" MeCN, 0.1 M LiClO4

TMPD • + e <=± TMPD DMF, 0.1 M ТВ АР

-0.29

+0.21

+ e ^± TTF

TTF 2 + + e ^± TTF^

MeCN, 0.1 M TEAP +0.30

MeCN, 0.1 M TEAP +0.66

{continued)
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TABLE C.3 Estimated Standard Potentials in Aprotic Solvents, in V vs. aq SCEa'*

Substance

Thianthrene (TH)

CoJL JjOJ

Tri-TV-p-tolylamine

(TPTA)

Reaction

TH1^ + e <

T H 2 + + e

TH* + e <

TH 2 + + e

TPTA+ +

з

^ T H

^±TH*

:±TH

e ±± TPTA

Conditions6' Potential, V

MeCN, 0.1 M ТВABF4 +1.23

MeCN,0.1MTBABF

SO2,0.1MTBAP

SO2,0.1MTBAP

THF,0.2MTBAP

4 +1.74

+0.30e

+0.88e

+0.98

flSee footnote in Table C.I.

^Problems arise in reporting potentials in nonaqueous solvents. The practice of using an aqueous SCE as a

reference electrode introduces an unknown and sometimes irreproducible liquid junction potential. Sometimes

reference electrodes made up in the solvent of interest (e.g., Ag/AgClO4) or QREs are employed. Results here

are reported vs. an aqueous SCE unless noted otherwise. While there has not yet been an adopted convention for

reporting potentials in nonaqueous solvents, a frequent practice is to reference these to the potential of a

particular reversible couple in the same solvent. This couple (sometimes called the "reference redox system") is

usually chosen on the basis of the extrathermodynamic assumption that the redox potential of this system is

only slightly affected by the solvent system. Suggested reference redox systems include ferrocene/ferrocenium,

Rb/Rb+, Fe(bpy)3+/Fe(bpy)3+ (bpy = 2,2'-bipyridine), and aromatic hydrocarbon/radical cation. For further

information concerning these problems, the following references can be consulted: (1)0. Popovych, Crit. Rev.

Anal. Chem., 1, 73 (1970); (2) D. Bauer and M. Breant, Electroanal. Chem., 8, 282 (1975); (3) A. J. Parker,

Electrochim. Ada, 21, 671 (1976).
cSee Standard Abbreviations.
dvs. Ag/Ag+ (0.01 M) in NH3 at -50°C.
evs. Ag/AgNO3 (sat'd) in SO2 at -40°C.
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TABLE C.4 Selected Diffusion Coefficients at or near 25°C

Substance

Fe(CN)^"

Fe(CN)^"

Fe(CN)^"

Fe(CN)^

Cd 2 +

Cd

Ru(NH3)l+

Ru(NH3)^+

Ferrocene

Ferrocene

Ferrocene

Stilbene

Medium

aq.O.lMKCl

aq. 1.0MKC1

aq.O.lMKCl

aq. 1.0MKC1

aq.O.lMKCl

Hg
aq. O.lMNaTFA

aq. 0.09 M phosphate

MeCN,0.5MTBABF4

MeCN,0.6MTEAP

MeCN,0.1MTEAP

DMF,0.5MTBAI

77 °C

25

25

25

25

25

25

RT

RT

RT

RT

RT

RT

105D/cmh~l

0.76

0.76

0.65

0.63

0.70

1.5

0.67

0.53

1.7

2.0

2.4

0.80

Ref.

1

1

1

1

2

8

3

4

5

3

6

7

Abbreviations:
TFA, trifluoroacetate; TBA, tetra-^-butylammonium; TEA, tetraethylammonium;
P, perchlorate; RT, room temperature (exact temperature not specified).
References:
1. M. von Stackelberg, M. Pilgram, and W. Toome, Z. Elektrochem., 57, 342

(1953).

2. D. J. Macero and C. L. Rulfs, /. Electroanal Chem., 7, 328 (1964).

3. D. O. Wipf, E. W. Kristensen, M. R. Deakin, and R. M. Wightman, Anal
Chem., 60, 306 (1988).

4. R. M. Wightman and D. O. Wipf, Electroanal. Chem., 15, 267 (1989).
5. M. V. Mirkin, Т. С Richards, and A. J. Bard, J. Phys. Chem., 97, 7672 (1993).

6. A. M. Bond, T. L. E. Henderson, D. R. Mann, T. F. Mann, W. Thormann,
and С G. Zoski, Anal. Chem., 60, 1878 (1988).

7. H. Kojima and A. J. Bard, J. Electroanal. Chem., 63, 117 (1975).

8. I. M. Kolthoff and J. J. Lingane, "Polarography," 2nd ed., Interscience, New
York, 1952, p. 201.

TABLE C»5 Values of the Error
Function and Its Complement"

X

0.00

0.05

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

erf(x)

0

0.0564

0.1125

0.2227

0.3286

0.4284

0.5205

0.6039

0.6778

0.7421

0.7969

0.8427

erfc(x)

1

0.9436

0.8875

0.7773

0.6714

0.5716

0.4795

0.3961

0.3222

0.2579

0.2031

0.1573

X

1.10

1.20

1.40

1.60

1.80

2.00

2.20

2.40

2.60

2.80

3.00
oo

erf(x)

0.8802

0.9103

0.9523

0.9764

0.9891

0.9953

0.9981

0.9993

0.9998

0.9999

1.0000

1

erfc(x)

0.1198

0.0897

0.0477

0.0236

0.0109

0.0047

0.0019

0.0007

0.0002

0.0001

0.0000

0

a For x < 0.05, erf(x) » 2x/irm = 1.1284*.
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Absolute potential, Fermi level and,
interfacial potential differences,
62-63

Absolute rate theory. See Transition state
theory

Absorption coefficient, optical principles,
688

Accessible rate constants, time window and,
coupled homogeneous electrode
reactions, 479-480

Ac circuits, review of, impedance techniques,
370-375

Ac polarography, 369
Activated complex theory. See Transition

state theory
Activation energy, potential energy surfaces,

88
Ac voltammetry, 369, 388-401

chemical analysis by, 405-^Ю6
cyclic, 398^01
linear sweep, at stationary electrodes,

396-398
quasireversible and irreversible systems,

391-396
reversible system, 389-391

Adder potentiostat:
described, 641-642
refinements to, 642-643

Adders, current feedback, 636-637
Adiabaticity, kinetics, microscopic theories,

130-132
Adsorbed monolayer responses:

chronocoulometry, 603-605
chronopotentiometry, 605-606
coulometry in thin-layer cells, 606-607
cyclic voltammetry:

irreversible reaction, 594-595
nernstian reaction, 590-593

cyclic voltammetry (dissolved and
adsorbed species electroactive),
595-601

dc polarography, 601-603
impedance measurements, 607-608
principles, 589-590

Adsorption:
electrical double-layer structure, 534-579

(See also Electrical double-layer
structure)

electroinactive species, 569-571
irreversible, monolayers, 581-582

Adsorption isotherms, electrical double-layer
structure, 566-567

Adsorptive stripping voltammetry, 464
Amperometric methods, electrometric end-

point detection, 437^40
Amperostats, 433
Analog devices, 632
Analog-to-digital converter, 632
Anode reductions, electrochemical cells, 19
Anodic current, electrochemical cells, 19
Anodic stripping voltammetry, stripping

analysis, 459
Arrhenius equation, potential energy surfaces

and, 88-89
Atomic force microscopy, 666-669

electrochemical applications, 668-669
principles, 666-668

Auger electron spectrometry, described,
715-718

Auxiliary electrode. See Counter (auxiliary)
electrode

В
Background limits, defined, 7
Band gap, semiconductor electrodes, 746
Band ultramicroelectrodes, large-amplitude

potential step responses, 175-176
Bandwidth, operational amplifiers, 634
Biconductive films, 588-589
Bimolecular reactions, homogeneous kinetics,

digital simulations, 798
Biologically related materials, electroactive

layers, 587
Biological polymers, 586
Bipotentiostat, described, 643-644
Blocking layers, 619-627

permeation through pores and pinholes,
619-623

tunneling electron transfer, 624-627
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Blocking polymers, 586
Boundary conditions:

digital simulations, 798-802
controlled current, 801-802
heterogeneous kinetics, 799-800
potential steps in nernstian system,

798-799
potential sweeps, 800

mass transfer, diffusion, 151-152
Bulk electrolysis methods, 417-^70. See also

Electrolysis
classification of, 417-418
controlled-current methods, 430-435

characteristics of, 430-^32
coulometric methods, 432-^-35

controlled-potential methods, 423-430
coulometric measurements, 427-430
current-time behavior, 423-425
electrogravimetric, 425—126
electroseparation, 427

current efficiency, 421
electrode process, extent or completeness

of, 418^21
electrolysis cells, 421^23
electrometric end-point detection,

435-140
amperometric methods, 437^40
classification of, 435-436
current-potential curves, 436
potentiometric methods, 436-437

flow electrolysis, 441-452
dual-electrode flow cells, 446
liquid chromatography,
electrochemical detectors for, 446-452
mathematical treatment, 441-446
overview, 441

overview, 417
stripping analysis, 458-464

applications and variations, A62-A6A
overview, 458-459
principles and theory, 459-462

thin-layer electrochemistry, 452-458
overview, 452-453
potential step (coulometric) methods,

453^55
potential sweep methods, 455—458

Butler-Volmer model, 92-107
energy barriers, effects of potential on,

93-94
implications of, 98-107

current-overpotential equation, 99-100
equilibrium conditions, 98-99
exchange current plots, 105
i-rj equation, 100-104

mass transfer effects, 106-107
reversible behavior, 105-106

one-step, one-electron process, 94-96,
98-107

standard rate constant, 96
transfer coefficient, 97-98

С
Capacitance:

charge and, nonfaradaic processes, 11-12
charging current and, electrical double

layer, nonfaradaic processes, 14-18
excess charge and, electrical double-layer

structure, 540-542
Catalytic (EC) reaction, coupled

homogeneous electrode reactions,
474-475

Cathode reductions, electrochemical cells, 19
Cathodic current, electrochemical cells, 19
Cathodic current flows, 6
Cell emf:

concentration and, thermodynamics,
51-52

free energy and, thermodynamics, 48^-9
Cell potential, measurement of, 2
Cell resistance:

bulk electrolysis methods, 423
electrochemical cells and, Faradaic

processes, 24-28
CE reaction, coupled homogeneous electrode

reactions, 473
Charge, capacitance and, nonfaradaic

processes, 11-12
Charge density, nonfaradaic processes, 12
Charge step (coulostatic) methods, 322—327

application of, 326
coulostatic perturbation by temperature

jump, 326-327
large steps, 325-326
principles, 322-323
small-signal analysis, 324-325

Charge transfer, microscopic theories of,
115-132. See also Microscopic theories
(kinetics)

Charge-transfer overpotential, electrode
reaction rate and current, 24

Charging current:
capacitance and, electrical double layer,

nonfaradaic processes, 14-18
nonfaradaic processes, 12

Chemically modified electrodes, 580. See also
Electroactive layers

Chemical reversibility, thermodynamics,
44-^5
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Chemiluminescence. See Electrogenerated
chemiluminescence

Chronoamperometric techniques, 158
blocking layers, permeation through pores

and pinholes, 619-622
coupled homogeneous electrode reactions,

491-493, 498, 503-504, 515-516
reversal, potential step methods, 207-210

Chronocoulometry, 159
adsorbed monolayer responses, 603-605
potential step methods, 210-216

heterogeneous kinetics, 214-216
large-amplitude potential step, 211-212
reversal experiments, 212-214

Chronopotentiometry, 305
adsorbed monolayer responses, 605-606
coupled homogeneous electrode reactions,

493-494,498,504,516
programmed current, controlled-current

techniques, 311
transient voltammetry and, coupled

homogeneous electrode reactions,
487-516 (See also Coupled
homogeneous electrode reactions)

Circular polarization, optical principles, 687
Cis-trans isomerization, potential energy

surfaces, 88
Clays, inorganic films, 586—587
Commercial devices, selective electrodes, 80
Compact layer. See Inner layer
Complex notation, mathematical methods,

780-781
Composites, multilayer assemblies and,

electroactive layers, 587-589
Computer-controlled instrumentation,

652-654
Concentration, cell emf and, thermodynamics,

51-52
Conductance, liquid junction potentials,

65-69
Conducting phases, interactions between,

interfacial potential differences, 56-59
Conduction band, semiconductor electrodes,

746
Constant-current electrolysis:

controlled-current techniques, 308-310
potential-time curves in, controlled-current

techniques, 311-316 (See also
Controlled-current techniques)

Controlled-current techniques, 305-330
boundary conditions, digital simulations,

801-802
bulk electrolysis, 418
bulk electrolysis methods, 430-435

characteristics of, 430-432
coulometric methods, АЪ2-ЛЪ5

charge step (coulostatic) methods,
322-327

application of, 326
coulostatic perturbation by temperature

jump, 326-327
large steps, 325-326
principles, 322-323
small-signal analysis, 324-325

classification and qualitative description,
306-307

controlled-potential methods compared,
305-306

galvanostatic double pulse method,
320-322

multicomponent systems and multistep
reactions, 318-320

overview, 305
potential-time curves in constant-current

electrolysis, 311-316
double-layer capacity effects, 313-314
irreversible waves, 312
quasireversible waves, 312-313
reversible waves, 311-312
transition time measurement, 314-316

reversal techniques, 316-318
current reversal, 317-318
response function principle, 316-317

theory, 307-311
constant-current electrolysis, 308-310
programmed current

chronopotentiometry, 311
semi-infinite linear diffusion,

mathematics of, 307-308
Controlled-potential methods, 423-430

bulk electrolysis, 417-418
controlled-current techniques compared,

305-306
coulometric measurements, 427-430
coupled homogeneous electrode reactions,

523-528
ErQEr reactions, 526-528
following reaction and reversal

coulometry, 526
preceding reaction, 525
theoretical treatments, 523-525

current-time behavior, 423^25
electrogravimetric, 425-426
electroseparation, 427

Convection, mass-transfer-controlled

reactions, 28
Convective diffusion, in solution, modified

electrodes, 610
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Convective-diffusion equation:
convective systems theory, 332-333
solution of, rotating disk electrode, 337-339

Convective systems:
digital simulations, 802-803
hydrodynamic methods, 332—334

Convolutive techniques, potential sweep
methods, 247-252. See also Potential
sweep methods

Cottrell equation, potential step methods, 163
Coulometric measurements, controlled-

potential methods, 427-430
Coulometric methods, controlled-current

methods, bulk electrolysis methods,
432-435

Coulometry, 159
bulk electrolysis, 418
thin-layer cells, adsorbed monolayer

responses, 606-607
Coulostatic methods. See Charge step

(coulostatic) methods
Coulostatic perturbation, by temperature

jump, charge step (coulostatic)
methods, 326-327

Counter (auxiliary) electrode, electrochemical
cells and cell resistance, 26

Coupled chemical reactions, nernstian
reactions with:

electrode processes, 35-39
electrode processes (irreversible), 37-39
electrode processes (reversible), 36-37

Coupled homogeneous electrode reactions,
471-533

controlled-potential coulometric methods,
523-528

ErQEr reactions, 526-528
following reaction and reversal

coulometry, 526
preceding reaction, 525
theoretical treatments, 523-525

current step (chronopotentiometric)
methods, 484-487

principles, 480-484
reaction classification, 471-480

measurements, effects on, 41&-A19
multiple E step reactions, 475-478
one E step reactions, 473-475
time window and accessible rate

constants, 479-480
rotating disk and ring-disk methods,

516-521
catalytic reaction, 520
ECE reactions, 520-521
following reaction, 518-520

preceding reaction (CrEr), 517-518
theoretical treatments, 517

sine wave methods, 522-523
transient voltammetry and

chronopotentiometry, 487-516
catalytic reaction (EqC'i), 501-505
ECE reactions, 512-516
EqEq reactions, 509-512
ErEr reactions, 505-509
following reaction (EqQ), 499-500
following reaction (ErQ), 496-499
preceding reaction (СД), 494^-96
preceding reaction (CrEr), 488-494

ultramicroelectrode (UME) techniques, 522
Covalent attachment, monolayers, 583
Cross-reactions, in film, modified electrodes,

614-615
Current, digital simulations, 791-792
Current amplifier, low current measurements,

650
Current compliance, potentiostat, 646
Current-concentration relationships, potential

step methods, sampled-current
voltammetry (reversible), 185

Current efficiency, bulk electrolysis, 421
Current feedback, 635-639

adders, 636-637
current follower, 635-636
differentiator, 638-639
integrators, 637-638
sealer/inverter, 636

Current follower, current feedback, 635-636
Current-overpotential equation, Butler-

Volmer model, 99-100
Current-potential curves:

at semiconductor electrodes, 752-753
usefulness of, 4

Current reversal, controlled-current
techniques, 317-318

Current step, electrical double layer
capacitance, 15

Current step (chronopotentiometric) methods,
coupled homogeneous electrode
reactions, 484-487

Current-time behavior, controlled-potential
methods, 423^25

Current-to-voltage converter, current
feedback, 635-636

Cyclic voltammetry (CV), 227, 239-243,
398-401. See also Potential sweep
methods

adsorbed monolayer responses:
dissolved and adsorbed species

electroactive, 595-601
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irreversible reaction, 594—595
nernstian reaction, 590-593

blocking layers, permeation through pores
and pinholes, 622-623

coupled homogeneous electrode reactions,
489-491, 497, 501-503, 512-515

of liquid-liquid interface, 252-255
nernstian systems, 239-242
quasireversible reactions, 242-243

Cylindrical ultramicroelectrodes, large-
amplitude potential step responses,
174-175

D
Data acquisition board, 654
Dc polarography, 261, 601-603. See also

Polarography
Depolarization, electrochemical experiments,

22
Detection limits, selective electrodes, 81
Differential equations, Laplace transform

technique, 169—111. See also Laplace
transform technique

Differential pulse voltammetry, 286-293
Differentiator, current feedback, 638-639
Diffuse double-layer effects, electrical

migration and, digital simulations,
803-804

Diffuse layer, electrical double layer, 13
Diffusion:

convective, in solution, modified electrodes,
610

digital simulations, 786-788
in film, modified electrodes, 613-614
within film, modified electrodes, 610-613
mass transfer, 146-153

boundary conditions, 151-152
equation solutions, 153
Fick's law, 148-151
microscopic view, 146-148

mass-transfer-controlled reactions, 28
migration and, mass transfer, mixed near an

active electrode, 140-145
Diffusion coefficients, digital simulations,

793
Diffusion control, potential step methods,

161-168. See also Potential step
methods

Diffusion controlled currents, at
ultramicroelectrodes, potential step
methods, 168-176. See also Potential
step methods

Diffusion layer, thickness of, digital
simulations, 792-793

Diffusion-limited response, at DME and
SMDE, polarography, 263-267

Diffusion potential, liquid junction potentials,
64

Digital simulations, 785-807
advanced methods, 805
boundary conditions, 798-802

controlled current, 801-802
heterogeneous kinetics, 799-800
potential steps in nernstian system,

798-799
potential sweeps, 800

convective systems, 802-803
electrical migration and diffuse double-

layer effects, 803-804
example, 793-796
homogeneous kinetics, 796-798
model, 785-793

current, 791-792
diffusion, 786-788
diffusion coefficients, 793
diffusion layer thickness, 792-793
dimensionless parameters, 788-790
discrete model, 785-786
distance, 790-791
time, 790

overview, 785
thin-layer cells and resistive effects, 804
two-dimensional simulations, 804

Digital-to-analog converter, 632
Dimensionless parameters, digital

simulations, 788-790
Discontinuous source model, mass transfer,

diffusion, 146-148
Disk ultramicroelectrodes:

large-amplitude potential step responses,
171-174

steady-state voltammetry at, potential step
methods, 184

Distance, digital simulations, 790-791
Double layer. See Electrical double layer
Double-layer capacitance:

potential-time curves in constant-current
electrolysis, 313-314

uncompensated resistance and, potential
sweep methods, reversible (nernstian)
systems, 233-234

Double potential step chronoamperometry,
159

Double potential step chronocoulometry, 159
Dropping mercury electrode (DME). See also

Polarography
adsorbed monolayer responses, dc

polarography, 601-603
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Dropping mercury electrode (continued)
differential pulse voltammetry, 291-292
diffusion-limited response at, polarography,

263-267
electrical double-layer structure, 539
mercury column height at, polarography,

269-270
normal pulse voltammetry, 281-282
reverse pulse voltammetry, 285
static drop electrodes and, polarography,

261-263
tast polarography and staircase

voltammetry, 275-278
Dual-electrode flow cells, flow electrolysis,

446
Dye sensitization, semiconductor electrodes,

757
Dynamic equilibrium, kinetics, 87-88

Earth ground, operational amplifiers, 632
ECE reactions, coupled homogeneous

electrode reactions, 476-477
EC reaction, coupled homogeneous electrode

reactions, 473-474
ЕЕ reaction, coupled homogeneous electrode

reactions, 475
Electrical double layer:

capacitance and charging current,
nonfaradaic processes, 14-18

conducting phases, interactions between, 57
nonfaradaic processes, 12-14

Electrical double-layer structure, 534—579
adsorption effect of electroinactive species,

569-571
electrode reaction rates, 571-575

principles, 571-572
specific adsorption of electrolyte:

absence of, 573-574
presence of, 574-575

models for, 544-557
Gouy-Chapman-Stern model, 551-554
Gouy-Chapman theory, 546-551
Helmholtz model, 544-545
specific adsorption, 554-557

solid electrodes, 557-563
double layer at, 557
solid metal-solution interface, 561-563
well-defined single-crystal surfaces,

557-561
specific adsorption, 563-569

adsorption isotherms, 566-567
nature and extent of, 564-566
rate of, 567-569

surface excesses and electrical parameters,
539-544

electrocapillarity and DME, 539
excess charge and capacitance, 540-542
relative surface excesses, 543-544

thermodynamics, 534-539
electrocapillary equation, 537-539
Gibbs adsorption isotherm, 534-536

Electrical migration, diffuse double-layer
effects and, digital simulations,
803-804

Electroactive layers, 580-631. See also

Modified electrodes
adsorbed monolayer responses, 589-608

chronocoulometry, 603-605
chronopotentiometry, 605-606
coulometry in thin-layer cells, 606-607
cyclic voltammetry (dissolved and

adsorbed species electroactive),
595-601

cyclic voltammetry (irreversible

reaction), 594-595
cyclic voltammetry (nernstian reaction),

590-593
dc polarography, 601-603
impedance measurements, 607-608
principles, 589-590

biologically related materials, 587
blocking layers, 619-627

permeation through pores and pinholes,

619-623
tunneling electron transfer, 624-627

composites and multilayer assemblies,
587-589

inorganic films, 586-587
modified electrodes, 608-619

dynamical elements:
characteristic currents, and limiting
behavior, 609-616
interplay of, 616-619

overview, 608
rotating disk behavior, 608-609

monolayers, 581-585
covalent attachment, 583
irreversible adsorption, 581-582
organized assemblies, 584-585

nonelectrochemical methods, 627-628
overview, 580-581
polymers, 585-586
substrates, 581

Electrocapillarity, electrical double-layer

structure, 539
Electrocapillary equation, electrical double-

layer structure, 537-539
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Electrochemical cells:
cell resistance and, faradaic processes,

24-28
reactions and, electrode processes, 2-9
types and definitions of, 18-19

Electrochemical detectors, for liquid
chromatography, flow electrolysis,
446-452

Electrochemical experiment, faradaic
processes, 19-23

Electrochemical impedance spectroscopy
(EIS), 369, 383-388

frequency domain measurements, 406-407
time domain measurements and Fourier

analysis, 407^10
Electrochemical instrumentation. See

Instrumentation
Electrochemical potentials, interfacial

potential differences, 60-62
Electrochemical thermodynamics. See

Thermodynamics
Electrochemistry:

defined, 1
literature on, 39^42

Electrodeposition, stripping analysis,
459-460

Electrode processes, 1-43
bulk electrolysis, 418-421
electrochemical cells and reactions, 2-9
Faradaic and nonfaradaic processes, 9-10
Faradaic processes, 18-28

electrochemical cells, 18-19
electrochemical cells and cell resistance,

24-28
electrochemical experiment, 19-23
electrode reaction rate and current, 23-24

mass-transfer-controlled reactions, 28-35
modes of, 28-29
steady-state mass transfer, 29-34
transient response, 34-35

nernstian reactions with coupled chemical

reactions, 35-39
irreversible reactions, 37-39
reversible reactions, 36-37

nonfaradaic processes, 11-18
capacitance and charge of electrode,

11-12
electrical double layer, 12-14
electrical double layer capacitance and

charging current, 14-18
ideal polarized electrode, 11

overview, 1
Electrode reaction rate and current, factors

affecting, Faradaic processes, 23-24

Electrode reactions, kinetics of, 87-136. See
also Kinetics

Electrogenerated chemiluminescence,
736-745

apparatus and reactant generation, 738-740
applications, 743-745
experiment types, 740-743
fundamentals, 736-738

Electrogravimetric methods:
bulk electrolysis, 418
controlled-potential methods, 425-426

Electrohydrodynamics, hydrodynamic
methods, 362-364

Electrolysis. See also Bulk electrolysis
methods

balance sheet for mass transfer during,
mixed migration and diffusion,
140-145

constant-current:
controlled-current techniques, 308-310
potential-time curves in, controlled-

current techniques, 311-316 (See also
Controlled-current techniques)

defined, 19
Electrolysis cells, bulk electrolysis methods,

421^23
Electrolyte, excess, mixed migration and

diffusion, 143-145
Electrolyte-electolyte boundary, liquid

junction potentials, 63-64
Electrolytic cell, defined, 18
Electrometric end-point detection, 435^40

amperometric methods, 437^140
classification of, 435^436
current-potential curves, 436
potentiometric methods, АЪ6-ЛЪ1

Electronically conductive polymers, 586
Electron and ion spectrometry, 709-722

Auger electron spectrometry, 715-718
high resolution electron energy loss

spectroscopy, 719-720
low-energy electron diffraction, 718-719
mass spectrometry, 720-722
overview, 709-711
X-ray photoelectron spectroscopy, 711-715

Electron spin resonance, magnetic resonance
methods, 722-724

Electroosmotic flow, hydrodynamic methods,
362-363

Electroreflectance method, 690
Electroseparation:

bulk electrolysis, 418
controlled-potential methods, 427

Electrosynthesis, bulk electrolysis, 418
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Ellipsometry, described, 690-693
Emf. See Cell emf
Energy barriers, effects of potential on,

Butler-Volmer model, 93-94
Energy state distributions, kinetics, microscopic

theories, 124-130
Enzyme-coupled devices, selective electrodes,

82
Error function, Gaussian distribution and,

mathematical methods, 778-779
Esin-Markov coefficient, electrical double-

layer structure, 555
Excess charge, capacitance and, electrical

double-layer structure, 540-542
Exchange current, Butler-Volmer model,

equilibrium conditions, 98-99
Exchange current plots, Butler-Volmer model,

105
Exchange velocity, dynamic equilibrium, 88
Extended charge transfer, tunneling and,

kinetic microscopic theories,
130-132

Extinction coefficient, optical principles,
687-688

Faraday's law:
bulk electrolysis, 418
defined, 4

Faradaic impedance:
electrochemical impedance spectroscopy,

386-387
interpretation of, impedance techniques,

377-380
measurement of, 368

Faradaic processes, 18-28
electrochemical cells, 18—19
electrochemical cells and cell resistance,

24-28
electrochemical experiment, 19-23
electrode reaction rate and current,

23-24
nonfaradaic processes and, 9-10

Feedback. See Current feedback; Voltage
feedback

Fermi level:
absolute potential and, interfacial potential

differences, 62-63
semiconductor electrodes, 749-750

Fick's law of diffusion:
mass transfer, 148-151
partial differential equations, 769

Flow electrolysis, 418, 441-452
dual-electrode flow cells, 446

liquid chromatography, electrochemical
detectors for, 446^1-52

mathematical treatment, 441^-46
overview, 441

Forbidden region, semiconductor electrodes,
746

Forced convection. See Hydrodynamic
methods

Formal potentials, thermodynamics, 52-53
Fourier analysis, electrochemical impedance

spectroscopy (EIS), 407-410
Fourier series and transformation,

mathematical methods, 782-783
Free energy, cell emf and, thermodynamics,

48-49
Frequency domain, Fourier series, 782
Frequency domain measurements,

electrochemical impedance
spectroscopy (EIS), 406^1-07

Frequency factor, potential energy surfaces, 8!

Galvanic cell, defined, 18
Galvanostat, 305, 433, 632

described, 644-645
Galvanostatic double pulse method,

controlled-current techniques, 320-322
Galvanostatic techniques, 305
Gas-sensing electrodes, selective electrodes,

81-82
Gaussian distribution, error function and,

mathematical methods, 778-779
Geometric areas, potential step methods,

166-168
Gibbs adsorption isotherm, electrical double-

layer structure, 534-536
Gibbs free energy, reversibility and,

thermodynamics, 47^1-8
Glass electrodes, selective, 74-78
Gouy-Chapman-Stern model, electrical

double-layer structure, 551-554
Gouy-Chapman theory, electrical double-layer

structure, 546-551

H
Half-reactions:

electrochemical cells, 2-3
reduction potentials and, thermodynamics,

49-51
Hanging mercury drop electrode (HMDE),

stripping analysis, 459-460, 463. See
also Dropping mercury electrode
(DME); Static mercury drop electrode
(SMDE)
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Helmholtz layer. See Inner layer
Helmholtz model, electrical double-layer

structure, 544-545
Hemispherical ultramicroelectrodes, large-

amplitude potential step responses, 171
Heterogeneous kinetics, digital simulations,

boundary conditions, 799-800
Heterogeneous rate constant, 7
Heterogeneous reaction, electrochemical

experiments, 22
Higher harmonics, impedance techniques,

401-405
High resolution electron energy loss

spectroscopy, described, 719-720
Homogeneous kinetics, digital simulations,

796-798
Homogeneous reaction:

electrochemical experiments, 22
measurement of kinetics, scanning

electrochemical microscopy, 673-675
Hydrodynamic methods, 331—367

convective systems theory, 332-334
convective-diffusion equation, 332—333
velocity profile determination, 333-334

electrohydrodynamics, 362—364
overview, 331-332
rotating disk electrode, 335-348

concentration profile, 339-340
convective-diffusion equation, solution

of, 337-339
current distribution at, 344-346
current-potential curves at, 340-344
experimental application of, 346-348
transients at, 354
velocity profile at, 335-337

rotating disk electrode (modulated), 357-360
hydrodynamic modulation, 357-359
thermal modulation, 359-360

rotating ring-disk electrode, 350-353
transients at, 355-357

rotating ring electrode, 348-350
UMEs, convection at, 360-362

I
Ideal nonpolarized electrode, electrochemical

experiments, 22
Ideal polarized electrode, nonfaradaic

processes, 11
Ideal properties, operational amplifiers,

632-633
i-E curves, applications of, potential step

methods:
sampled-current voltammetry (irreversible),

201-204

sampled-current voltammetry (reversible),
186-190

i-7) equation, Butler-Volmer model, 100-104
Ilkovic equation, polarography, 263-267, 275
Immiscible liquids, liquid junction potentials,

73-74
Impedance measurements, adsorbed

monolayer responses, 607-608
Impedance techniques, 368-416

ac circuits, review of, 370-375
ac voltammetry, 388-401

chemical analysis by, 405^06
cyclic, 398^01
linear sweep, at stationary electrodes,

396-398
quasireversible and irreversible systems,

391-396
reversible system, 389-391

electrochemical impedance spectroscopy,
383-388

instrumentation for, 406-410
equivalent circuit of cell, 76-377
Faradaic impedance, 377-380
higher harmonics, 401-405
kinetic parameters from measurements,

380-383
Laplace plane, data analysis in, 410-414
overview, 368
types of, 368-370

Index of refraction, optical principles, 687
Indicator electrode. See Working electrode
Infrared spectroscopy, vibrational

spectroscopy, 700-704
Inner Helmholtz plane (IHP), 13
Inner layer, electrical double layer, 12
Inner-sphere reactions, microscopic theories,

116
Inorganic films, electroactive layers, 586—587
Input impedance, operational amplifiers, 634
Instantaneous current efficiency, bulk

electrolysis, 421
Instrumentation, 632-658

computer-controlled, 652-654
current feedback, 635-639

adders, 636-637
current follower, 635-636
differentiator, 638-639
integrators, 637-638
sealer/inverter, 636

galvanostat, 644-645
low current measurements, 650-652
operational amplifiers, 632-635

ideal properties, 632-633
nonidealities, 633-635
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Instrumentation (continued)
potential control difficulties, 645-650

cell design and electrode placement,
647-648

resistance, electronic compensation of,
648-650

solution resistance effects, 645-647
potentiostat, 640-644

adder potentiostat, 641-642
adder potentiostat (refinements to),

642-643
basics, 640-641
bipotentiostat, 643-644

troubleshooting, 654-656
voltage feedback, 639-640

Integrators, current feedback, 637-638
Interfacial potential differences, 54-63

conducting phases, interactions between,

56-59
electrochemical potentials, 60-62
Fermi level and absolute potential, 62-63
measurement of, 59-60
phase potentials, physics of, 54-56

Internal reflection spectroelectrochemistry,
694-698

optically transparent electrodes, 694-696
surface plasmon resonance, 696-698

Intrinsic semiconductor, 747
Inverter, current feedback, 636
Ion-exchange polymers (polyelectrolytes), 586
Ion spectrometry. See Electron and ion

spectrometry
Irreversible adsorption, monolayers, 581-582
Irreversible electron transfer, totally, potential

step method, 161
Irreversible processes:

multistep mechanisms, 111-115
potential step methods, sampled-current

voltammetry, 191-204 (See also
Sampled-current voltammetry
(quasireversible and irreversible))

Irreversible reactions:
adsorbed monolayer responses, cyclic

voltammetry, 594-595
coupled, nernstian reactions with, 37-39
potential sweep methods, convolutive or

semi-integral techniques, 250
Irreversible systems:

ac voltammetry, impedance techniques,
391-396

polarographic waves, 212-214
potential sweep methods, 234-236

Irreversible waves, potential-time curves in
constant-current electrolysis, 312

К
Kinetics, 87-136, 87-155

Arrhenius equation and potential energy
surfaces, 88-89

Butler-Volmer model, 92-107
energy barriers, effects of potential on,

93-94
one-step, one-electron process, 94-96
standard rate constant, 96
transfer coefficient, 97-98

dynamic equilibrium, 87-88
electrode reactions, essentials of, 91—92
microscopic theories, 115-132

energy state distributions, 124—130
Marcus model, 117-124

described, 117-121
predictions from, 121-124

tunneling and extended charge transfer,

130-132
multistep mechanisms, 107-115

at equilibrium, 109-110
nernstian processes, 110-111
quasireversible and irreversible processes,

111-115
rate-determining electron transfer,

108-109
transition state theory, 90-91

Laplace plane, data analysis in, impedance
techniques, 410^-14

Laplace transform technique, 769-777
fundamentals of, 771-772
ordinary differential equations, 112-114
overview, 770-771
partial differential equations, 769-770,

775-776
simultaneous linear ordinary differential

equations, 774-775
zero-shift theorem, 776-777

Large-amplitude potential step responses, 160,
171-176

band UME, 175-176
cylindrical UME, 174-175
disk UME, 171-174
spherical or hemispherical UME, 171
summary of behavior, 176

Large A/V conditions, 156
Leibnitz rule, 780

Ligand bridge, microscopic theories, 116
Linearly polarized light, optical principles,

686-687
Linear sweep voltammetry (LSV), 226. See

also Potential sweep methods
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ас voltammetry, at stationary electrodes,
396-398

coupled homogeneous electrode reactions,
489-491, 497, 501-503, 512-515

Liquid chromatography, electrochemical
detectors for, flow electrolysis,
446^52

Liquid junction potentials, 63-74
calculation of, 69-72
conductance, transference numbers, and

mobility, 65-69
electrolyte-electolyte boundary, 63-64
immiscible liquids, 73-74
minimization of, 72-73
types of, 64-65

Liquid membranes, selective electrodes,
79-80

Low current measurements, instrumentation,
650-652

Low-energy electron diffraction, described,
718-719

Luggin-Haber capillary, electrochemical cells
and cell resistance, 27

M
Maclaurin series, Taylor expansions, 778
Magnetic permeability, optical principles,

687
Magnetic resonance methods, 722—725

electron spin resonance, 722-724
nuclear magnetic resonance, 725

Marcus microscopic model, 117-124
described, 117-121
predictions from, 121-124

Mass spectrometry, described, 720-722
Mass transfer:

Butler-Volmer model, 106-107
diffusion, 146-153

boundary conditions, 151-152
equation solutions, 153
Fick's law, 148-151
microscopic view, 146-148

generally, 137-139
migration, 139-140
migration and diffusion, mixed near an

active electrode, 140-145
Mass-transfer coefficient, steady-state mass

transfer, 30
Mass-transfer-controlled reactions, 28-35

modes of, 28-29
steady-state mass transfer, 29-34
transient response, 34-35

Mass-transfer overpotential, electrode reaction
rate and current, 24

Mathematical methods, 769-784
complex notation, 780-781
error function and Gaussian distribution,

778-779
flow electrolysis, 441-446
Fourier series and transformation,

782-783
Laplace transform technique, 769-777

fundamentals of, 771-772
ordinary differential equations,

772-774
overview, 770-771
partial differential equations, 769-770,

775-776
simultaneous linear ordinary differential

equations, 774-775
zero-shift theorem, 776-777

Leibnitz rule, 780
Taylor expansions, 777-778

Mercury column height, at DME, effect of,
polarography, 269-270

Mercury film electrode (MFE), stripping
analysis, 459-461, 463

Metal oxides, inorganic films, 586
Method of finite differences, digital

simulations, 785
Microelectrode, 156
Microscopic areas, potential step methods,

166-168
Microscopic theories (kinetics), 115-132

energy state distributions, 124-130
tunneling and extended charge transfer,

130-132
Microscopic view, mass transfer, diffusion,

146-148
Microscopy. See Scanning probe techniques
Migration:

diffusion and, mass transfer, mixed near an
active electrode, 140-145

mass transfer, 139-140
mass-transfer-controlled reactions, 28

Mobility, liquid junction potentials, 65-69
Modified electrodes. See also Electroactive

layers
dynamical elements:

characteristic currents, and limiting
behavior, 609-616

interplay of, 616-619
overview, 608
rotating disk behavior, 608-609

Monolayers, 581-585
covalent attachment, 583
irreversible adsorption, 581-582
organized assemblies, 584-585



826 Index

Multicomponent systems:
multistep charge transfers and:

potential step methods, 204-206
potential sweep methods, 243-247

multistep reactions and, controlled-current
techniques, 318-320

Multilayer assemblies, composites and,
electroactive layers, 587-589

Multiple E step reactions, coupled
homogeneous electrode reactions,
475-478

Multistep charge transfers, multicomponent
systems and:

potential step methods, 204-206
potential sweep methods, 243-247

Multistep mechanisms (kinetics), 107-115
at equilibrium, 109-110
nernstian processes, 110-111
quasireversible and irreversible processes,

111-115
rate-determining electron transfer, 108-109

Multistep reactions, multicomponent systems
and, controlled-current techniques,
318-320

N
Nanocrystalline films, 759
Nernst diffusion layer, steady-state mass

transfer, 29
Nernstian processes, multistep mechanisms,

110-111
Nernstian reactions. See also Reversible

reactions
adsorbed monolayer responses, cyclic

voltammetry (CV), 590-593
with coupled chemical reactions:

electrode processes, 35-39
electrode processes (irreversible

reactions), 35-39
electrode processes (reversible reactions),

35.39, 36-37
Nernstian systems:

cyclic voltammetry, 239-242
potential steps, digital simulations, 798-799

Nernst-Planck equation, mass-transfer-
controlled reactions, 29

Nonfaradaic processes, 11-18
capacitance and charge of electrode, 11-12
electrical double layer, 12-14
electrical double layer capacitance and

charging current, 14-18
Faradaic processes and, 9-10
ideal polarized electrode, 11

Nonidealities, operational amplifiers, 633-635

Nonspecific adsorption, electrical double-
layer structure, 554—557

Nonspecifically absorbed ions, electrical
double layer, 13

Normal hydrogen electrode (NHE). See also
Standard hydrogen electrode (SHE)

electrochemical cells, 3, 5
half-reactions, 50
interfacial potential differences, 63

Normal pulse polarography, 261. See also
Polarography

Normal pulse voltammetry, 158, 261,
278-283. See also Pulse voltammetry

Notations, electrochemical cells, 2-3
N-type semiconductor, 748
Nuclear magnetic resonance, described, 725

О
Offset voltage, operational amplifiers, 634
One-electrode amperometry, electrometric

end-point detection, 437-439
One-electrode potentiometry, electrometric

end-point detection, 436-437
One E step reactions, coupled homogeneous

electrode reactions, 473-̂ 1-75
One-step, one-electron process, Butler-

Volmer model, 94-96, 98-107
Open-circuit potential, 5
Open-loop gain, operational amplifiers, 634
Operational amplifiers, 632-635

ideal properties, 632-633
nonidealities, 633—635

Optically transparent electrode:
internal reflection spectroelectrochemistry,

694-696
types of, 680-681

Optically transparent thin-layer electrode, 683
Optic-frequency dielectric constant, optical

principles, 687
Organized assemblies, monolayers, 584-585
Outer Helmholtz plane (OHP), 13
Outer-sphere reactions, microscopic theories,

116,117
Output limits, operational amplifiers, 634
Overpotential:

defined, 7
electrochemical experiments, 22

Oxidation current, 3

Partial differential equations, Laplace
transform technique, 769-770,
775-776

Partially polarized light, optical principles, 686



Index < 827

Potentiometric methods, electrometric end-
point detection, 436-437

Phase potentials, physics of, interfacial
potential differences, 54-56

Photoacoustic spectroscopy, described, 698
Photoanodic current, semiconductor

electrodes, 753
Photocatalytic cells, semiconductor

electrodes, 755, 756
Photocathodic current, semiconductor

electrodes, 754
Photoejection studies, semiconductor

electrodes, 757
Photoelectrochemistry, 736-768

electrogeneratedchemiluminescence,
736-745

apparatus and reactant generation,
738-740

applications, 743-745
experiment types, 740-743
fundamentals, 736—738

photolytic and radiolytic products, 760-764
electrochemistry of photolytic products,

762-763
photoemission of electrons, 760-761
photogalvanic cells, 763-764
pulse radiolysis, 761-762

at semiconductors, 745—760
current-potential curves, 752-753
overview, 745-746
photoeffects, 753-757
semiconductor electrodes, 746-752
surface photocatalytic processes,

758-760
Photoelectrosynthetic cells, 755, 756
Photogalvanic cells, photoelectrochemistry,

763-764
Photolytic products, photoelectrochemistry,

760-764
Photothermal spectroscopy, described, 698
Photovoltaic cells, semiconductor electrodes,

756
Planar electrode, potential step methods,

161-164
Polarization, electrochemical experiments, 22
Polarization curve, electrochemical

experiments, 22
Polarized light, optical principles, 686
Polarography, 261-274. See also Pulse

voltammetry
behavior at electrodes, 261—272

analysis, 267-269
diffusion-limited response at DME and

SMDE, 263-267

dropping mercury and static drop
electrodes, 261-263

mercury column height at DME, effect of,
269-270

residual current, 270-272
coupled homogeneous electrode reactions,

491-493
polarographic waves, 212-214

irreversible systems, 212-214
reversible systems, 272

Poly electrolytes (ion-exchange polymers ),
586

Polymer membranes, selective electrodes,
79-80

Polymers, electroactive layers, 585-586
Potential control difficulties, 645-650

cell design and electrode placement,
647-648

resistance, electronic compensation of,
648-650

solution resistance effects, 645-647
Potential differences, liquid junction

potentials, 63-64. See also Interfacial
potential differences; Liquid junction
potentials

Potential energy surfaces, Arrhenius equation
and, 88-89

Potentials, measurement of, 3
Potential step. See Voltage (potential) step
Potential step methods, 156-224

bulk electrolysis methods, thin-layer
electrochemistry, 453-455

chronoamperometric reversal techniques,
207-210

chronocoulometry, 210-216
heterogeneous kinetics, 214-216
large-amplitude potential step, 211-212
reversal experiments, 212-214

diffusion control, 161-168
microscopic and geometric areas,

166-168
planar electrode, 161-164
semi-infinite spherical diffusion, 165-166

diffusion controlled currents at
ultramicroelectrodes, 168-176

generally, 168-170
large-amplitude potential step responses,

171-176 (See also Large-amplitude
potential step responses)

UME types, 170
experiments overview, 156-161

current-potential characteristics, 160-161
detection, 159-160
technique types, 156-159
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Potential step methods (continued)
multicomponent systems and multistep

charge transfers, 204-206
sampled-current voltammetry

(quasireversible and irreversible),
191-204

current-time behavior at spherical
electrode, 197-199

irreversible i-E curves applications,
201-204

linear diffusion at planar electrode,
191-197

steady-state voltammetry at UME,
199-201

sampled-current voltammetry (reversible),
176-190

current-concentration relationships, 185
i-E curves applications, 186-190
linear diffusion at planar electrode,

176-180
steady-state at UME, 180-184

ultramicroelectrodes special applications,
216-221

Potential steps, nernstian system, digital
simulations, 798-799

Potential sweep. See Voltage ramp (potential
sweep)

Potential sweep methods, 226-260
boundary conditions, digital simulations, 800
bulk electrolysis methods, thin-layer

electrochemistry, 455-458
convolutive or semi-integral techniques,

247-252
applications, 251-252
current-evaluation of I(t), transformation

of, 248-250
irreversible and quasireversible reactions,

250
principles and definitions, 247-248

cyclic voltammetry, 239-243
of liquid-liquid interface, 252-255
nernstian systems, 239-242
quasireversible reactions, 242-243

irreversible systems, 234-236
boundary value problem solution,

234-235
peak current and potential, 236

multicomponent systems and multistep
charge transfers, 243-247

overview, 226-228
quasireversible systems, 236-239
reversible (nernstian) systems, 228-234

boundary value problem solution,
228-231

double-layer capacitance and
uncompensated resistance, 233-234

peak current and potential, 231-232
spherical electrodes and UMEs, 232-233

Potential-time curves, in constant-current
electrolysis, controlled-current
techniques, 311-316. See also
Controlled-current techniques

Potentiometric experiments, 19
Potentiometric tips, scanning electrochemical

microscopy, 675
Potentiostat, 632, 640-644

adder potentiostat (refinements to), 642-643
basics, 640-641
bipotentiostat, 643-644
function of, 156—157

Power reserve, potentiostat, 646
Practical reversibility, thermodynamics, 46-47
Primary (nonrechargeable) cells, 18
Programmed current chronopotentiometry,

controlled-current techniques, 311
Pulse radiolysis, photoelectrochemistry,

761-762
Pulse voltammetry, 261, 275-301. See also

Polarography
analysis by, 299-301
defined, 275
differential, 286-293
normal, 278-283
reverse, 283-286
square wave, 293—299
tast polarography and staircase

voltammetry, 275-278

Quantum particles, 759
Quartz crystal microbalance, 725-728

applications, 727-728
electrochemical apparatus, 726-727
principles, 725-726

Quasireversible processes:
multistep mechanisms, 111-115
potential step methods, sampled-current

voltammetry, 191-204 (See also
Sampled-current voltammetry
(quasireversible and irreversible))

Quasireversible reactions:
cyclic voltammetry, 242-243
potential sweep methods, convolutive or

semi-integral techniques, 250
Quasireversible systems:

ac voltammetry, impedance techniques,
391-396

cyclic ac voltammetry, 399-400
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linear sweep ac voltammetry (LSV), at
stationary electrodes, 397—398

potential step method, 161
potential sweep methods, 236-239

Quasireversible waves, potential-time curves
in constant-current electrolysis, 312-313

R
Radiolytic products, photoelectrochemistry,

760-764
Raman spectroscopy, 704-709
Randies equivalent circuit, 376
Rate-determining electron transfer, multistep

mechanisms, 108-109
Rate-determining steps, electrode reaction rate

and current, 23-24
Reaction coordinate, potential energy

surfaces, 88
Recording and display systems, 632
Redox couple, 5
Reduction (cathodic) current flows, 6
Reduction current, 3
Reduction potentials, half-reactions and,

thermodynamics, 49-51
Reference electrode:

electrochemical cells and cell resistance, 25
thermodynamics, 53—54

Reference tables, 808-813
Refraction, index of, optical principles, 687
Relative surface excesses, electrical double-

layer structure, 543-544
Resistance, electronic compensation of,

potential control difficulties, 648-650
Resistive effects, thin-layer cells and, digital

simulations, 804
Resonance Raman spectroscopy, 705
Response function principle, controlled-

current techniques, 316—317
Reversal techniques, controlled-current

techniques, 316-318
Reverse pulse voltammetry, 283-286
Reversibility (thermodynamics), 44-47

chemical, 44-45
Gibbs free energy and, 47^18
practical, А6-Л1
thermodynamic, 46

Reversible behavior, Butler-Volmer model,

105-106
Reversible (nernstian) electrode process,

potential step method, 161
Reversible reactions. See also Nernstian

reactions
coupled, nernstian reactions with, 36-37
mass-transfer-controlled reactions, 28

Reversible systems:
ac voltammetry, 389-391
cyclic ac voltammetry, 398-399
linear sweep ac voltammetry (LSV), at

stationary electrodes, 397
polarographic waves, 272
potential sweep methods, 228-234 {See also

Potential sweep methods)
Reversible waves, potential-time curves in

constant-current electrolysis, 311-312
Rotating disk electrode (RDE):

blocking layers, permeation through pores
and pinholes, 622

coupled homogeneous electrode reactions,
516-521

catalytic reaction, 520
ECE reactions, 520-521
following reaction, 518-520
preceding reaction (CrEr), 517-518
theoretical treatments, 517

digital simulations, convective systems,
802-803

hydrodynamic methods, 335-348
concentration profile, 339-340
convective-diffusion equation, solution

of, 337-339
current distribution at, 344-346
current-potential curves at, 340-344
experimental application of, 346-348
transients at, 354
velocity profile at, 335-337

modified electrodes, 608-609
modulated, hydrodynamic methods, 357-360
steady-state mass transfer, 29

Rotating ring-disk electrode (RRDE):
coupled homogeneous electrode reactions,

516-521
catalytic reaction, 520
ECE reactions, 520-521
following reaction, 518-520
preceding reaction (CrEr), 517-518
theoretical treatments, 517

digital simulations, convective systems,
802-803

hydrodynamic methods, 350-353
transients at, 355-357

Rotating ring electrode, hydrodynamic
methods, 348-350

Sampled-current voltammetry, 158
Sampled-current voltammetry (quasireversible

and irreversible, potential step
methods), 191-204
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Sampled-current voltammetry (continued)
current-time behavior at spherical electrode,

197-199
irreversible i-E curves applications,

201-204
linear diffusion at planar electrode, 191-197
steady-state voltammetry at UME, 199-201

Sampled-current voltammetry (reversible,
potential step methods), 176-190

current-concentration relationships, 185
i-E curves applications, 186-190
linear diffusion at planar electrode, 176—180
steady-state at UME, 180-184

Sand equation, controlled-current techniques,
308-310

Saturated calomel electrode (SCE), 3
Sealer, current feedback, 636
Scanning Auger microprobes, 716
Scanning probe techniques, 659-679

atomic force microscopy, 666-669
overview, 659
scanning electrochemical microscopy,

669-677
applications, 675-677
approach curves, 670-673
homogeneous reaction kinetics

measurement, 673-675
potentiometric tips, 675
principles, 669-670
surface topography and reactivity, 673

scanning tunneling microscopy, 659-666
electrochemical applications, 661-666
principles, 659-661
scanning tunneling spectroscopy, 661

Secondary (rechargeable) cells, 18
Second harmonic spectroscopy, described,

698-700
Selective electrodes, 74-82

commercial devices, 80
detection limits, 81
enzyme-coupled devices, 82
gas-sensing electrodes, 81—82
glass electrodes, 74-78
interfaces, 74
liquid and polymer membranes, 79-80
solid-state membranes, 79

Self-assembly, organized assemblies,
monolayers, 584-585

Semiconductors, photoelectrochemistry at,
745-760. See also
Photoelectrochemistry

Semiempirical treatment:
steady-state mass transfer, mass-transfer-

controlled reactions, 29-34

transient response, mass-transfer-controlled
reactions, 34-35

Semi-infinite linear diffusion, mathematics of,
controlled-current techniques, 307-308

Semi-infinite spherical diffusion, potential
step methods, 165-166

Semi-integral techniques, potential sweep
methods, 247-252. See also Potential
sweep methods

Separators, bulk electrolysis methods, 423
Silver-silver chloride electrode, 3
Simultaneous linear ordinary differential

equations, Laplace transform
technique, 774-775

Sine wave methods, coupled homogeneous
electrode reactions, 522-523

Small-amplitude potential changes, 160
Small A/V conditions, 156
Small-signal analysis, charge step

(coulostatic) methods, 324-325
Solid polymer electrolyte (SPE), 588
Solid-state membranes, selective electrodes, 79
Solution resistance effects, potential control

difficulties, 645-647
Specific adsorption:

electrical double-layer structure, 12-13,
554-557, 563-569 (See also Electrical
double-layer structure)

adsorption isotherms, 566-567
nature and extent of, 564-566
rate of, 567-569

of electrolyte:
absence of, electrical double-layer

structure, 573-574
presence of, electrical double-layer

structure, 574-575
Spectroelectrochemistry, 680-735

electron and ion spectrometry, 709-722
(See also Electron and ion
spectrometry)

magnetic resonance methods, 722-725
electron spin resonance, 722-724
nuclear magnetic resonance, 725

overview, 680
quartz crystal microbalance, 725-728

applications, 727-728
electrochemical apparatus, 726-727
principles, 725-726

ultraviolet and visible spectroscopy,
680-700 (See also Ultraviolet and
visible spectroscopy)

vibrational spectroscopy, 700-709
infrared, 700-704
Raman, 704-709
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X-ray methods, 728-730
overview, 728-729
X-ray absorption spectroscopy,

729-730
X-ray diffraction techniques, 730

Specular reflectance, ultraviolet and visible
spectroscopy, 684-690

Spherical electrodes, potential sweep
methods, reversible (nernstian)
systems, 232-233

Spherical ultramicroelectrodes, large-
amplitude potential step responses,
171

Square schemes, coupled homogeneous
electrode reactions, 477

Square wave pulse voltammetry,
293-299

applications, 299
background currents, 298
concept and practice, 293-295
response predictions, 295—298

Staircase voltammetry, tast polarography and,
pulse voltammetry, 275-278

Standard enthalpy of activation, potential
energy surfaces, 89

Standard entropy of activation, potential
energy surfaces, 89

Standard free energy of activation, potential
energy surfaces, 89

Standard hydrogen electrode (SHE),
electrochemical cells, 3. See also
Normal hydrogen electrode (NHE)

Standard potentials, 3
Standard rate constant, Butler-Volmer model,

96
Static mercury drop electrode (SMDE). See

also Hanging mercury drop electrode
(HMDE); Polarography

differential pulse voltammetry, 292
diffusion-limited response at, polarography,

263-267
dropping mercury electrode, polarography,

261-263
normal pulse voltammetry, 281-282
reverse pulse voltammetry, 285
tast polarography and staircase

voltammetry, 275-278
Steady-state mass transfer, semiempirical

treatment of, mass-transfer-controlled
reactions, 29-34

Steady-state voltammetry at
ultramicroelectrodes, 180-184,
199-201

Stern layer. See Inner layer

Stern modification, Gouy-Chapman theory,
551-554

Stripping analysis, 418, 458-464
applications and variations, A62-A6A
overview, 458-^-59
principles and theory, 459-462

Substrates, electroactive layers, 581
Subtractively normalized interfacial Fourier

transform infrared spectroscopy
(SNIFTIRS), 701-702

Sum frequency generation (SFG), 703
Supporting electrolyte, 7
Surface-enhanced infrared absorption

(SEIRA), 703
Surface-enhanced Raman spectroscopy

(SERS), 705-709
Surface photocatalytic processes, at

semiconductor particles, 758-760
Surface plasmon resonance, internal

reflection spectroelectrochemistry,
696-698

Tafel behavior, Butler-Volmer model, i-rj
equation, 102-103

Tafel equation, electrode reactions, 92
Tafel plots, Butler-Volmer model, i-j)

equation, 103-104
Tast polarography, staircase voltammetry and,

pulse voltammetry, 275-278
Taylor expansions, 777-778
Thermal modulation, rotating disk electrode,

359-360
Thermodynamic reversibility,

thermodynamics, 46
Thermodynamics, 44-54

cell emf and concentration, 51-52
electrical double-layer structure,

534-539
electrocapillary equation, 537-539
Gibbs adsorption isotherm, 534—536

formal potentials, 52-53
free energy and cell emf, 48-49
half-reactions and reduction potentials,

49-51
reference electrode, 53—54
reversibility, 44-47

chemical, 44-45
Gibbs free energy and, 47-48
practical, 46-47
thermodynamic, 46

Thermospray ionization technique, 721
Thin-layer cells, resistive effects and, digital

simulations, 804
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Thin-layer electrochemistry, 418, 452-458
overview, 452-453
potential step (coulometric) methods,

453-455
potential sweep methods, 455^-58

Three-electrode cell, electrochemical cells and
cell resistance, 26

Time, digital simulations, 790
Time domain, Fourier series, 782
Time domain measurements, electrochemical

impedance spectroscopy (EIS),
407-410

Time window, accessible rate constants and,
coupled homogeneous electrode
reactions, 479^80

Titration efficiency, bulk electrolysis, 421
Totally irreversible electron transfer, potential

step method, 161
Transfer coefficient, Butler-Volmer model,

97-98
Transference numbers, liquid junction

potentials, 65-69
Transient response, semiempirical treatment

of, mass-transfer-controlled reactions,
34-35

Transient voltammetry, chronopotentiometry
and, coupled homogeneous electrode
reactions, 487-516. See also Coupled
homogeneous electrode reactions

Transition-metal hexacyanides, inorganic
films, 587

Transition state theory, kinetics, 90-91
Transmission experiments, ultraviolet and

visible spectroscopy, 680-684
Triangular wave, voltage ramp (potential

sweep), 18
Troubleshooting, instrumentation, 654-656
Tunneling, extended charge transfer and,

kinetic microscopic theories, 130-132
Tunneling electron transfer, blocking layers,

624-627
Two-dimensional simulations, 804
Two-electrode amperometry, electrometric

end-point detection, 439-440
Two-electrode cell, electrochemical cells and

cell resistance, 25
Two-electrode potentiometry, electrometric

end-point detection, 437

U
Ultra-high vacuum (UHV), electron and ion

spectrometry, 709
Ultramicroelectrodes (UME):

behavior summary, 176

blocking layers, tunneling electron transfer,
626

convection at, hydrodynamic methods,
360-362

coupled homogeneous electrode reactions,
522

diffusion controlled currents at, potential
step methods, 168-176 (See also
Potential step methods)

electrochemical cells and cell resistance, 25
instrumentation, low current measurements,

650
modified electrodes, rotating disk electrode,

609
potential step methods, special applications,

216-221
potential sweep methods, reversible

(nernstian) systems, 232-233
steady-state voltammetry at, potential step

methods, 180-184, 199-201
types of, 170

Ultraviolet and visible spectroscopy,
680-700

ellipsometry, 690-693
internal reflection spectroelectrochemistry,

694-698
optically transparent electrodes,

694-696
surface plasmon resonance, 696-698

photoacoustic and photothermal
spectroscopy, 698

second harmonic spectroscopy, 698-700
specular reflectance, 684—690

described, 688-690
principles, 684-688

transmission experiments, 680-684
Uncompensated resistance:

double-layer capacitance and, potential
sweep methods, reversible (nernstian)
systems, 233-234

electrochemical cells and cell resistance, 27
Underpotential deposition, bulk electrolysis,

420
Unimolecular reactions, homogeneous

kinetics, digital simulations, 796-797
Unpolarized light, optical principles, 686

Valence band, semiconductor electrodes, 746
Vibrational spectroscopy, 700-709

infrared, 700-704
Raman, 704-709

Voltage compliance, potentiostat, 646
Voltage feedback, instrumentation, 639-640
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Voltage (potential) step, electrical double X
layer capacitance, 14-15. See also X-ray methods, 728-730
Potential step methods overview, 728-729

Voltage ramp (potential sweep), electrical X-ray absorption spectroscopy, 729-730
double layer capacitance, 16-18. See X-ray diffraction techniques, 730
also Potential sweep methods X-ray photoelectron spectroscopy, 711-715

W Z
Working electrode: Zeolites, inorganic films, 586-587

electrochemical cells, 3 Zero-shift theorem, Laplace transform
electrochemical cells and cell resistance, 25 technique, 776-777
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